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ABSTRACT
Relativistic two-component density functional calculations are carried out in a non-collinear formalism to describe spin–orbit interactions,
where the exchange–correlation functional is constructed as a generalization of the non-relativistic density functional approximation. Con-
trary to non-relativistic density functional theory (DFT), spin–orbit coupling, however, leads to a non-vanishing paramagnetic current
density. Density functionals depending on the kinetic energy density, such as meta-generalized gradient approximations, should therefore
be constructed in the framework of current DFT (CDFT). The latter has previously exclusively been used in the regime of strong mag-
netic fields. Herein, we present a consistent CDFT approach for relativistic DFT, including spin–orbit coupling. Furthermore, we assess the
importance of the current density terms for ground-state energies, excitation energies, nuclear magnetic resonance shielding, and spin–spin
coupling constants, as well as hyperfine coupling constants, Δg-shifts, and the nuclear quadrupole interaction tensor in electron paramagnetic
resonance (EPR) spectroscopy. The most notable changes are found for EPR properties. The impact of the current-dependent terms rises with
the number of unpaired electrons, and consequently, the EPR properties are more sensitive toward CDFT. Considerable changes are observed
for the strongly constrained and appropriately normed functionals, as well as the B97M family and TASK. The current density terms are less
important when exact exchange is incorporated. At the same time, the current-dependent kernel ensures the stability of response calculations
in all cases. We, therefore, strongly recommend to use the framework of CDFT for self-consistent spin–orbit calculations.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0122394

I. INTRODUCTION

A theoretical framework for physical and chemical proper-
ties of heavy elements necessitates a consideration of quantum
mechanics and the inclusion of special relativity.1–9 The so-called
relativistic effects refer to the difference between the results obtained
from the Schrödinger equation and its relativistic counterparts, such
as the Dirac equation or approximations thereof.10–15 These rel-
ativistic effects are commonly partitioned into a scalar-relativistic
contribution, associated with the spatial contraction of the electron
density, and spin–orbit interaction, which describes the energetic
splitting of the atomic p, d, and f states. The latter leads to

a breakdown of the spin symmetry and necessitates a complex
two-component (2c) or four-component (4c) formalism when
treated self-consistently. Due to the increased computational costs
of a relativistic framework, mid-scale or large-scale calculations are
typically performed with density functional theory (DFT) meth-
ods. This is usually done in a non-collinear formalism16–32 using
the total particle density matrix and the spin magnetization vec-
tor. The expression of the exchange–correlation functional itself is
taken from the non-relativistic limit and evaluated with the so-called
spin-up and spin-down quantities similar to the one-component
unrestricted Kohn–Sham (UKS) formalism. Relativistic corrections
to the functional expression were shown to be marginal.33–38 In
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recent years, such spin–orbit density functional methods have
become available in many quantum chemistry software suites.39–47

The two-component and four-component generalization of the
local spin density approximation (LSDA) and generalized gradient
approximation (GGA) is straightforward. However, a sophisti-
cated generalization of meta-generalized gradient approximations
(meta-GGAs) and most local hybrid functionals (LHFs)48–53

requires additional considerations.
In detail, spin–orbit coupling is a form of magnetic

induction.2,54,55 This is also illustrated in Refs. 4, 56, and 57
with the introduction of spin–orbit coupling in the spirit of an
internal magnetic field. Here, the interaction of the electron spin
with the field of a charge in relative motion leads to magnetic
induction. This effect induces a paramagnetic current density
j⃗ p of the one-electron spinor functions {φj}. Here, the orbital
contribution is defined as

j⃗ p,0 = −
i
2∑j
(φ†

j ∇⃗φj − [∇⃗φj]
†φj), (1)

and the spin counterparts using the Pauli matrices σu follow as

j⃗ p,u = −
i
2∑j
(φ†

j σu∇⃗φj − [∇⃗φj]
†σuφj) ∀u ∈ {x, y, z}. (2)

In two-component calculations, the paramagnetic current density of
the ground state does not generally vanish.53,55,58,59 In other words,
current-carrying states60–63 are observed. As noted in Ref. 64, for
Kramers-restricted systems, the total or particle contribution of the
paramagnetic current density vanishes, but the spin counterparts do
not. Consequently, the kinetic energy density τ of meta-GGAs needs
to be generalized and the most suited ansatz to generalize τ is to con-
sider the paramagnetic current density j⃗ p itself. Here, j⃗ p does not
depend explicitly on the specific magnetic perturbation.65–67 Thus,
the generalized kinetic energy density reads

τ̃ = τ −
j⃗ 2

p

2ρ
with τ =∑

j
( ˆ⃗pφj)

†
(ˆ⃗pφj), (3)

with the electron density ρ and the momentum operator ˆ⃗p. We note
in passing that τ̃ originally arises for the Fermi curvature65 or the
time-dependent electron localization function68 of the Schrödinger
equation. Using Eq. (3), the density functional approximations do
not only depend on the electron density ρ and its derivatives but
also on the current density j⃗ p. Accordingly, functionals need to be
constructed in the framework of current density functional theory
(CDFT).58,69–83

Currently, CDFT is well established for molecular calcu-
lations in strong magnetic fields,58,76,80–83 i.e., formulations and
implementations for ground-state energies, gradients, and excita-
tion energies have been presented. However, we are not aware
of a detailed study on spin–orbit coupling within the framework
of CDFT. In this work, CDFT will therefore be applied to the
self-consistent treatment of spin–orbit interaction, and we study its
impact on ground-state energies, excitation energies, and magnetic
resonance parameters, where the spin–orbit perturbation is

introduced by either spin–orbit effective core potentials1 (ECPs)
or the one-electron exact two-component (X2C) Hamiltonian.84–94

Besides calculations in strong magnetic fields and CDFT, the gen-
eralized kinetic energy density was applied to linear response the-
ory for time-dependent density functional theory (TD-DFT),95,96

electron paramagnetic resonance (EPR) spectra,97,98 nuclear mag-
netic resonance (NMR) properties,97–102 and magnetizabilities.100 In
all these approaches, the paramagnetic current density of the ground
state was assumed to vanish. Yet, the non-zero response of the
current density already substantially affects the results in spin–orbit
perturbation approaches of the g-tensor for transition-metal com-
plexes with a doublet ground state.98 Therefore, a generalization
to a self-consistent treatment of spin–orbit coupling, which also
includes the current density in the calculation of the ground-state
density matrix, seems promising—especially for chemical systems
with more than one unpaired electron.

II. THEORY
A. Exchange–correlation potential in current
density functional theory

In a non-collinear two-component framework,16,17 we define
the spin magnetization vector as

m⃗ =∑
j

φ†
j σ⃗φj, (4)

with the one-electron spinor functions φj and the vector σ⃗ consisting
of the (2 × 2) Pauli spin matrices

σx =
⎛
⎜
⎝

0 1

1 0

⎞
⎟
⎠

, σy =
⎛
⎜
⎝

0 − i

i 0

⎞
⎟
⎠

, σz =
⎛
⎜
⎝

1 0

0 −1

⎞
⎟
⎠

. (5)

The total particle density ρ and the non-collinear spin density s read

ρ =∑
j

φ†
j φj, (6)

s = (m⃗ ⋅ m⃗)1/2
=

√

m2
x +m2

y +m2
z. (7)

The 2c evaluation of the exchange–correlation (XC) potential is
based on a non-relativistic density functional approximation being
generalized with the spin-up and spin-down quantities, e.g.,

ρ↑ = (ρ + s)/2, (8)

ρ↓ = (ρ − s)/2. (9)

Therefore, an unrestricted Kohn–Sham implementation can be
straightforwardly generalized to the two-component methodology.
The interested reader is referred to Refs. 16, 17, and 19 for
more details. Furthermore, the exchange–correlation energy EXC

is based on a non-relativistic functional expression gXC. Thus, the
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exchange–correlation energy is a function of the density, its gradient,
and the (generalized) kinetic energy density,

EXC
= ∫ f XC

[ρ↑,↓(r⃗), γ↑↑,↑↓,↓↓(r⃗), τ↑,↓(r⃗), jp;↑,↓(r⃗)] d3r

= ∫ gXC
[ρ↑,↓(r⃗), γ↑↑,↑↓,↓↓(r⃗), τ̃↑,↓(r⃗)] d3r. (10)

Here, we used the minimal substitution τ → τ̃ for the CDFT
methodology, leading from the explicitly current dependent f XC

to gXC. Furthermore, the auxiliary variable γσσ′ =
1
4(∇⃗ρσ) ⋅ (∇⃗ρσ′)

with σ, σ′ ∈ {↑, ↓} has been introduced. Introducing the basis set
approximation with the set of real atom-centered functions {χμ},
the XC expressions are evaluated based on the four complex density
matrices M,

M0
μν =

1
2
[Pαα

μν + Pββ
μν], (11)

Mx
μν =

1
2
[Pαβ

μν + Pβα
μν ], (12)

My
μν =

i
2
[Pαβ

μν − Pβα
μν ], (13)

Mz
μν =

1
2
[Pαα

μν − Pββ
μν]. (14)

Equations (11)–(14) arise from applying the 2 × 2 Pauli-spin
matrices and the 2 × 2 unit matrix σ0 on the full 2c density
matrix Pμν = ∑iC

μ
i Cν∗

i with an additional prefactor of 0.5 for the
(anti-)symmetrization. Cμ

i are the respective complex 2c
Kohn–Sham spinor coefficients. Furthermore, Pαα

μν = ∑iC
μ
i,αCν∗

i,α
denotes the corresponding sub-block of the full density matrix. The
remaining density matrices Pαβ

μν and Pββ
μν can be obtained accordingly

by replacing one or both coefficients Cμ
i,α by Cμ

i,β. The density
ρ, gradient of the density ∇⃗ρ, and the kinetic energy density τ
accordingly arise solely from the symmetric parts of Eqs. (11)–(14).
The symmetric parts are Re(Pαα

) + Re(Pββ
), Re(Pαβ

) + Re(Pβα
),

Im(Pαβ
) − Im(Pβα

), and Re(Pαα
) − Re(Pββ

). On the contrary,
the paramagnetic current density is an anti-symmetric quan-
tity, arising from the complimentary anti-symmetric parts, i.e.,
Im(Pαα

) + Im(Pββ
), Im(Pαβ

) + Im(Pβα
), Re(Pαβ

) − Re(Pβα
), and

Im(Pαα
) − Im(Pββ

).
The derivatives of the XC energy needed for the construction of

the two-component Kohn–Sham equations can be written as

VXC
(r⃗) =

δEXC

δρ(r⃗)
σ0 +∑

u

δEXC

δmu(r⃗)
σu

=
δEXC

δρ(r⃗)
σ0 +∑

u

δEXC

δs(r⃗)
mu(r⃗) σu

s(r⃗)
(15)

for the density ρ and the non-collinear spin magnetizations mu. ρ
and mu can be obtained from the symmetric (sy) parts of the density
matrices Mu as

ρ(r⃗) =∑
μν

M0, sy
μ,ν [χμ(r⃗)χν(r⃗)], (16)

mu(r⃗) =∑
μν

Mu, sy
μ,ν [χμ(r⃗)χν(r⃗)]. (17)

Note that the kinetic energy density and j⃗ p are implicit and not
explicit functionals of the density as discussed in Ref. 83. For
the purpose of an implementation, the XC potential in a matrix
representation is required. Hence, the derivative is formed with
respect to the density matrices instead of the particle density and the
spin magnetization.103 This directly leads to the matrix expression of
VXC, i.e., VXC

μν = ⟨χμ∣VXC
(r⃗)∣χν⟩. Further necessary ingredients, i.e.,

the gradient of the density ∇⃗ρ, the kinetic energy density τ, and the
paramagnetic current density j⃗ p, can be obtained from Mm (with
m ∈ {0, x, y, z}) as

∇⃗ρm(r⃗) =∑
μ,ν

Mm, sy
μν [∇⃗χμ(r⃗)χν(r⃗) + χμ(r⃗)∇⃗χν(r⃗)], (18)

τm(r⃗) =
1
2∑μ,ν

Mm, sy
μν [∇⃗χμ(r⃗) ⋅ ∇⃗χν(r⃗)], (19)

j⃗ p,m(r⃗) = −
i
2∑μ,ν

Mm, as
μν [∇⃗χμ(r⃗)χν(r⃗) − χμ(r⃗)∇⃗χν(r⃗)]. (20)

As the paramagnetic current density is an anti-symmetric (as)
quantity, the implementation of the XC potential also requires a
generalization of the code infrastructure. Thus, we need the same
density matrices as for the evaluation of exact exchange, and the cur-
rent density can lead to contributions even in a Kramers-restricted
framework.64

The derivative of the XC energy with respect to one of the
density matrices M can then be obtained using the chain rule
accordingly as

δEXC

δMm
μν
= ∫ [

∂gXC

∂ρ(r⃗)
∂ρ(r⃗)
∂Mm

μν
+

∂gXC

∂∇⃗ρ(r⃗)
∂∇⃗ρ(r⃗)
∂Mm

μν
+

∂gXC

∂τ̃(r⃗)
∂τ̃(r⃗)
∂Mm

μν
] d3r,

(21)

where the last term arises from the current-dependent meta-GGA
ingredient τ̃83 and m ∈ {0, x, y, z}. By inserting Eq. (3), this term can
be rewritten as

∂τ̃
∂Mm

μν
=

∂τ
∂Mm

μν
−

j⃗ p

ρ
∂ j⃗ p

∂Mm
μν
+

j⃗ 2
p

2ρ2
∂ρ

∂Mm
μν

. (22)

In contrast to CDFT for strong magnetic fields, the basis functions
of a ground-state energy calculation are field-independent and real,
i.e., no London atomic orbitals (LAOs) or gauge-including atomic
orbitals (GIAOs) are employed.104,105 Using the chain rule again, the
needed derivatives of f XC or gXC can be recovered as
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VXC
μν,0 = ∫ [

∂gXC

∂ρ↑
+

j⃗ 2
p,↑

2ρ2
↑

∂gXC

∂τ̃↑
+
∂gXC

∂ρ↓
+

j⃗ 2
p,↓

2ρ2
↓

∂gXC

∂τ̃↓
]χμ(r⃗) χν(r⃗) d3r − ∫ [2

∂gXC

∂γ↑↑
∇⃗ρ↑ + 2

∂gXC

∂γ↓↓
∇⃗ρ↓ +

∂gXC

∂γ↑↓
(∇⃗ρ↑ + ∇⃗ρ↓)]

⋅ [{∇⃗χμ(r⃗)}χν(r⃗) + χμ(r⃗){∇⃗χν(r⃗)}]d3r + ∫
1
2
[
∂gXC

∂τ̃↑
+
∂gXC

∂τ̃↓
][∇⃗χμ(r⃗)] ⋅ [∇⃗χν(r⃗)]d3r

+ ∫
i
2
[

j⃗ p,↑

ρ↑
∂gXC

∂τ̃↑
+

j⃗ p,↓

ρ↓
∂gXC

∂τ̃↓
][{∇⃗χμ(r⃗)}χν(r⃗) − χμ(r⃗){∇⃗χν(r⃗)}] d3r (23)

and

VXC
μν,u =

mu

s ∫
[
∂gXC

∂ρ↑
+

j⃗ 2
p,↑

2ρ2
↑

∂gXC

∂τ̃↑
−
∂gXC

∂ρ↓
−

j⃗ 2
p,↓

2ρ2
↓

∂gXC

∂τ̃↓
]χμ(r⃗) χν(r⃗) d3r − ∫ [2

∂gXC

∂γ↑↑
∇⃗ρ↑ − 2

∂gXC

∂γ↓↓
∇⃗ρ↓ −

∂gXC

∂γ↑↓
(∇⃗ρ↑ − ∇⃗ρ↓)]

⋅ [{∇⃗χμ(r⃗)}χν(r⃗) + χμ(r⃗){∇⃗χν(r⃗)}]d3r + ∫
1
2
[
∂gXC

∂τ̃↑
−
∂gXC

∂τ̃↓
][∇⃗χμ(r⃗)] ⋅ [∇⃗χν(r⃗)]d3r

+ ∫
i
2
[

j⃗ p,↑

ρ↑
∂gXC

∂τ̃↑
−

j⃗ p,↓

ρ↓
∂gXC

∂τ̃↓
][{∇⃗χμ(r⃗)}χν(r⃗) − χμ(r⃗){∇⃗χν(r⃗)}] d3r. (24)

Note that the gradient or GGA part (∇⃗ρ terms) is not affected by the
inclusion of the current density. Equations (23) and (24) are evalu-
ated numerically using a three-dimensional grid.106–109 For updating
the Kohn–Sham–Fock matrix, again the exchange–correlation
potential is needed, similar to the density matrix, in the spinor
blocks. The four blocks can be evaluated from Eqs. (23) and (24) as

V XC,αα
μν =

1
2
(VXC

μν,0 + VXC
μν,z), (25)

V XC,ββ
μν =

1
2
(VXC

μν,0 − VXC
μν,z), (26)

V XC,αβ
μν =

1
2
(VXC

μν,x − iVXC
μν,y), (27)

V XC,βα
μν =

1
2
(VXC

μν,x − iVXC
μν,y)

∗. (28)

To avoid numerical instabilities for a small spin density s, we use
the collinear formalism with the z component for grid points with
√mx ⋅mx +my ⋅my ≤ 10−12.

The extension for local hybrid functionals requires additional
care, as the local mixing function (LMF) may depend on the kinetic
energy density τ.48,49,53 In this case, the LMF is constructed with the
generalized kinetic energy density τ̃ and the non-collinear approach
[cf. Eqs. (8) and (9)].53 The same applies for the two-component
generalization53 of the calibration function.110,111 Note that the
exact exchange contribution is evaluated semi-numerically on a
grid.100,112–114

B. EPR properties with a common gauge origin
For EPR properties, such as the hyperfine coupling (HFC)

tensor A and the g-tensor g with a common gauge origin, only
the ground-state density matrix and the XC potential are required,

i.e., no derivatives of the density matrix or the XC potential are
needed,115–120 and the tensors can be evaluated according to

AN,uv =
d2E

dIN,u dSv
∣

I⃗N=0
=

gN βN

S̃v

dE(Jv, m⃗N)

dmN,u
∣
m⃗N=0

=
gN βN

S̃v
tr[P(Jv) hN

u ], (29)

guv =
d2E

dBu dSv
∣

B⃗=0
=

2c
S̃v

dE(Jv, B⃗)
dBu

∣

B⃗=0
=

2c
S̃v

tr[P(Jv) hB
u], (30)

where S̃v denotes the effective spin of the component v, J denotes
the total angular momentum, gN denotes the nuclear g-factor, βN
denotes Bohr’s magneton, I⃗N denotes the spin of nucleus N, m⃗N
denotes the respective nuclear magnetic moment, and B⃗ denotes the
external magnetic field. The spin derivative is calculated with three
independent SCF calculations using three orthogonal alignments of
the spin. Essentially, the density matrix is contracted with the deriva-
tive of the one-electron Hamiltonian with respect to the nuclear
magnetic moments or the external magnetic field. Additionally, the
electric field gradient (EFG) and the nuclear quadrupole interaction
tensor can be calculated as an expectation value with the proper
picture-change correction.120,121 Thus, a 2c SCF implementation of
the CDFT ansatz is directly suitable for EPR spectroscopy.

A gauge-origin invariant implementation of the g-tensor neces-
sitates GIAOs similar to NMR shieldings. Therefore, the derivative
of the XC potential with respect to the magnetic field needs to
be formed.120,122 However, a gauge-origin invariant framework is
only needed for systems with a spatially distributed spin excess
density,120,123 which is beyond the scope of the present work.

C. Exchange–correlation kernel for Kramers-restricted
systems

The exchange–correlation kernel for Kramers-restricted
systems can be formed similarly by using the chain rule in a
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straightforward manner.58 In this special case, Pαα
= (Pββ

)
†

holds. Therefore, only the (symmetric) real part of M0 and the
(anti-symmetric) imaginary part of Mz need to be considered.
These are exactly represented by the density matrix Pαα. In the

Kramers-restricted case, it is therefore advantageous to write the
XC kernel equations in terms of the density matrix P instead of M.
Again, the LAOs reduce to real field-independent basis functions,
and the kernel equation reads

δ2EXC

δPμν,kδPκλ,l
=∬ [

∂2gXC

∂ρk∂ρl

∂ρk

∂Pμν,k

∂ρl

∂Pκλ,l
+

∂2gXC

∂∇⃗ρk∂∇⃗ρl

∂∇⃗ρk

∂Pμν,k

∂∇⃗ρl

∂Pκλ,l
+

∂2gXC

∂τ̃k∂τ̃l

∂τ̃k

∂Pμν,k

∂τ̃l

∂Pκλ,l
+

∂2gXC

∂ρk∂∇⃗ρl

∂ρk

∂Pμν,k

∂∇⃗ρl

∂Pκλ,l

+
∂2gXC

∂∇⃗ρk∂ρl

∂∇⃗ρk

∂Pμν,k

∂ρl

∂Pκλ,l
+

∂2gXC

∂ρk∂τ̃l

∂ρk

∂Pμν,k

∂τ̃l

∂Pκλ,l
+

∂2gXC

∂τ̃k∂ρl

∂τ̃k

∂Pμν,k

∂ρl

∂Pκλ,l
+

∂2gXC

∂∇⃗ρk∂τ̃l

∂∇⃗ρk

∂Pμν,k

∂τ̃l

∂Pκλ,l

+
∂2gXC

∂τ̃k∂∇⃗ρl

∂τ̃k

∂Pμν,k

∂∇⃗ρl

∂Pκλ,l
+
∂gXC

∂τ̃k

∂2τ̃k

∂ρk∂ j⃗ p,k
(

∂ρk

∂Pμν,k

∂ j⃗ p,k

∂Pκλ,k
+

∂ j⃗ p,k

∂Pμν,k

∂ρk

∂Pκλ,k
) +

∂gXC

∂τ̃k

∂2τ̃k

∂ρ2
k

∂ρk

∂Pμν,k

∂ρk

∂Pκλ,k

+
∂gXC

∂τ̃k

∂2τ̃k

∂(j⃗ p,k)
2

∂ j⃗ p,k

∂Pμν,k

∂ j⃗ p,k

∂Pκλ,k
] d3r d3r′. (31)

Here, k and l mark that the derivative could be taken with respect
to two different density matrices, but usually they coincide up to
the corresponding spinor cases. A detailed discussion and recipe
for the implementation of Eq. (31) is provided in Ref. 58. We
note that excited states can carry currents even if the ground-state
current density vanishes, which was already considered by Bates and
Furche.95 However, the CDFT framework leads to additional terms,
which were previously neglected.28,113,124 For instance, Eq. (31) gives
rise to coupling terms of two currents, yielding quadratic and j⃗ 4

p
dependent terms.58

The local hybrid exchange–correlation kernel is extended
similarly. Currently, we neglect the calibration function in
the two-component kernel.28 So far, this is only relevant for
LH14t-calPBE,110 LH20t,52 and LHJ-HFcal.53 The other imple-
mented functionals, such as LH07t-SVWN,125 LH07s-SVWN,126

LH12ct-SsirPW92,127 LH12ct-SsifPW92,127 LH20t∗,52 mPSTS-
a1,51,100 mPSTS-noa2,51,100 Johnson’s 2014 local hybrid (LHJ14),50

LHJ-HF,53 Tao-Mo-Holzer-Franzke (TMHF),53 and TMHF-3P53 as
well as the parent local hybrids Lh-BLYP and Lh-PBEPKZB,48 do
not make use of a calibration function.

D. Implementation
The current density functional framework for spin–orbit

coupling was implemented in the TURBOMOLE quantum chem-
istry program suite.47,128–130 The implementation is based on the
machinery developed for strong magnetic fields58,131–133 as well
as the existing 2c meta-GGA26,124 and LHF routines28,53,100,112,113

with the standard kinetic energy density. Interfaces for Libxc134–136

and XCFun137 are available to allow for calculations with (almost)
all presented density functional approximations. Shared-memory
parallelization is supported by the OpenMP standard throughout the
SCF procedure and all properties.138,139

Note that the generalized kinetic density and the paramagnetic
current density require reworked thresholds. We have tightened the
internal thresholds for the screening procedure109,140 by three orders
of magnitude, as previously done for local hybrids in Ref. 101. This
avoids oscillating energies during the SCF procedure.

Herein, we have implemented the spin–orbit coupling CDFT
approach for ground-state energies and densities, which also allows
us to calculate EPR properties.119,120 Additionally, geometry gradi-
ents are implemented for meta-GGAs by extension of the existing
machinery.26,141 Furthermore, CDFT is available for the XC kernel
of excitation energies from time-dependent density functional
theory (TD-DFT)124 and the correlation kernel augmented
Bethe–Salpeter equation (cBSE),142 NMR spin–spin coupling
constants,101,102 as well as static, dynamic, and damped polariz-
abilities.28 Additionally, the XC kernel is the only relevant DFT
ingredient for NMR shieldings and shifts with a common gauge
origin.143 A respective X2C implementation is briefly discussed in
the supplementary material.

III. COMPUTATIONAL DETAILS
First, we apply the CDFT approach for spin–orbit coupling to

the ground-state energies of metal clusters. The impact of the cur-
rent density on the stability of small bismuth cluster cations of up to
14 atoms is considered.144 The structures are taken from the Ref. 144,
and all calculations are carried out as described therein. Dirac–Fock
effective core potentials are used to model the inner 60 electrons
of each bismuth atom (ECP60MDF).145 This is combined with a
two-component self-consistent procedure to account for spin–orbit
coupling. All calculations are performed on the Tao-Perdew-
Staroverov-Scuseria (TPSS)/dhf-TZVP-2c level of theory.146,147 Fine
grids (grid 5) are employed for the numerical integration.109,140 The
resolution of the identity approximation19,148–150 (RI-J) is used with
tailored auxiliary bases,151 and the SCF procedures are converged
up to at least 10−8 Eh. Additionally, we employ the TASK density
functional152 using Libxc.134–136

Second, the excitation energies of the molecules I2, TlH,
AuH, HfO, [PdCl4]2−, [PtCl4]2−, [Re(bpy)(CO)3I] (bpy = 2,2′-
bipyridine), UO2+

2 , [UO2Cl4]2−,153 and [W6O19]2−154 are calcu-
lated. The local exact two-component (DLU-X2C) Hamiltonian is
employed with the finite nucleus model and the modified screened
nuclear spin–orbit (mSNSO) correction.28,141,155 We use the
x2c-TZVPall-2c orbital156 and auxiliary basis sets for all atoms but
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uranium.156,157 For uranium, the cc-pVQZ-X2C basis set is used.158

For excited states, the semi-numerical semiJK algorithm is used
to calculate Coulomb and exact exchange parts.113 We employ
the Tao-Mo,159 TASK,152 TPSS,146 TPSSh,146,160 r2SCAN,161,162

r2SCAN0,161–163 B97M,164 ωB97M,165 M06-L,166 M06,167 and M06-
2X167 meta-GGA density functional approximations with large
grids (grid 4a).109,140,168 LH12ct-SsirPW92 (denoted LH12ct),127

LHJ14,50 and TMHF53 serve as examples for local hybrid functionals.
Throughout this work, Libxc134–136 is used for all meta-GGA func-
tionals except TPSS and TPSSh. SCF procedures are converged to
at least 10−9 Eh for the energy and 10−8 a.u. for the root mean
square of the norm of the density matrix. A threshold of 10−6

a.u. for the norm of the residuum indicates convergence in the
coupled-perturbed Kohn–Sham (CPKS) equations.

Third, the isotropic NMR shielding and (reduced) spin–spin
coupling constants of the hydrogen halides HX (X = F, Cl, Br,
I, and At) are calculated. The first are obtained with the X2C
Hamiltonian in a restricted magnetically balanced basis set143

with a common gauge origin at the heavy atom. For the NMR
couplings,101,102 we use the restricted kinetic balance condition.169

The finite nucleus model for both the scalar and the vector potential
and the modified screened nuclear spin–orbit approximation170–173

are used throughout. Parameters for the Gaussian charge distri-
bution are taken from Ref. 174. We use the x2c-QZVPall-2c-s
orbital157 and auxiliary basis sets156,157 for the resolution of the
identity approximation (RI-J). SCF procedures are converged to
at least 10−8 Eh, and a threshold of 10−7 a.u. indicates conver-
gence in the CPKS equations. The same functionals and grids
as for the TD-DFT study are applied. Structures are taken from
Refs. 175 and 176. Further studies on the NMR coupling constants
of TtH4 (Tt = C, Si, Ge, Sn, and Pb) are presented in the supple-
mentary material. Therein, we also show results for the 31P NMR
properties of the low-valent Sn compound [({SIDipp}P)2Sn] [with
SIDipp = 1,3-bis(2,6-diisopropylphenyl)-imidazolidin-2-ylidene] of
Ref. 177.

Fourth, the EPR hyperfine coupling constant and isotropic
Δg-shift of the transition-metal complexes [MoNCl4]2−, [MoOF4]−,
[MoOCl4]−, [MoOF5]2−, [MoOBr5]2−, [WOCl4]−, [WOF5]2−,
[WOBr5]2−, [TcNF4]−, [TcNCl4]−, [TcNBr4]−, [ReNF4]−,
[ReNCl4]−, [ReNBr4]−, [ReOBr4], [ReOF5]−, and [OsOF5] are
calculated. We use the same settings as in Refs. 53, 119, and
120. Therefore, the X2C Hamiltonian in the diagonal local
approximation to the unitary decoupling transformation (DLU)
is employed,97,101,119,120,141,155,178,179 which allows for large-scale
applications180,181 with substantially reduced computational costs.
We use the finite nucleus model for the scalar potential and the
vector potential174 and the mSNSO approximation.170–173 All
compounds feature one metal center. Consequently, a common
gauge origin placed at the metal center is sufficient, and we use
the restricted magnetic balance condition143 for the g-tensor.
The x2c-QZVPall-2c basis set is used for all elements,157 and the
conductor-like screening model (COSMO) is applied with the
default parameters to compensate the negative charge.182,183 Very
large grids (grid 5a) are employed.109,140,168 Structures are taken
from Ref. 117, and SCF energies are converged with a threshold
of 10−9 Eh. We consider the same meta-GGA-based functionals
as for the TD-DFT and NMR study. Additionally, we use three
local hybrid functionals, namely, LHJ14,50 LH20t,52 and TMHF.53

Results with the standard kinetic energy density and the TPSS,146

TPSSh,146,160 r2SCAN,161,162 r2SCAN0,161–163 LHJ14,50 LH20t,52 and
TMHF53 functionals are taken from Refs. 53, 119, and 120. The
nuclear g-factors are −0.365 389 0 (95Mo), 0.235 569 6 (183W), 1.263
201 9 (43Tc), 1.287 881 3 (187Re), and 0.439 955 5 (189Os).

Fifth, the hyperfine coupling constant of [TbPc2]−, Pc
= bis(phthalocyaninato) and gN = 1.342 752 3 for 159Tb, with six
unpaired electrons is studied. Here, the paramagnetic spin–orbit
term is the leading contribution.119,184 The structure is taken
from Refs. 184 and 185. Calculations are performed with the
Tao-Mo,159 TPSS,146 TPSSh,146,160 r2SCAN,161,162 r2SCAN0,161–163

B97M,164 ωB97M,165 LHJ14,50 and TMHF53 functionals. LH20t52 is
excluded as the calibration function leads to an unfavorable 2c SCF
behavior, and the SCF procedure did not converge in 300 cycles and
12 days on 24 OpenMP threads of an Intel® Xeon® Gold 6212U
central processing unit (CPU) @ 2.40 GHz. We use similar but
tighter computational settings than in Ref. 119. The mSNSO-DLU-
X2C Hamiltonian97,101,119,141,155,178,179 in the finite nucleus model174

is applied together with the x2c-TZVPPall-2c basis set for Tb156

and the x2c-SVPall-2c basis set for the other elements.156 This basis
set was shown to be sufficient for the Tb HFC constant.119 Very
large grids (grid 5a) are employed.109,140,168 Moreover, the reduc-
tion of spherical grid points near a nucleus (pruning) is suppressed.
The SCF procedure is converged with thresholds of 10−7 Eh for the
energy and 10−7 a.u. for the root mean square of the density matrix.
COSMO is applied with the settings for tetrahydrofurane (THF),
i.e., a permittivity of εr = 7.520, a refraction index of n = 1.4050, a
solvation radius of 1.30 Å, and the default radii for the
atoms.182,183 Additional calculations of La(II) and Lu(II)-based
single molecule magnets186 are presented in the supplementary
material. There, we discuss the HFC tensor, the g-tensor, as well
as the electric field gradient and the nuclear quadrupole interaction
tensor.

IV. RESULTS AND DISCUSSION
A. Ground-state energies of bismuth cluster cations

In order to assess the impact of the ground-state current density
on molecular properties, we first investigate how ground-state ener-
gies and properties are impacted. In Ref. 144, Kelting et al. presented
experimental studies and quantum chemical calculations on small
bismuth cluster cations. For these calculations, a two-component
approach was used in order to capture the effects induced by
spin–orbit coupling. The aim of this investigation was to analyze the
relative stability of different isomers, ΔEstab. The meta-GGA func-
tional TPSS was used without considering the ground-state current
density, i.e., ESO[j⃗ p = 0]. In this section, we revisit the investiga-
tion of bismuth cluster cations from Ref. 144, additionally taking
the self-consistent relaxation of the ground-state current density
into account as previously described in Sec. II A. We, thus, com-
pare the total energy including spin–orbit coupling with a relaxed
current density, ESO[j⃗ p], to the treatment without considering j⃗ p.
The difference between these two quantities (that is, the impact of
the current density on the total energy) is presented in Table I as
ΔECDFT. Moreover, the relative stability of isomers is calculated both
without considering the current density, ΔEstab[j⃗ p = 0], and with its
relaxed counterpart, ΔEstab[j⃗ p].

J. Chem. Phys. 157, 204102 (2022); doi: 10.1063/5.0122394 157, 204102-6

© Author(s) 2022

https://scitation.org/journal/jcp
https://www.scitation.org/doi/suppl/10.1063/5.0122394
https://www.scitation.org/doi/suppl/10.1063/5.0122394
https://www.scitation.org/doi/suppl/10.1063/5.0122394
https://www.scitation.org/doi/suppl/10.1063/5.0122394


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

TABLE I. Relative energies for different isomeric structures of small bismuth cluster cations in meV with the TPSS and TASK density functional approximations. The change in
energy due to the consideration of the ground-state current density is listed for all systems as ΔECDFT. CDFT always leads to lower SCF energy, i.e., the energy becomes more
negative. The relative stability of isomers with respect to the energetically most favored isomer is shown both without taken the current density into account, ΔEstab[j⃗ p = 0], and
with its explicit consideration, ΔEstab[j⃗ p]. All structures are taken from Ref. 144. Point group symmetry is not exploited in two-component calculations. All values are in meV.

TPSS TASK

Cluster Isomer Point group ΔECDFT ΔEstab[j⃗ p = 0] ΔEstab[j⃗ p] ΔECDFT ΔEstab[j⃗ p = 0] ΔEstab[j⃗ p]

Bi4
+ I D2d 18.0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 173.8 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

Bi5
+ I C4v 19.7 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 186.6 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

II D3h 32.1 508.4 496.0 352.4 724.5 558.7

Bi6
+

I C2 29.0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 284.5 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

II Cs 29.3 24.8 24.5 283.1 −118.0 −116.5
III C2v 24.7 31.7 36.0 241.0 −204.7 −161.2
IV C2 31.8 91.7 88.9 314.5 −225.2 −255.3

Bi7
+ I Cs 30.6 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 296.0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

II C3v 29.8 532.3 533.1 286.4 668.6 678.2

Bi8
+ I D4d 42.7 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 414.5 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

II Cs 36.4 139.9 146.2 348.5 −548.3 −482.3

Bi9
+

I C3v 39.3 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 379.5 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

II Cs 37.9 172.4 173.7 360.1 512.9 532.3
III C3h 39.8 225.6 225.0 388.6 618.7 609.6
IV CS 39.2 259.7 259.7 384.3 185.8 181.0

Bi10
+ I C2v 53.2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 505.4 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

II Cs 47.1 159.5 165.5 452.0 −675.0 −621.5

Bi11
+ I C2 47.4 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 453.4 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

II Cs 47.8 117.3 116.8 463.9 −405.3 −415.8

Bi12
+ I Cs 56.7 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 538.8 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

II Cs 53.7 33.9 36.8 519.8 138.6 157.6

Bi13
+

I Cs 58.6 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 566.2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

II C1 57.9 34.9 35.6 559.0 −132.1 −124.9
III C1 57.5 77.4 78.5 552.4 −277.8 −264.0
IV C1 56.8 64.4 66.2 545.5 42.7 63.5

Bi14
+

I C1 64.1 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 603.9 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

II Cs 61.2 −2.4 0.5 572.1 −262.0 −230.2
III Cs 64.5 242.7 242.3 615.9 344.8 332.8

Evidently, the relaxation of the ground-state current does have
an impact on the total electronic energy, regardless of whether
the systems exhibit Kramers symmetry. In a Kramers-restricted
framework, the real and symmetric matrices in Eqs. (12)–(14)
are zero. However, their anti-symmetric counterparts used for the
current density are not and CDFT consequently leads to energy
changes for closed-shell systems. The energy associated with a
ground-state current relaxation is of the order of a few dozen meV
for these clusters, increasing in magnitude with an increasing cluster
size. Following the variation principle, the inclusion and relaxation
of the current density always results in a lower energy. The relative
stability of isomers, however, is less affected by the relaxation of the
ground-state current due to error compensation. For Bi5

+, the devi-
ation is ∼12 meV, which amounts to an overall deviation of more
than 2%. The interplay between the structure and the impact of the
current density is illustrated by the relative energies of the isomers of
Bi6
+. Here, isomer II is only slightly affected as the relative stabiliza-

tion of isomer I decreases from 24.8 to 24.5 meV. However, a large

change is observed for isomer III with a rise from 31.7 to 36.0 meV.
That constitutes an increase by almost 14%. The two isomers of
Bi8
+ are also particularly affected, exhibiting a deviation of about

6 meV for the relative stability, which amounts to more than 4%.
Other systems, such as the four isomers of Bi9

+, show significantly
less impact of a ground-state current relaxation, with deviations well
below 1%.

The impact of the current density drastically depends on the
density functional approximation. TPSS shows a modest depen-
dence on the current density for magnetic properties.98 Therefore,
we repeat the same calculations with the TASK functional. These
results are listed in Table I as well. Significantly larger discrepancies
between ΔEstab[j⃗ p = 0] and ΔEstab[j⃗ p] can be observed. The stabil-
ity of isomer I of Bi5

+ is severely overestimated if the ground-state
current is neglected, with a deviation of 166 meV (around 30%). A
similarly large deviation occurs for the relative stability of isomer
III of Bi6

+, where the stability of the isomer is overestimated
by 43.5 meV (about 27%). Other cases are less problematic, but
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deviations of up to 30% are not uncommon for the relative stabil-
ities of the respective isomers. We also note that TASK changes the
energetic order of the isomers for Bi6

+, Bi8
+, Bi10

+, Bi11
+, Bi13

+, and
Bi14

+. The largest changes between TPSS and TASK are observed
for Bi10

+. Isomer I (C2v) is more stable than isomer II (Cs) by
about 160 meV with TPSS. However, the latter isomer is lower
in energy by more than 600 meV with TASK. This shows a sub-
stantial dependence of the cluster cations on the density functional
approximation.

To summarize, the impact of the ground-state current density
on the total energy is small. Yet, the error by not considering the cur-
rent is clearly not negligible for all isomers. This particularly affects
relative energies and stabilities, which are target quantities in many
fields of quantum chemistry. Moreover, Kramers-symmetric closed-
shell systems suffer from the same errors as open-shell systems.
In general, it is advisable to consider the self-consistent relaxation
of the ground-state current density for systems with pronounced
spin–orbit coupling.

B. Excitation energies from TD-DFT
For excitation energies, the influence of the current density

on valence excitations is generally negligible. The mean average
deviations and maximum deviations found for eight of the ten inves-
tigated molecules, all of them involving metal centers, are well below
0.05 eV. Compared to the general error of TD-DFT, which is up
to 0.3 eV even for good density functionals, the additional kernel
terms are not too important. This is in line with the findings of
Bates and Furche95 and also with the more recent study of Liang
et al.96 Contrarily, it was already suspected that relativistic effects
may amplify the impact of the current density.58,95 This can be
confirmed especially for non-hybrid meta-GGA functionals, as
shown in Table II.

Table II shows that especially functionals that strongly depend
on the kinetic energy density τ are largely impacted by adding the
current-dependent terms. As previously observed for paramagnetic

TABLE II. Impact of the current-dependent generalization of τ on the excitation ener-
gies of molecular systems. Given are the mean absolute deviation (MAD), standard
deviation (STD), and maximum absolute deviation (Max). All values are in eV.

MAD STD Max.

Tao-Mo 0.015 0.025 0.199
TPSS 0.014 0.018 0.091
TPSSh 0.013 0.016 0.048
r2SCAN 0.055 0.075 0.314
r2SCAN0 0.044 0.057 0.208
B97M 0.050 0.045 0.199
ωB97M 0.022 0.032 0.119
TASK 0.147 0.212 0.810
M06-L 0.031 0.046 0.160
M06 0.041 0.071 0.303
M06-2X 0.044 0.053 0.189
LH12ct 0.017 0.034 0.186
LHJ14 0.029 0.039 0.127
TMHF 0.006 0.009 0.065

NMR properties,102 the results for TASK are most strongly altered,
followed by M06-L and r2SCAN. The mean and median deviations
range up to 0.15 and 0.14 eV, outlining that the changes are quite
significant even compared to the usual error bars of TD-DFT, set
to 0.3–0.4 eV. The high median deviations also suggest that the
influence is not caused by a few outliers, but rather systematic. By
investigating the differences for every system individually, it also
becomes clear that the shift for a functional is not uniform.

Figure 1 outlines the deviations caused by neglecting the para-
magnetic current density for the TASK functional. Clearly, some
molecules are more affected than others. The largest deviation is
found for TlH, where it can reach nearly 0.8 eV. In-between are
AuH, the palladium and platinum chloride anions, as well as the
uranyl complexes, where deviations of roughly 0.3 eV are found. In
contrast, the rhenium complex [Re(bpy)(CO)3I] is hardly affected
at all, and also for the tungsten oxide anion, only minor effects are
observed. This is a rather critical result: TASK aims at describing
non-locality and related effects and does so by enforcing large
variants of the enhancement factor FX with respect to the kinetic
energy density τ. Therefore, semi-local functionals that aim at recov-
ering charge-transfer (CT) excitations will be heavily affected by
the current-dependent modification of the kinetic energy density,
even for non-CT excited states. For these functionals, an appropriate
modification of τ, therefore, must be considered.

For hybrid functionals, the impact of j⃗ p is quickly reduced. For
example, TPSSh has roughly only half the variation of TPSS. Some
hybrids, such as TPSSh, may on average not see a lot of changes,
but still spikes in deviation are obtained. These spikes range from
0.05 to 0.1 eV, making them less pronounced than the errors of
semi-local functionals, yet still significant. Additionally, the general
sign of the deviation is flipped for some hybrid functionals and
molecules, yielding blue-shifts upon incorporating the current
density. For semi-local functionals, only red-shifts are observed.

FIG. 1. Mean absolute deviation (MAD) and median deviation and maximum devi-
ation (Max.) for the investigated molecules at the TASK/x2c-TZVPPall-2c level of
theory with and without the paramagnetic current density j⃗ p. Note that HfO is not
shown, as it becomes unstable without j⃗ p. All values are in eV.
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Another notable effect can be observed for many of the investi-
gated semi-local functionals. The current density becomes strikingly
important for HfO, as the ground state is deemed unstable if the cur-
rent is neglected. Furthermore, r2SCAN also shows an instability for
UO2+

2 if the paramagnetic current density is neglected. Given this
severe uncertainty of a possible identification of an unstable ground
state, even though it is actually stable, current density terms need
to be included in 2c meta-GGA and local-hybrid-based TD-DFT
calculations.

C. NMR properties of hydrogen halides
Results for the isotropic NMR shielding constants and reduced

spin–spin coupling constants are listed in Table III. The impact of
the current density on the coupling constant is almost negligible.
Notable exceptions are again observed for TASK. For instance,
the 1K(H–F) coupling changes by 2 × 1019 T2/J, equaling almost
10%. This confirms the observations in Sec. IV B. The comparably
pronounced dependence of the current density on TASK also holds
for the shielding constants of HF. For hydrogen, the shielding con-
stant changes by almost 1 ppm from 28.31 to 29.14 ppm. For all other
functionals, the changes are typically in the range of 1%–3%. This is
in line with the previous finding that the current density generaliza-
tion from τ to τ̃ is more important for open-shell systems than for
closed-shell systems.98 For open-shell molecules, the current den-
sity induced by spin–orbit in the ground state is considerable, and
therefore, the coupling of the current in this state with the excited
states is also more pronounced. For closed-shell systems, the main
contribution stems from the terms with j⃗ p in the excited states of the
XC kernel.

D. EPR properties of small transition-metal
complexes

The mean absolute percent-wise deviation (MAPD) for
the isotropic hyperfine coupling constant and Δg shift with

respect to the experimental findings192–203 of the transition-metal
complexes are shown in Figs. 2 and 3. For the HFC, the
current density functional framework leads to no real improve-
ment, and the results are almost unaffected by the additional terms
in the exchange–correlation potential. This is due to the com-
parably small contribution of the paramagnetic spin–orbit (PSO)
contribution97,117,119 for these complexes. The scalar-relativistic
Fermi-contact contribution is by far the dominating term. Thus,
spin–orbit interactions and current-dependent terms are of minor
importance for many of these complexes.

Matters are different for the g-tensor, as this quantity is defined
via spin–orbit coupling, i.e., all non-trivial terms of the g-tensor
essentially arise due to spin–orbit perturbations.97,204–206 Here, the
current density leads to notable changes in the MAPD of 6.5%
and 5.2% for r2SCAN and r2SCAN0, respectively. B97M shows the
largest change by a reduction of the MAPD from 34.43% to 25.17%.
For TPSS, TPSSh, and Tao-Mo, much smaller changes of 1.0%–2.7%
are observed. Still, the current density improves the results in all of
these cases.

At first glance, only the standard deviation of TASK is affected
by the current density. The sharp increase can be mainly attributed
to [MoOBr5]2−. The MAPD with respect to the experiment does
not change notably, which is in stark contrast with the previous
results presented herein and in our previous work using a pertur-
bative ansatz.98 The largest changes of the individual results is again
found for TASK. However, the impact of the current density on the
MAPD with respect to the experiment cancels out. CDFT substan-
tially improves the results for the 4d complexes, whereas it leads to
a serious deterioration for the 5d complexes. Therefore, the impact
of the CDFT framework with respect to the parent density func-
tional is shown in Fig. 4. TASK, M06-L, B97M, M06-2X, r2SCAN,
and r2SCAN0 are substantially affected by the current density, while
almost no change is found for TPSS, TPSSh, M06, ωB97M, and the
Tao-Mo functional. These findings are in line with our previous
observations, with the sensitivity closely resembling the dependence

FIG. 2. Assessment of various (current) density functional approximations for the HFC constant compared to the experimental findings for a set of 12 transition-metal
complexes.117 MAPD and STD denote the mean absolute percent-wise error and its standard deviation. The data of the conventional functionals are partly taken from
Ref. 119. See the supplementary material for results with the Minnesota hybrid functionals M06 and M06-2X.
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FIG. 3. Assessment of various (current) density functional approximations for the Δg-shift compared to the experimental findings for a set of 17 transition-metal complexes.117

MAPD and STD denote the mean absolute percent-wise error and its standard deviation. The data of the conventional functionals are partly taken from Ref. 120. See the
supplementary material for results with the Minnesota hybrid functionals M06 and M06-2X. Shifts below 5 ppt are neglected in the statistical evaluation.

of the current density on the enhancement factor.98 Incorporating
exact exchange again weakens the dependence on the current den-
sity. This is stressed by the results of the local hybrid functionals
LHJ14, LH20t, and TMHF. The results outline that the current-
dependent ansatz is mainly of formal importance for local hybrid
functionals, as it ensures the iso-orbital constraint with magnetic
perturbations.95

E. Hyperfine coupling constant of [TbPc2]−

Increasing the number of unpaired electrons generally leads to
an increasing contribution from the PSO term. Thus, the impact
of spin–orbit coupling and the current density is also expected to

increase. Table IV lists the isotropic hyperfine coupling constant of
[TbPc2]−, depicted in Fig. 5 with six unpaired electrons. Perturbative
treatment of spin–orbit coupling clearly breaks down and leads to
large deviations from the self-consistent two-component treatment.
This effect is more pronounced for the current-dependent version of
the tested functionals, leading to an iterative procedure for the solu-
tion of the response equations with semi-local functionals. Without
the current density response, no iterations are required due to sym-
metry reasons.97 In line with the expectations, larger changes are
evident for the current density functionals. For TPSS and TPSSh,
the HFC constant changes by about 10% or 30 MHz in the 2c CDFT
framework, whereas a change of 60 MHz is observed for r2SCAN.
The B97M family represents an intermediate case. The finding that

FIG. 4. Impact of the current density on the Δg-shift compared to the parent density functional approximation. MAPD and STD denote the mean absolute percent-wise error
and its standard deviation. Shifts below 5 ppt are neglected in the statistical evaluation.
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TABLE IV. Impact of the current-dependent generalization of τ on the hyperfine coupling constant of [TbPc2]− in MHz (159Tb).
Scalar refers to the Fermi-contact and spin-dipole terms in a one-component treatment, SOPT refers to the perturbative
treatment of spin–orbit coupling, and 2c SO refers to the self-consistent spin–orbit calculations. Note that the scalar-relativistic
calculations are unaffected by the current density. Experimental results are taken from Refs. 207 and 208.

Functional Scalar SOPT 2c SO Functional Scalar SOPT 2c SO

Tao-Mo 320.9 542.2 434.0 B97M 728.7 786.8 741.2
cTao-Mo 320.9 574.0 443.3 cB97M 728.7 955.8 801.4
TPSS 189.9 477.8 353.1 ωB97M 235.0 522.7 391.1
cTPSS 189.9 552.8 374.9 cωB97M 235.0 715.8 453.4
TPSSh 154.4 480.6 338.9 LHJ14 50.2 777.2 431.8
cTPSSh 154.4 566.1 367.0 cLHJ14 50.2 548.7 406.3
r2SCAN 519.0 681.9 613.8 TMHF 292.5 739.7 531.6
cr2SCAN 519.0 901.7 678.6 cTMHF 292.5 711.9 526.0
r2SCAN0 362.5 496.7 512.9
cr2SCAN0 362.5 663.8 606.6

Expt. 519, 556 Expt. 519, 556

FIG. 5. Molecular structure of [TbPc2]− with Pc = bis(phthalocyaninato). H atoms
are omitted for clarity. Color code: Tb—purple, N—blue, and C—gray.

the impact of CDFT increases with the importance of the PSO term
is further confirmed by studies on lanthanide-based molecules with
a doublet ground state and a dominant Fermi-contact interaction in
the supplementary material.

Generally, admixture of exact exchange leads to a decrease
of the hyperfine coupling constant. In particular, for B97M and
ωB97M, the result is almost halved from 741.2 to 391.1 MHz. Among
the meta-GGAs, the best agreement with the experimental findings
is found with the strongly constrained and appropriately normed
(SCAN) family, while TPSS and TPSSh substantially underestimate
the HFC constant. Overall, TMHF shows the best agreement with
the two experimental measurements.

V. CONCLUSION
We have investigated the effects of the paramagnetic current

density j⃗ p on several properties in the relativistic regime using two-
component density functional theory. We find significant effects for
semi-local meta-generalized gradient approximation functionals in
many properties for open- and closed-shell molecules. The errors

of neglecting j⃗ p can be vast, leading to severely deteriorated results
or even unstable states, as observed, for example, for the excita-
tions of the HfO molecule on several occasions. As argued by Bates
and Furche,95 further neglecting j⃗ p will also break the sum rules of
TD-DFT in the limit of an infinite basis set. Another known issue
is also that iso-orbital indicators may become ill-defined in some
systems if j⃗ p is neglected. Therefore, we conclude that it is indeed
necessary to take into account the current-density dependence for
semi-local functionals that depend on the kinetic energy density.
Unfortunately, this leads to a significantly raised computational
effort that needs to be invested. For example, solving the coupled-
perturbed Kohn–Sham equations occurring in the determination of
NMR parameters or in time-dependent density functional theory is
roughly four times more expensive due to the additional terms that
need to be taken into account and the tightened thresholds for the
numerical integration.

Overall, the SCAN and Minnesota functional families as well
as the B97M and TASK density functional approximations show the
largest dependence on the current density. In particular, for TASK,
the results are substantially affected by the inclusion of the current
density. This may be rationalized by the enhancement factor FX with
respect to the kinetic energy density τ and the constraints introduced
in the construction of this functional. Generally, semi-local func-
tionals that aim at recovering charge-transfer (CT) excitations will
be notably affected by the current-dependent extension of the kinetic
energy density—even for non-CT excited states. Among the studied
properties, the largest impact of the current density is observed for
EPR g-tensors.

For (local) hybrid functionals, the influence of the paramag-
netic current density is less pronounced. However, it can be signifi-
cant occasionally. For these functionals, the cost of evaluating exact
exchange largely outweighs that of the terms arising from j⃗ p. Addi-
tionally, restoring the iso-orbital constraint is of formal importance
for local hybrids. Thus, we also recommend to take it into account
for the latter class of functionals.

Taking together, the results also indicate that an extension
of this work to the gauge-invariant two-component formulation
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of NMR shifts and EPR g-tensors is promising for two reasons.
First, the current density substantially affects the results already
when using a common gauge origin as shown herein. Second, the
straightforward generalization of the kinetic energy density with the
principle of minimal coupling ensures gauge-origin invariance209

yet leads to artifacts,98,99 especially for relativistic calculations and
open-shell systems.98

SUPPLEMENTARY MATERIAL

The supplementary material is available with the data for the
statistical evaluation presented in the main text. Additionally, the
X2C theory for NMR shieldings with a common gauge origin is
derived. Further studies of NMR and EPR properties to complement
the data in the main text are also presented.
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APPENDIX: CURRENT-DEPENDENT ATOMIC STATES

Becke outlined in Ref. 66 that neglecting the current density
is also the cause of too high energies for atomic states with mag-
netic quantum numbers ML when complex spherical harmonic basis

TABLE V. Total energy differences E(Lz = 0)− E(Lz = 1) for the TASK and current-
dependent cTASK functional using the def2-TZVP basis set.210 All values are in
kcal/mol.

Atom TASK cTASK TPSS cTPSS

B 7.29 −0.13 6.41 4.27
C 8.55 −0.20 5.26 3.75
O 13.16 −0.15 11.56 8.09
F 14.13 0.15 9.19 6.95

functions are used. For real basis functions, which are not eigen-
functions of Lz , we can show that a similar effect can be observed.
For each of the p-block atoms B, C, O, and F, two Hartree–Fock,
one being a generalized Hartree–Fock (GHF) solution with Lz = 0
[which is identical to the unrestricted Hartree-Fock (UHF) solution]
and the other one being a GHF solution with Lz = 1, are calcu-
lated. Then, at each GHF density, simply the energy of the TASK
and TPSS functionals and that of their current-dependent version
cTASK/cTPSS are calculated non self-consistently. The results, out-
lined in Table V, clearly show that also in this case, including the
paramagnetic current density reduces the gap between these two
states significantly, in excellent agreement with the effects observed
by Becke.66

For the strongly current-dependent TASK functional, the
importance is furthermore considerably higher than for TPSS. Inter-
estingly, cTASK for this specific case outperforms cTPSS. This can be
attributed to its stronger current-dependence, but also error cancel-
lation between exchange and correlation may have a positive effect
in this case.66 When spin–orbit coupling is turned on, of course,
only MJ is a good quantum number. Given the excellent perfor-
mance of current-dependent DFT in situations with different ML, we
also expect it to provide significant advantages over standard DFT
for treating degeneracies of atomic multiplets with different values
of MJ.
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Q. Wu, C. Yang, Q. Yu, M. Zacharias, Z. Zhang, Y. Zhao, and R. J. Harrison,
J. Chem. Phys. 152, 184102 (2020).
44G. te Velde, F. M. Bickelhaupt, E. J. Baerends, C. Fonseca Guerra, S. J. A. van
Gisbergen, J. G. Snijders, and T. Ziegler, J. Comput. Chem. 22, 931 (2001).
45M. Hayami, J. Seino, Y. Nakajima, M. Nakano, Y. Ikabata, T. Yoshikawa, T.
Oyama, K. Hiraga, S. Hirata, and H. Nakai, J. Comput. Chem. 39, 2333 (2018).
46L. Belpassi, M. De Santis, H. M. Quiney, F. Tarantelli, and L. Storchi, J. Chem.
Phys. 152, 164118 (2020).
47S. G. Balasubramani, G. P. Chen, S. Coriani, M. Diedenhofen, M. S. Frank, Y. J.
Franzke, F. Furche, R. Grotjahn, M. E. Harding, C. Hättig, A. Hellweg, B. Helmich-
Paris, C. Holzer, U. Huniar, M. Kaupp, A. Marefat Khah, S. Karbalaei Khani, T.
Müller, F. Mack, B. D. Nguyen, S. M. Parker, E. Perlt, D. Rappoport, K. Reiter, S.
Roy, M. Rückert, G. Schmitz, M. Sierka, E. Tapavicza, D. P. Tew, C. van Wüllen,
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