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A B S T R A C T

Participants of the COP 26 summit have agreed to limit global temperature rise to 1.5 K by 2050. Out of the
many strategies envisaged to meet the targets of COP 26, the ‘Sector Coupling’ process aims to use renewable
electricity in residential heating, chemical industry, and transportation sectors. Several studies predict that
de-central energy systems will play a significant role in the future. Among the proposed sector coupling
strategies in de-central energy systems, the Power to Gas (PtG) process producing chemical energy carriers like
Substitute Natural Gas (SNG) from renewable power is gaining acceptance. Numerical models of de-central
energy systems are needed to analyse sector coupling under fluctuating renewable energy generation and
changing gas demand. This study introduces a numerical model of a decentral energy system that includes
a novel methanation concept developed at the Engler Bunte Institut of KIT called 3 Phase Methanation.
Here, H2 from electrolysis and CO2 from DAC or other biomass-based sources are passed through a slurry
bubble column reactor. The slurry is a suspension of the catalyst in a liquid heat transfer medium where
the heat of the reaction is dissipated. The 3-Phase methanation process is modelled in this study using the
axial dispersion method. Earlier studies describing experimental campaigns conducted on the pilot plant in KIT
have proven that the reactor core is nearly isothermal with stable product gas compositions even if the load
changes are instantaneous. In this study, it is shown that the numerical model can replicate the experimental
results. Following modelling and validation, the numerical model of the PtG plant is integrated with the other
components to simulate the de-central energy system. The simulation results demonstrate the dynamic output
of all the components and, in particular, the response provided by the PtG plant. This model can be adapted to
simulate sector coupling in future de-central energy systems and analyse aspects like long-term energy storage,
GHG minimisation and cost-optimal operation.
1. Introduction

The commitments made at the Glasgow summit expect societies to
take tangible action in regulating global temperature rise below 1.5 K.
Although the installed capacities of renewable plants are increasing,
the stakeholders involved in planning net-zero societies must tackle the
intermittent renewable energy production issue and develop storage
technologies to achieve the proposed targets. Several studies predict
the future energy supply to be more decentralised [1–4]. De-central
systems will require adequate storage and distribution infrastructure
locally to store fluctuating renewable energy. Further, the choice of
technology, the installed capacities of renewable energy generation
plants and control strategies used in each de-central energy system
will have to be customised to meet demand across several sectors.

∗ Corresponding author at: Institute for Technical Chemistry, Karlsruhe Institute of Technology (KIT), Herrmann-von-Helmholtz-Platz 1, Eggenstein-
Leopoldshafen, 76344, Germany.

E-mail address: prabhakaran@dvgw-ebi.de (P. Prabhakaran).

Out of the many strategies proposed to achieve cross-sectoral GHG
reduction, ‘‘Sector Coupling’’ aims at integrating renewable power
into other sectors like residential heating, the chemical industry, or
transportation. Sector coupling is gaining importance in the EU [5]
and Germany [6] with several ongoing projects analysing the coupled
energy system (as opposed to the electricity sector alone). The defini-
tion of sector coupling has evolved in published literature. The earlier
studies defined sector-coupling as the direct coupling of renewable
power generation to residential heating and mobility sectors. However,
later studies broadened the scope to include coupling various sectors
using chemical energy carriers produced from renewable power [7].
Renewable chemical energy carriers like H2, Substitute Natural Gas
(SNG) and NH3 are gaining significant interest in scientific and policy
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Nomenclature

Abbreviations

3𝑃𝑀 3 Phase methanation
𝐶𝐻𝑃 Combined Heat and Power
𝐷𝐴𝐸 Differential Algebraic Equation
𝐸𝐻𝑃 Electric Heat Pump
𝐺𝐻𝐺 Green House Gas
𝐺𝑊 𝑃 Global Warming Potential
𝐿𝐶𝐴 Life Cycle Analysis
𝑂𝐷𝐸 Ordinary Differential Equation
𝑃𝐷𝐸 Partial Differential Equation
𝑃 𝑡𝐺 Power to Gas
𝑆𝑁𝐺 Substitute Natural Gas
𝑆𝑂𝐶 State of Charge

Variables

𝛥𝐻◦
f Standard Enthalpy of formation in kJ/mol

𝛼 Heat transfer coefficient in W∕(m2 K)
𝜒 Percentage conversion
𝜖 Gas holdup coefficient
𝜂𝑐𝑎𝑡 Catalyst efficiency
𝜆 Coefficient of thermal conductivity in

W∕(mK)
𝜇 Dynamic viscosity in Pa s
𝜈 Stoichiometric coefficient
𝜌 Density in kg∕m3

𝜎 Surface Tension in N∕m
𝜏 Empirical factor for gas sparger influence
𝜑 Volumetric solid fraction
𝑐𝑖 Concentration of the species in mol∕m3

𝐶𝑝 Specific heat capacity in J∕(kgK)
𝐷 Diffusion coefficient in m2∕s
𝑑 Diameter in m
𝑔 Acceleration due to gravity in m∕s2

ℎ Height of the slurry in m
𝐻𝑖,𝑐𝑐 Henry’s law constant
𝐾 Empirical parameter for chemical equilib-

rium closeness
𝑘𝑙,𝑎 Volumetric gas–liquid mass-transfer coeffi-

cient in m/s
𝑝 Absolute pressure in bar
𝑅 Universal gas constant in J∕(molK)
𝑟3𝑃𝑀 Reaction rate in mol/(kg s)
𝑇 Temperature in K
𝑢 Velocity in m/s
𝑉 Volume in m3

𝑌1 Empirical coefficient for the effect of solid
particles on holdup

circles. Several sectors which cannot be easily electrified, like the
chemical industry, heavy transportation, shipping and aviation, can
use chemical energy carriers without modifying existing infrastructure.
The German Energy Agency estimates that the demand for renewable
chemical energy carriers in Germany will reach up to 900 TWh/a
by 2050 [8]. Among the various chemical energy carriers, renewable
gaseous chemical energy carriers like H2 and SNG produced from the
ower to Gas (PtG) process (Eqs. (1) and (2)) can be used across several
2

Indices

𝑎𝑥 Axial
𝐵 Bubble
𝑐𝑎𝑡 Catalyst
𝑒𝑓𝑓 Effective
𝐺 Gas phase
𝑖 Gas species
𝐿 Liquid phase
𝑅 Reactor
𝑟𝑒𝑠 Residual load
𝑆 Solid phase
𝑆𝐿 Slurry phase

sectors.

2H2O → 2H2 + O2 𝛥𝐻◦
f = 285.8 kJ∕mol (1)

O2 + 4H2 ⇌ CH4 + 2H2O 𝛥𝐻◦
f = −165.1 kJ∕mol (2)

f the PtG process consists of only electrolysis, the H2 produced can be
tored and used without positive emissions. However, implementing the
ydrogen strategy requires modifications or new installations across

he entire supply chain for the storage, distribution and consumption
f H2 [9]. FCH-JU estimates H2 potential in the EU to range between
80 and 2251 TWh by 2050, contributing significantly to the mobility
nd building sectors and as feedstock to the industry [10]. The EU, in its
ydrogen strategy [11] aims at a 3-stage introduction of Hydrogen into

he energy mix, with an estimated quarter of total electricity generation
llocated for Hydrogen production by 2050. The German national H2
trategy [12] estimates a demand of 110 TWh for H2 by 2030. However,
trategies using H2 is only one of the many proposed pathways towards
ecarbonisation. Besides H2, biomethane and biomass gasification po-
entials are explored in several EU decarbonisation strategies for 2050.
he biomethane potential [13] is expected to be around 1700 TWh,
nd the potential of energy from biomass [14], including sustainable
eedstock from agriculture, forestry and other biological waste, is esti-
ated to be in the range of 4500 to 6200 TWh by 2050. Both these
rocesses are associated with positive GHG emissions [15,16] that
ill have to be abated in the future. Methanation can valorise carbon
missions from biomethane and biomass gasification processes. Further,
n-situ methanation acts as a medium-term solution in industries using
atural gas where it is challenging to overhaul existing processes and
ake them use H2 instead. At the grid level, SNG produced through
ethanation can be transported using existing infrastructure without

ny modifications [17] and can be used across several sectors like
esidential heating, transportation, inland shipping, power generation
nd the chemical industry. The gas pipeline and the grid situation also
eed to be considered to evaluate sector coupling strategies. Proposals
o overhaul existing gas pipeline systems and make them capable of
ransporting H2 are at the initial stages, [18] and the ENTSOG roadmap
or gas grids [19] estimates the gas grid to evolve into one or all of the
hree scenarios:

1. Pipelines predominantly transporting biomethane and synthetic
natural gas

2. Pipelines transporting blended renewable methane and H2
3. Pipelines transporting pure H2.

NG is not expected to replace H2 but acts as a coexisting pathway
owards decarbonisation that can be explored in combination with
ther (mainly biological) input sources. The main disadvantage of
ethanation is its lower efficiency compared to pure electrolysis, lead-

ng to higher costs. Further, combustion is unavoidable in residential
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Fig. 1. Conceptual depiction of sector coupling and its heterogeneous distribution in future de-central energy systems.
heating or transportation sectors, which releases the CO2 captured
during methanation. However, Life Cycle Analysis performed using the
cradle-to-gate approach has shown that the PtG process with metha-
nation could be carbon neutral if it uses CO2 or CO from biogenic
sources like biogas plants or carbon capture units and if the electricity
used for electrolysis has a global warming potential (GWP) of less
than 150 g CO2-eq/kWh [20]. Real-life demonstration PtG plants were
commissioned in the STORE&GO project [21] and the subsequent
studies demonstrated that efficiencies higher than 75% were possible.
Other studies have estimated PtG efficiencies to range between 60%–
83%, with an expected SNG production cost of 5 ect/kWh to 15
ect/kWh [20] depending on input electricity costs. Implementing the
PtG process as a sector coupling technology using intermittent renew-
able energy production is challenging across many fronts. One of the
challenges is a clear understanding of the scenarios where PtG systems
could play a relevant role in the future. Recent trends in Germany
suggest that PtG systems could be used in onshore wind plants or high-
capacity PV parks to produce SNG, subsequently transported to energy
deficit regions using high-capacity pipelines. Sustainability projects in
the North Sea [22] and MENA regions [23] are examples. Another area
of interest is implementing PtG-based sector coupling in local de-central
energy systems.

In this case, local PV and wind farms power the PtG units, and
the SNG produced is stored or distributed locally to various sectors.
Future de-central energy systems will be highly heterogeneous [3] in
terms of geographic distribution, types of components used, and their
capacities [2,4]. Therefore, stakeholders like energy planning agencies,
communities and plant designers will have to customise the design and
optimisation strategies for each de-central energy system individually
(Fig. 1) depending on the local solar and wind generation potential and
the availability of storage facilities. PtG plants could be integrated into
de-central energy systems if they can modulate their output in real-time
and synchronise with the fluctuations in renewable power generation.
The Polymer electrolyte membrane (PEM) electrolysis units can per-
form dynamic operations. However, the presently used methanation
systems like fixed bed and fluidised bed reactors [24] are designed only
for steady-state operation [25]. In such reactors, the highly exother-
mic methanation reaction (𝛥𝐻◦

f = −165 kJ/mol) generates localised
heat extremities known as hot spots during load changes which is
undesirable. The PtG system in this study implements an alternative
methanation concept called 3 Phase methanation (abbreviated as 3𝑃𝑀)
using the Slurry Bubble Column Reactor (Fig. 2) developed at the
3

Fig. 2. Conceptual scheme of the 3 Phase methanation reactor.

Engler Bunte Institute of KIT [26]. Here, the H2, which is produced
from a previous electrolysis step using renewable power and CO2 or CO
(which is either captured using direct air capture or emitted from other
industrial or biogenic processes) are bubbled into the reactor through
a gas sparger. It results in the formation and propagation of bubbles
through the slurry inside the reactor (Fig. 2). Mass transfer occurs from
the gas phase in the bubbles to the slurry phase through the gas–liquid
interface at the bubble surface.

As the slurry phase is a suspension of the solid catalyst in the
liquid heat transfer medium, the reaction occurs in this phase. As a
result, the liquid medium absorbs the reaction heat, resulting in near-
isothermal operation during load changes. The dynamic capability of
the 3 PM reactor developed at KIT was validated in earlier experiment
campaigns [27]. However, to analyse the feasibility of gas-based sector
coupling in de-central energy systems, the 3𝑃𝑀 reactor has to be
investigated not as a free-standing entity but as a part of the overall
energy system.



Energy Conversion and Management 276 (2023) 116534P. Prabhakaran et al.

r
n
a
d
f
3

s
3
O
t
d
a
e
u

2

w
d

M

I
s
t
t
i
r
𝜀
c
B
f
t

𝜀

1.1. Energy system modelling

Modelling the energy transition and associated themes like de-
carbonisation is a vast domain with several existing modelling tools.
Open energy modelling initiative [28] and Open energy platform [29]
are initiatives listing modelling tools, tutorials and documentation for
energy systems that are openly available. The IRENA report [30] on
best practices in modelling energy systems considers the following
aspects necessary:

1. Long-term expansion planning
2. Geospatial planning for transmission
3. Dispatch planning
4. Technical network modelling

Ringkjøb et al. [31] conducted a detailed review of 75 energy system
modelling tools valid across different spatio-temporal resolutions where
most of the models focus on aspects like cost optimisation, national
energy management, and planning the energy transition. Grosspietsch
et al. conducted a more specific meta-study analysing the publications
involving de-central energy systems [32]. It was shown in this review
that only a tiny minority of the publications focussed on aspects spe-
cific to de-central energy systems at the operational level, like the
interactions between PV systems, electrolysers and various other sector-
coupling technologies. Weinand et al. [33] reviewed de-central energy
systems with a specific focus on energy autonomy and remarked that
a high percentage (97%) optimised the energy systems based on costs.
Most of the time resolutions used by the models reviewed by Weinand
et al. [33] were one hour or more, with very few studies analysing
time steps of 15 min or lesser. None of the reviewed publications
analysed the real-time interactions of fluctuating and non-fluctuating
production and storage components simulated using short time steps.
Heider et al. [34] reviewed an even more specific subset of open
models for energy system modelling with a particular focus on flexi-
bility (which was defined as the ability of the models to respond to
sudden fluctuations in demand or supply of renewable energy). The
models were categorised in this review into five subsets based on the
flexibility options provided at the supply side, storage side, networks
and distribution, demand side and sector coupling. The models were
then ranked based on the subset of categories that they could simulate.
The review found that the Modelica-based TransiEnt [35], the python-
based PyPSA [36] and the energy modelling platform BALMOREL [37]
were the only tools covering at least three of the five categories (albeit
different categories for each model). None of the models covered all
five categories. As the objective of this study is to simulate energy
system components and their respective control systems valid across
multiple physical domains and time scales, Modelica is chosen as the
modelling tool here. It is an object-oriented multi-domain modelling
language for modelling electrical, thermal, mechanical and hydraulic
components [38]. Successful large-scale power generation systems with
several heat exchangers have been modelled using this tool [39].
Similarly, Modelica has also been used for evaluating the resilience
of coupled energy systems [40]. It is also suitable for modelling the
dynamic demand in the building sector [41]. The numerical method
used for simulation is DASSL [42], which is stable across different time
scales even if fast processes in electrical subsystems and slow processes
in thermal subsystems are simulated together.

1.2. Aim and scope of the study

This work aims to analyse the modulated operation of the 3𝑃𝑀
eactor in an integrated de-central energy system. Two different aspects
eed to be explored in this regard. The initial part involves modelling
nd validating the 3𝑃𝑀 reactor for which the balance equations are
eveloped. Specific adaptations for the gas holdup coefficient needed
or numerically stable simulations are also added. Subsequently, the
𝑃𝑀 model is integrated into the overall energy system (Fig. 1) and
4

imulated with the other components. The dynamic validation of the
𝑃𝑀 reactor proves that modulated operation is possible in PtG plants.
n the other hand, the simulation of the overall energy system provides

he details of modulation expected from the PtG plant in an integrated
e-central energy system. For this purpose, the available infrastructure
t the Karlsruhe Institute of Technology is configured into a decentral
nergy system and the modulated operation of the 3𝑃𝑀 reactor tested
nder real boundary conditions.

. Modelling and validation of the 𝟑𝑷𝑴 reactor

A critical subsystem of the overall energy system is the PtG plant
ith the 3𝑃𝑀 reactor. The 3𝑃𝑀 reactor is modelled using the axial
ispersion method [26].

ass balance for each gas species (i) in the gas phase

𝜕
𝜕𝑡

(

𝜀G ⋅ 𝑐𝑖,G
)

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
Accumulation

= 𝜕
𝜕𝑧

(

𝜀G ⋅𝐷G,ax ⋅
𝜕𝑐𝑖,G
𝜕𝑧

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Axial dispersion

+ 𝜕
𝜕𝑧

(

𝑢G ⋅ 𝑐𝑖,G
)

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
Advection

− 𝑘L𝑎𝑖 ⋅
( 𝑐𝑖,G
𝐻𝑖,𝑐𝑐

− 𝑐𝑖,L

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
G/L mass transfer

(3)

Mass balance for each species in the slurry

𝜕
𝜕𝑡

(

𝜀SL ⋅ 𝑐𝑖,L
)

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
Accumulation

= 𝜕
𝜕𝑧

(

𝜀SL ⋅𝐷SL,ax ⋅
𝜕𝑐𝑖,L
𝜕𝑧

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Axial dispersion

+ 𝑘L𝑎𝑖 ⋅
( 𝑐𝑖,G
𝐻𝑖,𝑐𝑐

− 𝑐𝑖,L

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
G/L mass transfer

(4)

+ 𝜈i ⋅ 𝜂cat ⋅ 𝜑S ⋅ 𝜌S ⋅ 𝑟3PM
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Reaction

Energy balance

𝜌SL ⋅ 𝑐𝑝,SL ⋅ 𝜀SL ⋅
𝜕𝑇
𝜕𝑡

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Accumulation

= 𝜕
𝜕𝑧

(

𝜀SL ⋅ 𝜆SL,eff ⋅
𝜕𝑇
𝜕𝑧

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Axial dispersion

+ 𝜂cat ⋅ 𝜑S ⋅ 𝜌S ⋅ 𝑟3PM ⋅
(

−𝛥ℎr
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Reaction heat

− 𝛼eff ⋅ 𝑎cool ⋅
(

𝑇 − 𝑇cool
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Cooling

(5)

n the mass and energy balance equations (Eqs. (3)–(5)), the liquid and
olid phases are combined into a single slurry phase (Fig. 3). The mass
ransfer from the gas phase (Eq. (3)) takes place into the slurry phase
hrough the gas-liquid interface. In the slurry phase, the gases react
n the presence of the catalyst. The liquid medium absorbs the heat
eleased during the reaction (Eq. (5)). The hydrodynamic coefficient
G represents the gas holdup in the balance equations. Although several
orrelations exist for the gas holdup in general, the one developed by
ehkish [43] is used in this study (Eq. (6)) as it was designed explicitly
or slurry bubble column reactors and is relatively accurate in the
emperature and pressure ranges of the 3𝑃𝑀 reactor in this study.

G = 4.94 ⋅ 10−3 ⋅

(

𝜌0.415L ⋅ 𝜌0.177G

𝜇0.174
L ⋅ 𝜎0.27L

)

⋅ 𝑢0.553G ⋅
(

𝑝
𝑝 − 𝑝v

)0.203

⋅ 𝛤 0.053
(

𝑑R
)−0.117

⋅ 𝑒𝑌1 (6)

1 + 𝑑R
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𝛼

Fig. 3. Discretisation scheme used in Axial Dispersion Method.

𝑘L𝑎𝑖 represents the mass transfer across the gas–liquid interface. The
correlation developed by Lemoine [44] is used in this study (Eq. (7))

𝑘L𝑎𝑖 = 6.14 ⋅ 104 ⋅
𝜌0.26L ⋅ 𝜇0.12

L ⋅ 𝜀1.21G ⋅𝐷0.5
𝑖, L

𝜎0.12L ⋅ 𝜌0.06G ⋅ 𝑢0.12G ⋅ 𝑑0.05B ⋅ 𝑇 0.68
⋅𝛤 0.11 ⋅

(

𝑑R
1 + 𝑑R

)0.4
(7)

For the reaction rate 𝑟3PM, a correlation developed at the Engler Bunte
nstitute (Eq. (8)) after extensive experimentation and empirical eval-
ation [26] is used.

3PM = 3.90699 ⋅ 105 ⋅ exp
(−79061

𝑅 ⋅ 𝑇

)

⋅
𝑐0.3H2 , L

⋅ 𝑐0.1CO2 , L
(

1 + 𝑐H2O, L

)0.1
⋅𝐾 (8)

he heat transfer coefficient 𝛼 is calculated based on the correlations
eveloped by Deckwer [45] for bubble flows in Slurry Bubble Columns
Eq. (9)).

= 0.1 ⋅

[

𝐶𝑝,SL ⋅ 𝜌3∕2SL ⋅ 𝜆SL

(

𝑢G ⋅ 𝑔
𝜇SL

)1∕2
]1∕2

(9)

Detailed calculation methodologies for Henry’s law coefficient 𝐻𝑖,𝑐𝑐 ,
axial dispersion coefficient 𝐷 and the other auxiliary parameters used
in the balance equations are elaborated by Lefevbre [26]. The input
flow rates of H2 can change, corresponding to a sudden increase or
decrease in renewable energy production. Therefore, the stoichiometric
CO2 equivalent is also adjusted accordingly. A CO2 source is assumed
to be always present. Earlier studies on the reaction kinetics of the
3-Phase methanation reaction [26] indicated an optimum operating
temperature of approximately 320 ◦C and a pressure of 20 bar. The
same operating conditions are used in the simulations.

2.1. Validation of the dynamic 3𝑃𝑀 reactor model

The 3-Phase methanation plant at KIT was used to validate the
numerical model. The experimental setup (Fig. 4) is explained in detail
by Sauerschell et al. [27], and the same setup is used in this study. The
inlet feed is monitored using the measurement points (labelled FIRC),
and the thermostat PU E601 controls the reactor temperature during
sudden load changes. The product mixture is then passed through two
heat exchangers, HE 101 and HE 300, the steam formed during the
reaction is condensed, and the dried SNG is recovered. Gas quality
measurements were recorded using two gas analysers and a micro Gas
Chromatograph (μ-GC). The gas analysers monitored the CO, CO2, CH4
and H2 feed continuously to control the system. The μ-GC was used to
analyse samples at intervals of approximately 3 min. Additionally, the
5

Fig. 4. Simplified P&ID scheme of the 3 Phase methanation test rig.
Source: Sauerschell et al. [27].

Fig. 5. The temperature of the slurry in the bubble column reactor. The loading rate
starts increasing at 600 s.

multiple temperature sensors monitored the temperature distribution
in the reactor bubble column.

In a real-life system, the electrolysis unit ramps up during sud-
den changes in renewable generation and, as a result, increases the
production of H2. The ramping up in the experiment also followed
the same technique. The inlet control was used to vary the H2 feed
along with its stoichiometric CO2 equivalent to a corresponding sudden
change in renewable generation. The ramping up was accompanied by
controlling the reactor coolant temperature to maintain the reactor in
an isothermal state. As a result, a tiny spike (approximately 5 ◦C) in
the reactor temperature (Fig. 5) was observed during the doubling of
reactant inflow which stabilised quickly.

2.2. Validation of output product composition

The output product composition was also validated against the
experiments during modulated operations. As opposed to the tempera-
ture distribution, the output product composition is susceptible to the
parameters used in the simulation. The partial differential equations for
the mass and energy balances are converted into ordinary differential
equations using the method of lines [46]. In the balance Eqs. (3),(4) and
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Fig. 6. Slurry expansion at different loading rates.

5), the spatial derivatives are discretised using the central differencing
cheme as:
𝜕2𝑈
𝜕𝑧2

=
[

𝑈 (𝑖 + 1) − 2 ⋅ 𝑈 (𝑖) + 𝑈 (𝑖 − 1)
ℎ2

]

𝜕𝑈
𝜕𝑧

=
[

𝑈 (𝑖 + 1) − 𝑈 (𝑖 − 1)
2 ⋅ ℎ

]

(10)

nd

=
ℎ𝑆𝐿
𝑛𝑐𝑒𝑙𝑙𝑠

Where ℎ𝑆𝐿 is the height of the slurry after bubbling, 𝑛𝑐𝑒𝑙𝑙𝑠 is the
umber of cells used, and U is any dependent variable for which the
erivatives are calculated. The independent variable ℎ𝑆𝐿 has to be esti-
ated accurately to decrease the error in calculating the output product

omposition. When the inflow velocity of the reactants increases during
oad changes, the holdup of gas in the slurry increases, which causes
he slurry to expand (Fig. 6).

𝑉𝑆𝐿 = 𝑉𝐿 + 𝑉𝑔

𝜀𝑔 =
𝑉𝑔

𝑉𝐿 + 𝑉𝑔

𝑉𝑆𝐿 =
𝑉𝐿

1 − 𝜀𝑔

ℎ𝑆𝐿 = 4
𝑉𝐿

𝜋𝑑2(1 − 𝜀𝑔)

ℎ𝑐𝑒𝑙𝑙 =
ℎ𝑆𝐿
𝑛𝑐𝑒𝑙𝑙𝑠

(11)

n reality, ℎ𝑆𝐿 shows dynamic variations during load changes. How-
ver, incorporating such a variation in the numerical method requires
ynamically changing the boundary of the grid. Although the moving
oundary method [47] has been used for some general applications,
hey are yet to be adapted for multiphase flows in bubble column
eactors from a system perspective. Further, this paper does not aim
o numerically model the reactor as a standalone entity but as a part
f an overall energy system. Several mathematical steps like coordi-
ate transformation, index reduction, numerical tearing, and solution
onvergence checks are needed to incorporate the reactor model using
moving boundary method as a part of an overall numerical system.
herefore, it was decided to use the method of lines which is already
ell established with a 3-step methodology for holdup estimation.
urther, the methodology used was also validated by comparing several
imulations with experimental results. The methodology consists of the
ollowing steps:

1. The reactor is initially simulated for multiple loads in steady-
state to calculate the average holdups (Fig. 7) using the method
described by Behkish [43] (Eq: (6)).
6

Fig. 7. Holdup variation for different loads in the reactor.

Fig. 8. Dynamic variation of CO2 conversion in the reactor core. A load change from
50% part load to 100% full load operation is carried out at 𝑡 = 600 s. The simulation
results for CO2 conversion rates are compared against the experimental results measured
using infrared (continuous lines) and gas chromatography (discrete scatter points).

2. The holdup values are used to determine the height of slurry post
bubbling (for each load) using Eq. (11).

3. The slurry height corresponding to the maximum load is used
as a fixed boundary to discretise the PDEs using the method of
lines.

To verify the robustness of the adaptations made to the numerical
method, a dynamic load change (from 50% part load to 100% full load
operation) was simulated and compared with the experimental results
(Fig. 8). If the slurry height before bubbling (𝑙 = 1.4m in Fig. 8) is used
in the balance equations, the CO2 conversion rates are underestimated
relative to the experimental results (Fig. 8).

However, it can be seen that between 50% part load (𝑙 = 1.6m in
Fig. 7) and full load (𝑙 = 1.66m in Fig. 7), the conversion rate does not

vary significantly. The reason for this is the flattening of the conversion
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Fig. 9. Conversion rate along the reactor length.
Fig. 10. Photograph showing all the sector coupling components available at the Energy Lab 2.0 [48], KIT Campus North.
curve towards the end of the reactor (Fig. 9). Therefore, the expansion
of the slurry towards the end of the reactor does not seem to affect
the results. The simulation and experimentation aimed to determine
the response of 3 PM reactors when connected to electrolysis units
which would ramp up to capitalise on surplus renewable production.
In the experiment featured in this study, the input feed rate (Fig. 7)
was doubled within 60 s, but the reactor reached back into steady-
state without any noticeable temperature spikes. The results could be
replicated in all the experiments conducted, even under very fast input
feed ramping rates. The experimental and simulation results varied in
all the cases, with a maximum error of approximately 7%. Long-term
effects like catalyst degradation and its subsequent influence on reactor
performance are being investigated presently and are beyond the scope
of this work.

3. Modelling approach for the integrated energy system

The initial simulations and dynamic validation were designed to
prove that the PtG plant with 3 Phase methanation was inherently
capable of modulated operation. However, the PtG unit must also
synchronise with the other energy system components (Fig. 2) for gas-
based sector coupling. Therefore, the integrated energy system with PV
7

plants, battery systems, PtG systems and buildings should always meet
the following requirements:

1. To supply power without blackouts.
2. Supply heat in all individual households.
3. Prevent curtailment of surplus power.
4. Ensuring that the safety constraints of individual components are

not breached.

Further, several components in the energy system, like building energy
systems, have aspects like human intervention that change the simula-
tion results. For example, the heating load in individual buildings varies
depending on the type of building and its inhabitants. The integrated
energy system model used in this study is depicted in Fig. 11. The
components used in the energy system model can be classified into
three types.

1. Electrical components (coloured green in Fig. 11): On the supply
side, wind and solar plants with dynamic weather-dependent
output are used for renewable generation. Battery units are
used for short-term storage. Power is drawn from the external
grid during deficit hours if the renewable energy recovery from
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Fig. 11. Energy system model. GH denotes houses with gas heaters, HP represents houses with electric heat pumps, and HN represents houses connected to the heating network.
Fig. 12. Control strategy with combined battery charging and PtG operation during
surplus generation and discharge during deficits (negative sign indicates load and
positive means generation).

storage systems is insufficient. On the demand side, the electrical
load of the buildings are modelled using the BDEW standard load
profiles [49]. Some buildings (designated HP in Fig. 11) also use
electrical heat pumps.

2. Components connected to the gas grid: These components
(marked orange in Fig. 11) are connected to the gas grid.
The dynamic gas load is also calculated using the BDEW load
profiles.

3. Components connected to the heating network. These compo-
nents are connected to the heating grid with a thermal storage
unit.

4. Simulation of de-central energy systems

The 3𝑃𝑀 reactor has to be simulated as a part of an existing de-
central energy system to determine realistic boundary conditions under
which it can operate. The Karlsruhe Institute of Technology Campus
North has several installed components for analysing renewable energy
generation, storage, distribution and usage (Fig. 10). In addition, a PV
park is available on campus for renewable energy generation, along
8

Fig. 13. Response of the battery system.

with several electrolysis units, battery storage systems and houses
monitoring different aspects of energy usage.

Inputs to the system simulation

Table 1 represents the dimensions of components installed on cam-
pus. For the PV unit and battery storage, the numerical model de-
veloped in the Buildings library of NREL [50] is used. The control
system used (Fig. 12) in the energy system model (Fig. 11) is designed
to charge the batteries during surplus renewable energy production
and discharge during the upcoming deficit (Fig. 13). Other electrical
components like junctions, sensors and grids are adapted from the
Buildings library of the NREL. The hydraulic systems in the gas and
district heating grids are modelled using components defined in the
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Fig. 14. Sankey diagram of the decentral energy system.
Table 1
Energy system components.

Parameter Value

PV Module
Capacity 1 MW
No of panels 102
Modules per panel 40
PtG Unit
Capacity 𝑃𝑃 𝑡𝐺 100 kW
Electrolyser discharge rate �̇�𝐻2

40 m3h−1

Input gas composition 𝜒𝑖𝑛 80% H2, 20% CO2
Inlet gas mass flow rate �̇�𝑖𝑛 50 m3h−1

Outlet gas mass flow rate �̇�𝑖𝑛 14 m3h−1

Battery
Battery capacity 𝑃𝑏𝑎𝑡 800 kWh
Battery type RedOx
House energy system
Houses with gas heaters (GH) 4
House with electric heat pumps (HP) 4
House connected to the heating network (HN) 4
Dynamic load profiles𝑉𝑠𝑡 BDEW standard load profile
Thermal storage capacity 𝑉𝑇ℎ 5000 l
CHP capacity (electric) 𝑃𝐶𝐻𝑃 ,𝑒𝑙 30 kW

TIL Library [51]. The fluid property calculations required in several
hydraulic components are modelled using TIL Media [51]. Except
for the 3 Phase Methanation unit, all the models used for modelling
the de-central energy system in this study are adapted from existing
Modelica libraries (Table 2). As the thermal, hydraulic and electrical
components were validated in several studies in the past [38,50,51], the
detailed validation of all the other components in the de-central energy
system except the 3𝑃𝑀 reactor is not included. The dynamic electric
loads known as standard load profiles (based on measured values) are
available for each building type in Germany [49]. The cumulative load
of all buildings on campus is much higher in comparison to the capacity
of the 3 PM reactor. Therefore, the numerical model of the decentral
energy system was conceptualised using the PV plant as the primary
generation source and the standard load profiles for a small subset
of buildings within the campus as load (see house energy systems in
Table 1.)
9

Fig. 15. Time varying input parameters in the system simulation.

Fig. 15 depicts the time-varying inputs in the de-central energy
system simulation. The numerical model uses two types of power
generation profiles and two types of load profiles. The primary source
of localised power generation is the PV plant, and the load is calculated
using standard load profiles. A Combined Heat and Power (CHP) plant
is connected to the district heating network to satisfy the heating
demand of some buildings. Electric heat pumps (EHPs) and gas heaters
in individual houses satisfy the space heating demand in buildings not
served by the district heating network. Priority is given to heat demand
when controlling space heating devices implying that the electric heat

pumps and CHP devices will be switched on whenever heat is required.
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Fig. 16. System response to fluctuating input parameters.

Table 2
A numerical model for sector coupling. Component list.

Components Source

Electrical network: Lines, Voltage
Sources, Loads, PV and Wind
plants

Buildings library
(NREL) [50]

Gas network, pipes, valves, heat
exchangers, tanks

TIL Library [52]

Fluid properties TIL Media [51,52]
Dynamic PtG Model In-house
Electric and thermal building load
profiles

BDEW Standardised
Load profiles [49]

The resulting power generated from the CHP plant or additional power
drawn for electric heat pumps affects the balance of the grid. Under
such input parameters, the system used in this study can store or
redispatch power in three different methods depending on the situation.
Fig. 14 depicts the storage and redispatch response of the de-central
energy system.

During surplus generation, short-term storage is possible using bat-
teries, complemented by the dynamic ramping up of the 3 PM reactor. If
both options are exhausted, redispatch is necessary, where the surplus
has to be fed into the grid. During deficits, the energy is drawn from
the grid to satisfy the load (Fig. 16). The control strategy is designed
explicitly for the PtG plants to take opportunistic advantage of surpluses
in renewable energy generation (Fig. 12). However, the present study
used a small PtG plant (100 kW), and the storage potential in such a
demonstration system is also limited. Further, the results imply that a
buffer storage system for H2 between the electrolyser and the metha-
nation units is not needed in the PtG plant as the 3 Phase methanation
unit can respond as fast as the electrolyser.

Dependence on the external grid could be reduced in several ways.
One such possibility is to design the system as power-independent (re-
lying only on local generation) but dependent on the external gas grid
for heating. On the other hand, the system could also be designed as
heat-independent but requiring power from external sources. Even an
energy system that is both heat and power independent with effective
sector coupling using surplus renewable generation as the only source
is possible but requires high installed capacities implying higher capital
10

expenditure.
5. Summary

To summarise, the role of PtG plants capable of dynamic operation
for sector coupling in de-central energy systems was evaluated in this
study. The 3𝑃𝑀 reactor capable of dynamically operating in energy
ystems with intermittent renewable energy generation was therefore
odelled and validated. The test results demonstrated the ability of

he reactor to operate dynamically without relevant adverse effects.
he 3𝑃𝑀 model was then integrated into the overall de-central energy
ystem to evaluate effective operational strategies. This study does
ot aim to provide an ideal set of components or control strategies
ith universal applicability. It aims to provide a model that can be

ustomised individually for future de-central energy systems. Addi-
ional aspects like the detailed modelling of building clusters, district
eating grids, PtH systems, and the mobility and industrial sectors
ay also be added. The electrical network, the gas grid and the heat
istribution network would play a significant role as they are essential
or distributing energy. A detailed techno-economic evaluation of the
ynamic operation is also needed. Renewable electricity pricing is al-
eady known to exhibit a so-called merit order effect [52, 1], where the
rice drastically reduces when surplus renewable generation becomes
redominant. Therefore, taking advantage of low electricity prices is
lso helpful in making the gas-based sector coupling a cost-effective
olution. The control systems used in this model can also be adapted
o integrate cost-based controls or constraints. To conclude, this study
as demonstrated that the 3 Phase methanation reactor is capable of
ynamic operation, the dynamically operated PtG system with the 3
hase methanation unit can be integrated into a de-central energy
ystem and simulated with the other components, and as a result, the
as-based sector coupling is not only feasible but also advantageous in
e-central energy systems even with intermittent generation. Further
tudies are needed to improve the model and integrate new features.
onetheless, this study can be considered an essential first step.
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