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#### Abstract

Domain derivatives are an important tool to characterize and compute shape derivatives. If some quantity of interest depends on the shape of an object such as the obstacle in a scattering problem, shape derivatives are used to describe the effect of variations of the shape on that quantity. We here consider the scattering of time-harmonic electromagnetic waves by a penetrable obstacle. As an alternative to the formulation using the Maxwell system, the problem may be posed as a coupled system of Helmholtz equations with complicated transmission conditions. We prove equivalence of the two formulations and then proceed to characterize the domain derivatives of the scattered fields in the potential formulation. Our main result is the equivalence of the characterizations of such derivatives in the Maxwell and in the potential based problem formulation.
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## 1 Introduction

Shape derivatives are an indispensable tool in a range of inverse and optimal design problems. An objective functional such as the misfit between measured far field data and the field produced by a given scatterer in an inverse scattering problem, depends on the shape of the given object. Optimization of the objective functional through gradient based methods naturally leads to the question of how derivatives of this functional with respect to the shape of the object can be computed. Computationally, it is useful that this derivative can be characterized by the domain derivative, a solution of the original PDE, but with different boundary conditions.
In the present paper, we are concerned with shape derivatives for the electromagnetic scattering problem for a bounded penetrable object. We consider a time-harmonic electromagnetic incident field $\left(\boldsymbol{E}^{i}, \boldsymbol{H}^{i}\right)$ in a homogeneous isotropic background medium characterised by a constant positive permittivity $\varepsilon_{0}$ and permeability $\mu_{0}$. Suppose that in a bounded, open set $D \subseteq \mathbb{R}^{3}$, the permittivity $\varepsilon$ and permeability $\mu$ differ from the background values. The total field $(\boldsymbol{E}, \boldsymbol{H})$ then is a solution to the system of Maxwell's equations

$$
\begin{equation*}
\operatorname{curl} \boldsymbol{E}-\mathrm{i} \omega \mu \boldsymbol{H}=0, \quad \operatorname{curl} \boldsymbol{H}+\mathrm{i} \omega \varepsilon \boldsymbol{E}=0 \tag{1}
\end{equation*}
$$

[^0]in $\mathbb{R}^{3}$, while the incident field satisfies this equation for the material parameters $\varepsilon_{0}$ and $\mu_{0}$ throughout $\mathbb{R}^{3}$. Moreover, the scattered field $\left(\boldsymbol{E}^{s}, \boldsymbol{H}^{s}\right)=(\boldsymbol{E}, \boldsymbol{H})-\left(\boldsymbol{E}^{i}, \boldsymbol{H}^{i}\right)$ is assumed to satisfy the SilverMüller radiation condition
\[

$$
\begin{equation*}
\lim _{|\boldsymbol{x}| \rightarrow \infty}\left(\sqrt{\mu_{0}} \boldsymbol{H}^{s}(x) \times \boldsymbol{x}-|\boldsymbol{x}| \sqrt{\varepsilon_{0}} \boldsymbol{E}^{s}(\boldsymbol{x})\right)=0 \tag{2}
\end{equation*}
$$

\]

uniformly in $\hat{\boldsymbol{x}}=\boldsymbol{x} /|\boldsymbol{x}|$. The objective functional typically is a functional of this scattered field and hence inherits the dependence of the scattered field on the shape and physical properties of the scatterer $D$.

In this paper, we will be mainly concerned with the well-known approach of representing the electromagnetic field by potentials: one may choose a vector field $\boldsymbol{A}$ and a scalar function $\varphi$ such that

$$
\begin{equation*}
\boldsymbol{E}=\mathrm{i} \omega \boldsymbol{A}-\operatorname{grad} \varphi, \quad \boldsymbol{H}=\frac{1}{\mu} \operatorname{curl} \boldsymbol{A} \tag{3}
\end{equation*}
$$

Analogous representations for the incident and scattered fields hold. Such representations are not unique. Under the assumption that $\operatorname{div} \boldsymbol{A}=0$ in an appropriate sense, Helmholtz decompositions will provide them. A different approach, more useful for computational purposes, is to impose the Lorentz gauge condition

$$
\begin{equation*}
\operatorname{div} \boldsymbol{A}-\mathrm{i} \omega \varepsilon \mu \varphi=0 \tag{4}
\end{equation*}
$$

instead. This approach has been pursued in [6], where the authors show that for piecewise homogeneous media, the approach leads to a well-posed system of integral equations defined on the boundary of the scatterer that can be used to compute the potentials $\boldsymbol{A}^{s}$ and $\varphi^{s}$ of the scattered fields.
In our present work, we pursue how to use these potential representations for computing domain derivatives. The new results are two-fold: Firstly, we give formulations of the method described in [6] in mathematical terms, using the language of weak formulations of boundary value problems, and mathematically rigorously establish equivalence to the original electromagnetic scattering problem. Moreover, and more importantly, in the case when the material properties are piecewise constant, we characterize the domain derivatives of the potentials $\boldsymbol{A}^{s}, \varphi^{s}$ and establish their relation to the domain derivative of $\boldsymbol{E}^{s}$.
Let us motivate why this approach has computational advantages over other established ways to compute domain derivatives in relevant situations. One example of an application in which such scattering problems feature prominently is the optimal design of an object with respect to its electromagnetic chirality $[3,10]$. An electromagnetic field can canonically be split into components of pure circular polarizations or helicities. Electromagnetic chirality is a physical concept describing how different a scatterer interacts with fields of the two helicities. The goal is to design a scatterer that is (nearly) invisible to incident fields of one helicity while it strongly interacts with fields of the opposite helicity. Using a simplified model [5], such designs have been realized using shape derivatives [2]. Particular examples have been found at or near optical frequencies and consist of thin elongated structures that are made of noble metals [11]. However, these objects are too thin to realistically be fabricable in the near future, and thus thicker objects need to be considered for which the simplified model is no longer valid. The goal thus is to solve electromagnetic scattering problems and compute domain derivatives for piecewise homogeneous media in a regime where the real part of the electromagnetic permittivity inside the scatterer is negative. Although the problem in principle can be formulated as a conventional uniquely solvable system of integral equations and corresponding domain derivatives can be computed [14], the material properties lead to slow convergence of iterative solvers when solving the corresponding discretized system. This renders the approach unusable in practice.
As discussed in [6] and also below in section 3, the formulation of the scattering problem and characterization of the domain derivatives via potentials can be formulated as a system of integral equations
with operators arising in conjunction with the Helmholtz equation rather than the Maxwell system. A solution strategy is provided that requires only the inversion of discretizations of boundary operators that are applied to one scalar unknown, greatly reducing computational complexity. The application of a direct solver becomes viable, avoiding convergence issues with iterative solvers. Moreover, in the numerical computation of a domain derivative the solver typically has to be invoked many times for different right hand sides, making a direct solver even more attractive.
There are possible alternatives that have been derived recently to robustly solve boundary integral equations for electromagnetic scattering for a wide range of material properties. The Debye poential based approach of [7-9] has a very convincing theoretical foundation, however it requires non-standard integral operators that are difficult to implement for complex geometries. Other integral formulations for the time-harmonic Maxwell system with robust dependence on the material properties have been reported on $[12,13,16,17]$, but require substantial implementational efforts to evaluate.
In what follows, we will discuss the mathematical formulation of the electromagnetic scattering problem and its formulation using potentials satisfying (3), (4) in section 2. In particular, we will provide a mathematical formulation of the transmission problem for $\boldsymbol{A}, \varphi$ given in [6] and establish that a solution of this problem in turn gives rise to an electromagnetic field $(\boldsymbol{E}, \boldsymbol{H})$ that solves the original problem. Thus we establish well-posedness of the transmission problem for the potentials. Limiting ourselves to the case of piecewise constant media in section 3, we discuss the solution of the problem via an integral equation formulation. Finally, in section 4, we consider the domain derivatives of the potentials and characterize them as the solutions of a transmission problem with the same operators as in the problem for $\boldsymbol{A}$ and $\varphi$. As the central result of this paper, in Theorem 4.5, we prove that the domain derivative of the electromagnetic scattered field can in turn be obtained from the domain derivatives of the potentials. Some results which are not essentially new, have been collected in the appendix. This in particular concerns the characterizations of the domain derivatives which are analogous to previously established results $[15,18]$ except for the the more complicated transmission conditions.

## 2 The electromagnetic transmission problem

Throughout this paper we will work with a weak formulation of the problem (1), (2) posed in appropriate Sobolev spaces. Given some bounded Lipschitz domain $\Omega$, we use the usual Hilbert spaces

$$
\begin{gathered}
H^{1}(\Omega)=\left\{u \in L^{2}(\Omega): \operatorname{grad} u \in L^{2}(\Omega)\right\}, \\
H^{1}\left(\Omega, \mathbb{C}^{3}\right)=\left\{\boldsymbol{U}=\left(\boldsymbol{U}_{1}, \boldsymbol{U}_{2}, \boldsymbol{U}_{3}\right)^{\top}: U_{j} \in H^{1}(\Omega)\right\} .
\end{gathered}
$$

For vector valued functions $\boldsymbol{U}$ and a differential operator $D$, so that $D \boldsymbol{U}$ takes values in $\mathbb{C}^{\ell}$, we also require the Hilbert spaces

$$
H(D, \Omega)=\left\{\boldsymbol{U} \in L^{2}\left(\Omega, \mathbb{C}^{3}\right): D \boldsymbol{U} \in L^{2}\left(\Omega, \mathbb{C}^{\ell}\right)\right\}
$$

Typcial choices for $D$ are curl, div or curl ${ }^{2}$. As is usual, a subscript loc will be used to indicate corresponding spaces of functions having the required regularity on every open set compactly contained in $\Omega$.

We also require a number of trace spaces on $\partial \Omega$. The spaces $H^{s}(\partial \Omega), s \in(-1,1)$, and the corresponding $H^{-s}-H^{s}$-duality $\langle\cdot, \cdot\rangle_{\partial \Omega}$ and their analogues for vector fields, are standard. Let $\gamma_{D}: H^{1}(\Omega) \rightarrow$ $H^{1 / 2}(\partial \Omega)$ denote the usual Dirichlet trace operator. For a vector field $\boldsymbol{U} \in H(\operatorname{div}, \Omega)$, the normal trace will be denoted by $\boldsymbol{U}_{\boldsymbol{\nu}}=\boldsymbol{\nu} \cdot \boldsymbol{U} \in H^{-1 / 2}(\partial \Omega)$. For $u \in H^{1}(\Omega)$ with $\Delta u \in L^{2}(\Omega)$, the normal derivative on $\partial \Omega$ will be denoted by $\frac{\partial u}{\partial \nu} \in H^{-1 / 2}(\partial \Omega)$.

In addition, there are a number of spaces of (in the weak sense) tangential fields. Denote by $\boldsymbol{\nu}$ the outward drawn unit normal vector to $\partial \Omega$ and define for a sufficiently smooth vector field

$$
\gamma_{t} \boldsymbol{U}=\boldsymbol{U} \times \boldsymbol{\nu}
$$

and hereby the spaces,

$$
\begin{gathered}
L_{t}^{2}(\partial \Omega)=\left\{\boldsymbol{U} \in L^{2}\left(\partial \Omega, \mathbb{C}^{3}\right): \boldsymbol{U} \cdot \boldsymbol{\nu}=0\right\} \\
H_{t}^{1 / 2}(\partial \Omega)=\left\{\gamma_{t} \boldsymbol{U}: \boldsymbol{U} \in H^{1}(\Omega)\right\}, \quad H_{t}^{-1 / 2}(\partial \Omega)=\left(H_{t}^{1 / 2}(\partial \Omega)\right)^{*} \\
H^{-1 / 2}(\operatorname{Div}, \partial \Omega)=\left\{\boldsymbol{U} \in H_{t}^{-1 / 2}(\partial \Omega): \operatorname{Div} \boldsymbol{U} \in H^{-1 / 2}(\partial \Omega)\right\} .
\end{gathered}
$$

The symmetric bilinear form

$$
\langle\boldsymbol{U}, \boldsymbol{V}\rangle_{t, \partial \Omega}=\int_{\partial \Omega} \boldsymbol{U} \cdot(\boldsymbol{\nu} \times \boldsymbol{V}) \mathrm{d} s, \quad \boldsymbol{U}, \boldsymbol{V} \in L_{t}^{2}(\partial \Omega)
$$

extends to a duality between $H^{-1 / 2}(\operatorname{Div}, \partial \Omega)$ and itself, and the tangential trace extends to a bounded operator $\gamma_{t}: H(\operatorname{curl}, \Omega) \rightarrow H^{-1 / 2}(\operatorname{Div}, \partial \Omega)$. Precise definitions of such relations and of the surface differential operators used here may be found in [4]. Note that for surface differential operators such as Div above, it will always be clear from the context with respect to which surfaces these operators are applied. Hence we do not include this surface as an index to the operator.
All these traces may differ when taken from opposite sides of a boundary. As usual, we will indicate that the trace is taken from the direction the normal vector is pointing to by a superscript + , and the opposite side by a superscript -. For normal components, this is indicated by $\left.\boldsymbol{U}_{\boldsymbol{\nu}}\right|^{ \pm}=\left.\boldsymbol{\nu} \cdot \boldsymbol{U}\right|^{ \pm}$ and for normal derivatives by $\left.\frac{\partial u}{\partial \nu}\right|^{ \pm}$. Jumps and mean values of traces taken from opposite sides of a boundary are denoted with the common bracket notation, e.g. in the case of a Dirichlet trace,

$$
\left[\gamma_{D} u\right]_{\partial \Omega}=\gamma_{D}^{+} u-\gamma_{D}^{-} u, \quad\left\{\gamma_{D} u\right\}_{\partial \Omega}=\frac{1}{2}\left(\gamma_{D}^{+} u+\gamma_{D}^{-} u\right)
$$

For vector valued functions, additional notation for derivatives is required. We will denote the Jacobian matrix of any function $\boldsymbol{U}: \mathbb{R}^{3} \rightarrow \mathbb{C}^{3}$ by $J_{\boldsymbol{U}}$. We will use this notation in particular when dealing with transformations of the domain and domain derivatives in section 4, but we also note the useful identity

$$
\sum_{j=1}^{3} \int_{\Omega} \operatorname{grad} \boldsymbol{U}_{j} \cdot \operatorname{grad} \boldsymbol{V}_{j} \mathrm{~d} \boldsymbol{x}=\int_{\Omega} \operatorname{tr}\left(J_{\boldsymbol{U}} J_{\boldsymbol{V}}^{\top}\right) \mathrm{d} \boldsymbol{x}
$$

Also, the vector of normal derivatives of the components of $\boldsymbol{U}$ can then be written as $J_{\boldsymbol{U}} \boldsymbol{\nu}$.
To conclude this section on notations, we note that we sometimes will make use of distributions. The action of a distribution $f$ on a test function $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ is denoted by $(f, \varphi)$.
To ensure uniqueness of solution to the electromagnetic scattering problem, we need to prescribe regularity assumptions on the material parameters $\varepsilon$ and $\mu$. We will assume for now that both are piecewise continuously differentiable functions, that $\operatorname{Im}(\varepsilon) \geq 0$ and that there are constants $c_{1}, c_{2}>0$ such that $\mu \geq c_{1}$ on $\mathbb{R}^{3}$ and either $\operatorname{Re}(\varepsilon) \geq c_{2}$ on $\mathbb{R}^{3}$ or $\operatorname{Im}(\varepsilon) \geq c_{2}$ on some open set. Finally, we assume that outside some bounded Lipschitz domain $D$ contained in the ball $B_{R}$ of radius $R$ centered at the origin, both functions are equal to positive constants $\varepsilon_{0}$ and $\mu_{0}$, respectively. Later on in this paper, stronger assumptions will be imposed.
The transmission problem will be formulated in weak form in $B_{R}$. The incident field $\boldsymbol{E}^{i}, \boldsymbol{H}^{i} \in$ $H_{\text {loc }}\left(\operatorname{curl}, \mathbb{R}^{3}\right)$ is assumed to be a solution of (1) for $\varepsilon, \mu$ replaced by $\varepsilon_{0}, \mu_{0}$ in all of $\mathbb{R}^{3}$, and gives rise to the scattered field $\left(\boldsymbol{E}^{s}, \boldsymbol{H}^{s}\right)=(\boldsymbol{E}, \boldsymbol{H})-\left(\boldsymbol{E}^{i}, \boldsymbol{H}^{i}\right)$. To ensure uniqueness of solution, the scattered
field is assumed to satisfy the Silver-Müller radiation condition (2). The Calderon operator is the bounded operator given by

$$
C: H^{-1 / 2}\left(\operatorname{Div}, \partial B_{R}\right) \rightarrow H^{-1 / 2}\left(\operatorname{Div}, \partial B_{R}\right), \quad \gamma_{t} \boldsymbol{E}^{s} \mapsto \gamma_{t} \boldsymbol{H}^{s}
$$

The variational formulation of the scattering problem, based on the weak form of the curlcurl equation for the electric field, is to find $\boldsymbol{E} \in H\left(\operatorname{curl}, B_{R}\right)$ such that

$$
\begin{align*}
& \int_{B_{R}}\left(\frac{1}{\mu} \operatorname{curl} \boldsymbol{E} \cdot \operatorname{curl} \boldsymbol{V}-\omega^{2} \varepsilon \boldsymbol{E} \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x}-\mathrm{i} \omega\left\langle C \gamma_{t} \boldsymbol{E}, \gamma_{t} \boldsymbol{V}\right\rangle_{t, \partial B_{R}} \\
&=\mathrm{i} \omega\left\langle\boldsymbol{H}^{i}-C \gamma_{t} \boldsymbol{E}^{i}, \gamma_{t} \boldsymbol{V}\right\rangle_{t, \partial B_{R}} \quad \text { for all } \boldsymbol{V} \in H\left(\operatorname{curl}, B_{R}\right) . \tag{5}
\end{align*}
$$

Unique solvability of this problem can be proved as in section 4.6 of [22], also using the unique continuation result of [24]. For the case of $\operatorname{Re}(\varepsilon)<0$ on $D$, see also [19].
As described in the introduction, we consider potentials $\boldsymbol{A}, \varphi$ such that (3), (4) hold. This leads to potentials that satisfy a Helmholtz equation with compactly supported distributional source term,

$$
\begin{equation*}
\Delta u+k^{2} u=f \tag{6}
\end{equation*}
$$

and $k=\omega \sqrt{\varepsilon \mu}$. This is the approach used in [6] and we will discuss it in more detail below.
The appropriate radiation condition for outgoing solutions to the Helmholtz equation is the wellknown Sommerfeld radiation condition. Analogously to the Calderon map, we introduce the DtNoperator on $\partial B_{R}$ which is the bounded operator given by

$$
\Lambda: H^{1 / 2}\left(\partial B_{R}\right) \rightarrow H^{-1 / 2}\left(\partial B_{R}\right), \quad \gamma_{D} u^{s} \mapsto \frac{\partial u^{s}}{\partial \boldsymbol{\nu}}
$$

where $u^{s}$ denotes a solution to (6) in $\mathbb{R}^{3} \backslash \overline{B_{R}}$ that satisfies the Sommerfeld radiation condition. The variational formulation for the total field $u \in H^{1}\left(B_{R}\right)$ that solves (6) in the homogeneous case $f=0$ due to an incident field $u^{i} \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)$ then is

$$
\begin{equation*}
\int_{B_{R}}\left(\operatorname{grad} u \cdot \operatorname{grad} v-k^{2} u v\right) \mathrm{d} x-\left\langle\Lambda \gamma_{D} u, \gamma_{D} v\right\rangle_{\partial B_{R}}=\left\langle\frac{\partial u^{i}}{\partial \nu}-\Lambda \gamma_{D} u^{i}, v\right\rangle_{\partial B_{R}} \tag{7}
\end{equation*}
$$

for all $v \in H^{1}\left(B_{R}\right)$. Below, we will also encounter a variant of (7) with the scalar product of the gradients multiplied by $\varepsilon$, corresponding to a jump in the Neumann data of $u$ along discontinuities of $\varepsilon$.

Throughout the paper, we will assume that the incident field $\boldsymbol{E}^{i}, \boldsymbol{H}^{i}$ also has a potential representation of the form (3),

$$
\boldsymbol{E}^{i}=\mathrm{i} \omega \boldsymbol{A}^{i}-\operatorname{grad} \varphi^{i}, \quad \boldsymbol{H}^{i}=\frac{1}{\mu_{0}} \operatorname{curl} \boldsymbol{A}^{i}
$$

with potentials $\varphi^{i} \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right), \boldsymbol{A}^{i} \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)$ that satisfy (6) and (4) with $\varepsilon, \mu$ replaced by $\varepsilon_{0}$ and $\mu_{0}$, respectively, and vanishing source terms.

Theorem 2.1 Let $\boldsymbol{E} \in H\left(\operatorname{curl}, B_{R}\right)$ denote a solution to (5) and set $\boldsymbol{H}=1 /(\mathrm{i} \omega \mu) \mathbf{c u r l} \boldsymbol{E}$. Then there exists a scalar potential $\varphi \in H^{1}\left(B_{R}\right)$ and a vector potential $\boldsymbol{A} \in H^{1}\left(B_{R}, \mathbb{C}^{3}\right)$ such that (3) and (4) hold in $B_{R}$. Moreover $\varphi$ and $\boldsymbol{A}$ are weak solutions to inhomogeneous Helmholtz equations,

$$
\begin{align*}
\int_{B_{R}}\left(\varepsilon \operatorname{grad} \varphi \cdot \operatorname{grad} v-\omega^{2} \varepsilon^{2} \mu \varphi v\right) \mathrm{d} \boldsymbol{x}- & \varepsilon_{0}\left\langle\Lambda \gamma_{D} \varphi, \gamma_{D} v\right\rangle_{\partial B_{R}} \\
& =-\mathrm{i} \omega(\boldsymbol{\operatorname { g r a d }}(\varepsilon) \cdot \boldsymbol{A}, v)+\varepsilon_{0}\left\langle\frac{\partial \varphi^{i}}{\partial \boldsymbol{\nu}}-\Lambda \gamma_{D} \varphi^{i}, v\right\rangle_{\partial B_{R}} \tag{8}
\end{align*}
$$

for all $v \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ and

$$
\begin{align*}
\int_{B_{R}}( & \left.\operatorname{tr}\left(J_{\boldsymbol{A}} J_{\boldsymbol{V}}^{\top}\right)-\omega^{2} \varepsilon \mu \boldsymbol{A} \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x}-\left\langle\Lambda \gamma_{D} \boldsymbol{A}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial B_{R}}=-\mathrm{i} \omega(\operatorname{grad}(\varepsilon \mu) \varphi, \boldsymbol{V}) \\
& +\int_{B_{R}}\left(\mu-\mu_{0}\right) \boldsymbol{H} \cdot \mathbf{c u r l} \boldsymbol{V} \mathrm{d} \boldsymbol{x}+\mathrm{i} \omega \int_{B_{R}}\left(\mu-\mu_{0}\right) \varepsilon \boldsymbol{E} \cdot \boldsymbol{V} \mathrm{d} \boldsymbol{x}+\left\langle J_{\boldsymbol{A}^{i} \boldsymbol{\nu}}-\Lambda \gamma_{D} \boldsymbol{A}^{i}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial B_{R}} \tag{9}
\end{align*}
$$

for all $\boldsymbol{V} \in C_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{C}^{3}\right)$, respectively. Both $\varphi-\varphi^{i}, \boldsymbol{A}-\boldsymbol{A}^{i}$ may be smoothly extended to radiating solutions to the Helmholtz equation in $\mathbb{R}^{3} \backslash \overline{B_{R}}$.

Remark 2.2 As $\varepsilon=\varepsilon_{0}, \mu=\mu_{0}$ outside of $\bar{D}$, the distributions on the right hand sides of (8) and (9) have compact support in $B_{R}$. For piecewise constant material parameters as we will consider later (see Theorem 2.4 below), they reduce to terms with support on the interfaces between materials and can be formulated as interface conditions for the potentials.

Proof (of Theorem 2.1): We start by following the arguments in [1, section 3.5] to obtain a standard Helmholtz decomposition of $\boldsymbol{E}$. Denote by $\varphi^{(1)} \in H_{0}^{1}\left(B_{R}\right)$ the uniquely determined solution of the Dirichlet problem

$$
\begin{equation*}
\int_{B_{R}} \operatorname{grad} \varphi^{(1)} \cdot \boldsymbol{\operatorname { g r a d }} v \mathrm{~d} \boldsymbol{x}=-\int_{B_{R}} \boldsymbol{E} \cdot \boldsymbol{\operatorname { g r a d }} v \mathrm{~d} \boldsymbol{x} \quad \text { for all } v \in H_{0}^{1}\left(B_{R}\right) \tag{10}
\end{equation*}
$$

Set $\boldsymbol{A}^{(1)}=(\mathrm{i} \omega)^{-1}\left(\boldsymbol{E}+\operatorname{grad} \varphi^{(1)}\right)$. Then $\operatorname{div} \boldsymbol{A}^{(1)}=0$ in $B_{R}$ and hence $\boldsymbol{A}^{(1)} \in H\left(\operatorname{curl}, B_{R}\right) \cap$ $H\left(\operatorname{div}, B_{R}\right)$. Note also that $\varphi^{(1)}=0$ outside of the support of $\operatorname{div} E$, so in particular in the neighborhood of $\partial B_{R}$ where $\varepsilon=\varepsilon_{0}$ and $\mu=\mu_{0}$. Hence $\mathrm{i} \omega \boldsymbol{A}^{(1)}=\boldsymbol{E}$ in this neighborhood. We conclude that i $\omega \boldsymbol{\nu} \cdot \boldsymbol{A}^{(1)}=\boldsymbol{\nu} \cdot \boldsymbol{E}$ is smooth on $\partial B_{R}$ and thus $\boldsymbol{A}^{(1)} \in H^{1}\left(B_{R}, \mathbb{C}^{3}\right)$ by Corollary 2.15 in [1]. It also follows that all Cartesian components of $\boldsymbol{A}^{(1)}-(\mathrm{i} \omega)^{-1} \boldsymbol{E}^{i}$ can be smoothly extended as radiating solutions to the Helmholtz equation to $\mathbb{R}^{3} \backslash \overline{B_{R}}$.
We now modify the decomposition to satisfy the gauge condition. Continue $\varphi^{(1)}$ by 0 to a function in $H^{1}\left(\mathbb{R}^{3}\right)$ with compact support. Then the equation

$$
\Delta \varphi^{(2)}+\omega^{2} \varepsilon \mu \varphi^{(2)}=-\omega^{2} \varepsilon \mu \varphi^{(1)} \quad \text { in } \mathbb{R}^{3}
$$

has a unique solution in $\varphi^{(2)} \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{3}\right)$ that satisfies the Sommerfeld radiation condition. Set $\varphi=\varphi^{(1)}+\varphi^{(2)}+\varphi^{i}$ and $\boldsymbol{A}=\boldsymbol{A}^{(1)}+(\mathrm{i} \omega)^{-1} \operatorname{grad}\left(\varphi^{(2)}+\varphi^{i}\right)$, giving (3). Also,

$$
\operatorname{div} \boldsymbol{A}=\operatorname{div} \boldsymbol{A}^{(1)}+(\mathrm{i} \omega)^{-1} \Delta\left(\varphi^{(2)}+\varphi^{(i)}\right)=\mathrm{i} \omega \varepsilon \mu \varphi
$$

so that (4) holds. Obviously, $\varphi-\varphi^{i}$ is a radiating solution to the Helmholtz equation in $\mathbb{R}^{3} \backslash \overline{B_{R}}$. Noting

$$
\boldsymbol{A}-\boldsymbol{A}^{i}=\boldsymbol{A}-\frac{1}{\mathrm{i} \omega}\left(\boldsymbol{E}^{i}+\operatorname{grad} \varphi^{i}\right)=\boldsymbol{A}^{(1)}-\frac{1}{\mathrm{i} \omega} \boldsymbol{E}^{i}+\frac{1}{\mathrm{i} \omega} \operatorname{grad} \varphi^{(2)}
$$

it also holds that all Cartesian components of $\boldsymbol{A}-\boldsymbol{A}^{i}$ can be smoothly extended to radiating solutions of the Helmholtz equation in $\mathbb{R}^{3} \backslash \overline{B_{R}}$.

From $\boldsymbol{E} \in H\left(\operatorname{curl}, B_{R}\right)$ satisfying (5) we conclude $\varepsilon \boldsymbol{E} \in H\left(\operatorname{div}, B_{R}\right)$ and, in particular, we have $\operatorname{div}(\varepsilon \boldsymbol{E})=0 \in L^{2}\left(B_{R}\right)$. From the potential representation, the gauge condition and the divergence
theorem we now obtain for $v \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ that

$$
\begin{align*}
\int_{B_{R}} & \left(\varepsilon \operatorname{grad} \varphi \cdot \operatorname{grad} v-\omega^{2} \varepsilon^{2} \mu \varphi v\right) \mathrm{d} \boldsymbol{x}-\varepsilon_{0}\left\langle\frac{\partial \varphi}{\partial \boldsymbol{\nu}}, \gamma_{D} v\right\rangle_{\partial B_{R}} \\
& =\int_{B_{R}}((\mathrm{i} \omega \varepsilon \boldsymbol{A}-\varepsilon \boldsymbol{E}) \cdot \operatorname{grad} v+\mathrm{i} \omega \varepsilon \operatorname{div} \boldsymbol{A} v) \mathrm{d} \boldsymbol{x}-\varepsilon_{0}\left\langle\boldsymbol{\nu} \cdot(\mathrm{i} \omega \boldsymbol{A}-\boldsymbol{E}), \gamma_{D} v\right\rangle_{\partial B_{R}} \\
& =-\mathrm{i} \omega(\operatorname{grad}(\varepsilon) \cdot \boldsymbol{A}, v) \tag{11}
\end{align*}
$$

Taking into account that $\varphi-\varphi^{i}$ is radiating gives (8).
As the last step of the proof, we show the variational equation for $\boldsymbol{A}$. For $\boldsymbol{V} \in C_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{C}^{3}\right)$ there holds

$$
\begin{equation*}
\int_{B_{R}} \operatorname{tr}\left(J_{\boldsymbol{A}} J_{\boldsymbol{V}}^{\top}\right) \mathrm{d} \boldsymbol{x}-\left\langle J_{\boldsymbol{A}} \boldsymbol{\nu}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial B_{R}}=-(\Delta \boldsymbol{A}, \boldsymbol{V}) . \tag{12}
\end{equation*}
$$

Now, from standard identities from vector calculus, (3) and (4), we obtain

$$
\begin{align*}
\Delta \boldsymbol{A} & =\operatorname{grad} \operatorname{div} \boldsymbol{A}-\operatorname{curl}^{2} \boldsymbol{A} \\
& =\mathrm{i} \omega \operatorname{grad}(\varepsilon \mu \varphi)-\operatorname{curl}\left(\frac{\mu-\mu_{0}}{\mu} \operatorname{curl} \boldsymbol{A}\right)-\operatorname{curl}\left(\frac{\mu_{0}}{\mu} \operatorname{curl} \boldsymbol{A}\right) \\
& =\mathrm{i} \omega \operatorname{grad}(\varepsilon \mu) \varphi+\mathrm{i} \omega \varepsilon \mu \operatorname{grad} \varphi-\operatorname{curl}\left(\left(\mu-\mu_{0}\right) \boldsymbol{H}\right)-\mu_{0} \operatorname{curl} \boldsymbol{H}  \tag{13}\\
& =\mathrm{i} \omega \operatorname{grad}(\varepsilon \mu) \varphi-\operatorname{curl}\left(\left(\mu-\mu_{0}\right) \boldsymbol{H}\right)-\omega^{2} \varepsilon \mu \boldsymbol{A}-\mathrm{i} \omega \varepsilon \mu \boldsymbol{E}-\mu_{0}(-\mathrm{i} \omega \varepsilon \boldsymbol{E}) .
\end{align*}
$$

Inserting into (12) and observing that $\boldsymbol{A}-\boldsymbol{A}^{i}$ is radiating completes the proof.
Indeed, we may also obtain the original variational equation (5) for $\boldsymbol{E}$ from the equations for the potentials $\boldsymbol{A}$ and $\varphi$. This shows equivalence of the original electromagnetic scattering problem (5) to the variational problem (8), (9).

Theorem 2.3 Assume that $\varphi \in H^{1}\left(B_{R}\right), \boldsymbol{A} \in H^{1}\left(B_{R}, \mathbb{C}^{3}\right)$ satisfy (8), (9) with $\boldsymbol{E}=\mathrm{i} \omega \boldsymbol{A}-\operatorname{grad} \varphi$, $\boldsymbol{H}=(1 / \mu) \operatorname{curl} \boldsymbol{A}$. Then $\varphi, \boldsymbol{A}$ satisfy the Lorentz gauge condition (4) and $\boldsymbol{E}$ is a solution of (5).

Proof: Starting from the definition of $\boldsymbol{E}$, we observe $\boldsymbol{E} \in H\left(\operatorname{curl}, B_{R}\right)$ with $\operatorname{curl} \boldsymbol{E}=\mathrm{i} \omega \operatorname{curl} \boldsymbol{A}$. Additionally, we note that from (8) and (9) $\varphi^{s}$ and $\boldsymbol{A}_{j}^{s}$ can smoothly be extended to radiating solutions of the Helmholtz equation in $\mathbb{R}^{3} \backslash B_{R}$.
First, we show that the Lorentz gauge condition is satisfied. Let us consider $w=\operatorname{div} \boldsymbol{A}-\mathrm{i} \omega \varepsilon \mu \varphi \in$ $L^{2}\left(B_{R}\right)$. We choose a test function $v \in C_{0}^{\infty}\left(B_{R}\right)$ and set $\boldsymbol{V}=\operatorname{grad} v$. Then

$$
\int_{B_{R}} \operatorname{div} \boldsymbol{A} \Delta v \mathrm{~d} \boldsymbol{x}=-(\operatorname{grad} \operatorname{div} \boldsymbol{A}, \boldsymbol{V})=-\left(\Delta \boldsymbol{A}+\operatorname{curl}^{2} \boldsymbol{A}, \boldsymbol{V}\right)=-(\Delta \boldsymbol{A}, \boldsymbol{V})
$$

as $\operatorname{curl} \boldsymbol{V}=\mathbf{c u r l} \operatorname{grad} v=0$. Hence, from (12), we obtain

$$
\begin{aligned}
& \int_{B_{R}} w\left(\Delta v+\omega^{2} \varepsilon \mu_{0} v\right) \mathrm{d} \boldsymbol{x}=\int_{B_{R}} \operatorname{tr}\left(J_{\boldsymbol{A}} J_{\boldsymbol{V}}^{\top}\right) \mathrm{d} \boldsymbol{x}-\mathrm{i} \omega \int_{B_{R}} \varepsilon \mu \varphi \Delta v \mathrm{~d} \boldsymbol{x} \\
&+\omega^{2} \mu_{0} \int_{B_{R}} \varepsilon \operatorname{div}(\boldsymbol{A}) v \mathrm{~d} \boldsymbol{x}-\mathrm{i} \omega^{3} \mu_{0} \int_{B_{R}} \varepsilon^{2} \mu \varphi v \mathrm{~d} \boldsymbol{x}
\end{aligned}
$$

Substituting equation (9) and observing curl $\boldsymbol{V}=0$ leads to

$$
\begin{aligned}
& \int_{B_{R}} w\left(\Delta v+\omega^{2} \varepsilon \mu_{0} v\right) \mathrm{d} x=\omega^{2} \int_{B_{R}} \varepsilon \mu \boldsymbol{A} \cdot \boldsymbol{V} \mathrm{~d} x-\mathrm{i} \omega(\operatorname{grad}(\varepsilon \mu) \varphi, \boldsymbol{V}) \\
& \quad+\mathrm{i} \omega \int_{B_{R}}\left(\mu-\mu_{0}\right) \varepsilon \boldsymbol{E} \cdot \boldsymbol{V} \mathrm{d} \boldsymbol{x}-\mathrm{i} \omega \int_{B_{R}} \varepsilon \mu \varphi \Delta v \mathrm{~d} \boldsymbol{x} \\
& \quad+\omega^{2} \mu_{0} \int_{B_{R}} \varepsilon \operatorname{div}(\boldsymbol{A}) v \mathrm{~d} \boldsymbol{x}-\mathrm{i} \omega^{3} \mu_{0} \int_{B_{R}} \varepsilon^{2} \mu \varphi v \mathrm{~d} \boldsymbol{x} \\
& =\omega^{2} \int_{B_{R}} \varepsilon\left(\mu-\mu_{0}\right) \boldsymbol{A} \cdot \boldsymbol{V} \mathrm{d} x+\mathrm{i} \omega \int_{B_{R}} \varepsilon \mu \operatorname{grad} \varphi \cdot \boldsymbol{V} \mathrm{~d} \boldsymbol{x} \\
& \quad+\mathrm{i} \omega \int_{B_{R}}\left(\mu-\mu_{0}\right) \varepsilon \boldsymbol{E} \cdot \boldsymbol{V} \mathrm{d} \boldsymbol{x}-\mathrm{i} \omega^{3} \mu_{0} \int_{B_{R}} \varepsilon^{2} \mu \varphi v \mathrm{~d} \boldsymbol{x}-\omega^{2} \mu_{0}(\operatorname{grad}(\varepsilon) \cdot \boldsymbol{A}, v)
\end{aligned}
$$

Next we use equation (8), which yields

$$
\int_{B_{R}} w\left(\Delta v+\omega^{2} \varepsilon \mu_{0} v\right) \mathrm{d} x=\mathrm{i} \omega \int_{B_{R}} \varepsilon\left(\mu-\mu_{0}\right)[-\mathrm{i} \omega \boldsymbol{A}+\operatorname{grad} \varphi+\boldsymbol{E}] \cdot \boldsymbol{V} \mathrm{d} x=0
$$

by the definition of $\boldsymbol{E}$. Theorem $4.38(\mathrm{~b})$ in [19] implies $w \in H^{2}(U)$ for any open set $U$ such that $\bar{U} \subseteq B_{R}$ and $\Delta w=-\omega^{2} \varepsilon \mu_{0} w$ in $U$. Additionally, since $\boldsymbol{A}^{s}=\boldsymbol{A}-\boldsymbol{A}^{i}$ and $\varphi^{s}=\varphi-\varphi^{i}$ can be extended to radiating solutions of the corresponding Helmholtz equations, we conclude $\boldsymbol{A}$ and $\varphi$ to be smooth in a neighborhood of $\partial B_{R}$. In particular, we have $w \in H^{2}\left(B_{R}\right)$ and the divergence theorem leads to

$$
\begin{aligned}
\int_{B_{R}} \operatorname{grad}(\operatorname{div} \boldsymbol{A}-\mathrm{i} \omega \varepsilon \mu \varphi) \cdot \operatorname{grad} v-\omega^{2} \varepsilon \mu_{0}(\operatorname{div} \boldsymbol{A}-\mathrm{i} \omega \varepsilon \mu \varphi) v \mathrm{~d} & \\
& =\left\langle\frac{\partial}{\partial \boldsymbol{\nu}}\left(\operatorname{div} \boldsymbol{A}-\mathrm{i} \omega \mu_{0} \varepsilon_{0} \varphi\right), v\right\rangle_{\partial B_{R}}
\end{aligned}
$$

Thus, with the gauge condition for $\boldsymbol{A}^{i}$ and $\varphi^{i}$, the function $w=\operatorname{div} \boldsymbol{A}-\mathrm{i} \omega \varepsilon \mu \varphi$ satisfies (7) with $k=\omega \sqrt{\varepsilon \mu_{0}}$ and vanishing incident field. By uniqueness of solution for this problem, we conclude that $w=0$.
It remains to show that $\boldsymbol{E}$ is a weak solution to the Maxwell system. As the Lorentz gauge condition holds, we may combine (12) and (13) with (9) to obtain

$$
0=\mathrm{i} \omega \mu_{0} \int_{B_{R}} \varepsilon \boldsymbol{E} \cdot \boldsymbol{V} \mathrm{~d} \boldsymbol{x}+\mu_{0}(\operatorname{curl} \boldsymbol{H}, \boldsymbol{V}) \quad \text { for all } \boldsymbol{V} \in C_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{C}^{3}\right)
$$

This equation is easily seen to be equivalent to (5) without the terms involving terms on $\partial B_{R}$.
An important case for applications, which we will focus on in the remainder of the paper, is a piecewise homogeneous medium. For simplicity, we will just consider the case when $D$ is a Lipschitz domain, $\mathbb{R}^{3} \backslash \bar{D}$ is connected and for some constants $\varepsilon_{1}, \mu_{1}$,

$$
\varepsilon(\boldsymbol{x})=\left\{\begin{array}{ll}
\varepsilon_{1}, & \boldsymbol{x} \in D,  \tag{14}\\
\varepsilon_{0}, & \boldsymbol{x} \in \mathbb{R}^{3} \backslash \bar{D},
\end{array} \quad \mu(\boldsymbol{x})= \begin{cases}\mu_{1}, & \boldsymbol{x} \in D \\
\mu_{0}, & \boldsymbol{x} \in \mathbb{R}^{3} \backslash \bar{D}\end{cases}\right.
$$

We note that the case of several disconnected scatterers, each with different material constants, may be treated in a similar fashion.

Theorem 2.4 Let (14) be satisfied. Then $\varphi$ and $\boldsymbol{A}$ from Theorem 2.1 satisfy the variational problem

$$
\begin{equation*}
a\left(\binom{\boldsymbol{A}}{\varphi},\binom{\boldsymbol{V}}{v}\right)=\ell\left(\binom{\boldsymbol{V}}{v}\right) \quad \text { for all }\binom{\boldsymbol{V}}{v} \in H^{1}\left(B_{R}, \mathbb{C}^{3}\right) \times H^{1}\left(B_{R}\right) \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
& a\left(\binom{\boldsymbol{A}}{\varphi},\binom{\boldsymbol{V}}{v}\right)=\int_{B_{R}}\left(\varepsilon \operatorname{grad} \varphi \cdot \operatorname{grad} v-\omega^{2} \varepsilon^{2} \mu \varphi v\right) \mathrm{d} \boldsymbol{x} \\
& \quad+\int_{B_{R}}\left(\frac{1}{\mu} \operatorname{tr}\left(J_{\boldsymbol{A}} J_{\boldsymbol{V}}^{\top}\right)-\omega^{2} \varepsilon \boldsymbol{A} \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x}-\varepsilon_{0}\left\langle\Lambda \gamma_{D} \varphi, \gamma_{D} v\right\rangle_{\partial B_{R}}-\frac{1}{\mu_{0}}\left\langle\Lambda \gamma_{D} \boldsymbol{A}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial B_{R}} \\
& \quad+\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \boldsymbol{\nu} \cdot \boldsymbol{A}, \gamma_{D} v\right\rangle_{\partial D}+\frac{\mathrm{i} \omega}{\mu_{0}}\left\langle[\varepsilon \mu]_{\partial D} \gamma_{D} \varphi, \boldsymbol{\nu} \cdot \boldsymbol{V}\right\rangle_{\partial D} \\
& \quad+\left\langle\left.\left[\frac{1}{\mu}\right]_{\partial D} J_{\boldsymbol{A}} \boldsymbol{\nu}\right|^{-}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial D}-\left\langle\left[\frac{1}{\mu}\right]_{\partial D} \gamma_{t}^{-} \operatorname{curl} \boldsymbol{A}, \gamma_{t} \boldsymbol{V}\right\rangle_{t, \partial D},  \tag{16}\\
& \ell\left(\binom{\boldsymbol{V}}{v}\right)=\varepsilon_{0}\left\langle\frac{\partial \varphi^{i}}{\partial \boldsymbol{\nu}}-\Lambda \gamma_{D} \varphi^{i}, \gamma_{D} v\right\rangle_{\partial B_{R}}+\frac{1}{\mu_{0}}\left\langle J_{\boldsymbol{A}^{i} \boldsymbol{\nu}}-\Lambda \gamma_{D} \boldsymbol{A}^{i}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial B_{R}} . \tag{17}
\end{align*}
$$

Proof: We rewrite the distribution on the right hand side of (8) as

$$
(\operatorname{grad}(\varepsilon) \cdot \boldsymbol{A}, v)=-\int_{\mathbb{R}^{3}}(\varepsilon v \operatorname{div} \boldsymbol{A}+\varepsilon \boldsymbol{A} \cdot \boldsymbol{\operatorname { g r a d }} v) \mathrm{d} \boldsymbol{x}
$$

for all $v \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$. Applying the divergence theorem in $D$ and in $\mathbb{R}^{3} \backslash \bar{D}$ gives

$$
(\boldsymbol{\operatorname { g r a d }}(\varepsilon) \cdot \boldsymbol{A}, v)=\left\langle[\varepsilon]_{\partial D} \boldsymbol{A}_{\nu}, \gamma_{D} v\right\rangle_{\partial D}
$$

Next, we multiply (9) by $1 / \mu_{0}$ and obtain

$$
\begin{array}{r}
\frac{1}{\mu_{0}} \int_{B_{R}}\left(J_{\boldsymbol{A}} J_{\boldsymbol{V}}^{\top}-\omega^{2} \varepsilon \mu \boldsymbol{A} \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x}-\frac{1}{\mu_{0}}\left\langle\Lambda \gamma_{D} \boldsymbol{A}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial B_{R}}-\frac{1}{\mu_{0}}\left\langle J_{\left.\boldsymbol{A}^{i} \boldsymbol{\nu}-\Lambda \gamma_{D} \boldsymbol{A}^{i}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial B_{R}}}\right. \\
=-\frac{\mathrm{i} \omega}{\mu_{0}}(\boldsymbol{\operatorname { g r a d }}(\varepsilon \mu) \varphi, \boldsymbol{V})+\left(\frac{1}{\mu_{0}}-\frac{1}{\mu_{1}}\right) \int_{D}\left(\mu_{1} \boldsymbol{H} \cdot \mathbf{c u r l} \boldsymbol{V}+\mathrm{i} \omega \mu_{1} \varepsilon_{1} \boldsymbol{E} \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x}
\end{array}
$$

The first term on the right hand side is treated as above:

$$
(\boldsymbol{g r a d}(\varepsilon \mu) \varphi, \boldsymbol{V})=\left\langle[\varepsilon \mu]_{\partial D} \gamma_{D} \varphi, \boldsymbol{V}_{\nu}\right\rangle_{\partial D}
$$

Using the potentials, divergence theorem and gauge condition, we rewrite the second integral as

$$
\begin{aligned}
& \int_{D}\left(\mu_{1} \boldsymbol{H} \cdot \operatorname{curl} \boldsymbol{V}+\mathrm{i} \omega \mu_{1} \varepsilon_{1} \boldsymbol{E} \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x} \\
& \quad=\int_{D}\left(\operatorname{curl} \boldsymbol{A} \cdot \operatorname{curl} \boldsymbol{V}-\omega^{2} \varepsilon_{1} \mu_{1} \boldsymbol{A} \cdot \boldsymbol{V}-\mathrm{i} \omega \varepsilon_{1} \mu_{1} \operatorname{grad} \varphi \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x} \\
& =\int_{D}\left(\operatorname{curl} \boldsymbol{A} \cdot \mathbf{c u r l} \boldsymbol{V}+\operatorname{div} \boldsymbol{A} \operatorname{div} \boldsymbol{V}-\omega^{2} \varepsilon_{1} \mu_{1} \boldsymbol{A} \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x}-\left\langle\mathrm{i} \omega \varepsilon_{1} \mu_{1} \gamma_{D}^{-} \varphi, \boldsymbol{\nu} \cdot \boldsymbol{V}\right\rangle_{\partial D}
\end{aligned}
$$

The theorem now follows by adding (8) and (9), using the last three equations and Lemma A.1.

## 3 A system of integral equations

In this section, we will assume that (14) holds and additionally, that $\mu=\mu_{0}=\mu_{1}$. In principle, a similar analysis can be carried out for the magnetic case, however the non-magnetic case is more important for practical applications while its analysis is simpler.
For the materials under consideration, the problem from Theorem 2.4 may be formulated as follows: both $\varphi$ and $\boldsymbol{A}$ satisfy the Helmholtz equation in $D$ with wavenumber $k_{1}=\sqrt{\mu_{0} \varepsilon_{1}} \omega$, and in $\mathbb{R}^{3} \backslash \bar{D}$ with wavenumber $k_{0}=\sqrt{\mu_{0} \varepsilon_{0}} \omega$, respectively. The potentials of the scattered fields $\varphi-\varphi^{i}, \boldsymbol{A}-\boldsymbol{A}^{i}$ satisfy the Sommerfeld radiation condition and the following interface conditions hold on $\partial D$ :

$$
\begin{gather*}
{\left[\gamma_{D} \varphi\right]_{\partial D}=0, \quad\left[\gamma_{D} \boldsymbol{A}\right]_{\partial D}=0,}  \tag{18}\\
{\left[\varepsilon\left(\mathrm{i} \omega \boldsymbol{A}_{\boldsymbol{\nu}}-\frac{\partial \varphi}{\partial \boldsymbol{\nu}}\right)\right]_{\partial D}=0,}  \tag{19}\\
{\left[\mathrm{i} \omega \mu_{0} \varepsilon \gamma_{D} \varphi \boldsymbol{\nu}-J_{\boldsymbol{A}} \boldsymbol{\nu}\right]_{\partial D}=0 .} \tag{20}
\end{gather*}
$$

Here, (18) is obtained from $H^{1}$ regularity across $\partial D$. The conditions (19) and (20) are obtained from (15) - (17) and applications of the divergence theorem.

The fundamental solutions of the Helmholtz equation for the materials under consideration are

$$
\Phi^{(j)}(\boldsymbol{x}, \boldsymbol{y})=\frac{1}{4 \pi} \frac{\mathrm{e}^{\mathrm{i} k_{j}|\boldsymbol{x}-\boldsymbol{y}|}}{|\boldsymbol{x}-\boldsymbol{y}|}, \quad \boldsymbol{x} \neq \boldsymbol{y}, \quad j=0,1 .
$$

The corresponding single layer potentials on $\partial D$ are

$$
\mathrm{SL}^{(j)} \zeta(\boldsymbol{x})=\int_{\partial D} \Phi^{(j)}(\boldsymbol{x}, \boldsymbol{y}) \zeta(\boldsymbol{x}) \mathrm{d} s(\boldsymbol{y}), \quad \boldsymbol{x} \in \mathbb{R}^{3} \backslash \partial D,
$$

for smooth enough $\zeta$ such that the integral exists. However, by density arguments, the definition of the single layer potentials extends to more general densities [21], and will use these both with scalar densities in $H^{-1 / 2}(\partial D)$ and vectorial densities in $H^{-1 / 2}\left(\partial D, \mathbb{C}^{3}\right)$. They represent solutions to the corresponding Helmholtz equations in $D$ and $\mathbb{R}^{3} \backslash \bar{D}$, respectively, and satisfy the Sommerfeld radiation condition. The corresponding boundary operators are

$$
S^{(j)} \zeta=\gamma_{D} \mathrm{SL}^{(j)} \zeta, \quad \tilde{D}^{(j)} \zeta=\frac{1}{2}\left\{\frac{\partial \mathrm{SL}^{(j)} \zeta}{\partial \boldsymbol{\nu}}\right\}_{\partial D}
$$

on $\partial D$, and from the jump relations we have

$$
\left.\frac{\partial \mathrm{SL}^{(j)} \zeta}{\partial \boldsymbol{\nu}}\right|^{ \pm}=\mp \frac{\zeta}{2}+\tilde{D}^{(j)} \zeta \quad \text { on } \partial D
$$

From (18) - (20), we immediately obtain the following equivalent formulation of the boundary value problem for the potentials as a system of integral equations.

Theorem 3.1 Let $\phi^{(j)} \in H^{-1 / 2}(\partial D), \boldsymbol{\psi}^{(j)} \in H^{-1 / 2}\left(\partial D, \mathbb{C}^{3}\right), j=0,1$ and set

$$
\begin{aligned}
& \varphi(\boldsymbol{x})= \begin{cases}\mathrm{SL}^{(0)} \phi^{(0)}(\boldsymbol{x})+\varphi^{i}(\boldsymbol{x}), & \boldsymbol{x} \in \mathbb{R}^{3} \backslash \bar{D}, \\
\mathrm{SL}^{(1)} \phi^{(1)}(\boldsymbol{x}), & \boldsymbol{x} \in D,\end{cases} \\
& \boldsymbol{A}(\boldsymbol{x})= \begin{cases}\mathrm{SL}^{(0)} \boldsymbol{\psi}^{(0)}(\boldsymbol{x})+\boldsymbol{A}^{i}(x), & \boldsymbol{x} \in \mathbb{R}^{3} \backslash \bar{D}, \\
\mathrm{SL}^{(1)} \boldsymbol{\psi}^{(1)}(\boldsymbol{x}), & \boldsymbol{x} \in D .\end{cases}
\end{aligned}
$$

Then $\varphi, \boldsymbol{A}$ are solutions to the problem (15) if and only if $\phi^{(j)}, \boldsymbol{\psi}^{(j)}$ are solutions to the system of integral equations

$$
\begin{align*}
S^{(0)} \phi^{(0)}-S^{(1)} \phi^{(1)} & =f_{1} \\
S^{(0)} \boldsymbol{\psi}^{(0)}-S^{(1)} \boldsymbol{\psi}^{(1)} & =\boldsymbol{f}_{2} \\
\frac{1}{2}\left(\varepsilon_{0} \phi^{(0)}+\varepsilon_{1} \phi^{(1)}\right)-\varepsilon_{0} \tilde{D}^{(0)} \phi^{(0)}+\varepsilon_{1} \tilde{D}^{(1)} \phi^{(1)}+\mathrm{i} \omega \boldsymbol{\nu} \cdot\left(\varepsilon_{0} S^{(0)} \boldsymbol{\psi}^{(0)}-\varepsilon_{1} S^{(1)} \boldsymbol{\psi}^{(1)}\right) & =f_{3}  \tag{21}\\
\frac{1}{2}\left(\boldsymbol{\psi}^{(0)}+\boldsymbol{\psi}^{(1)}\right)-\tilde{D}^{(0)} \boldsymbol{\psi}^{(0)}+\tilde{D}^{(1)} \boldsymbol{\psi}^{(1)}+\mathrm{i} \omega \mu_{0} \boldsymbol{\nu}\left(\varepsilon_{0} S^{(0)} \phi^{(0)}-\varepsilon_{1} S^{(1)} \phi^{(1)}\right) & =\boldsymbol{f}_{4}
\end{align*}
$$

on $\partial D$, where

$$
\begin{array}{ll}
f_{1}=-\gamma_{D} \varphi^{i}, & \boldsymbol{f}_{2}=-\gamma_{D} \boldsymbol{A}^{i} \\
f_{3}=\varepsilon_{0}\left(\frac{\partial \varphi^{i}}{\partial \boldsymbol{\nu}}-\mathrm{i} \omega \boldsymbol{A}_{\boldsymbol{\nu}}^{i}\right), & \boldsymbol{f}_{4}=J_{\boldsymbol{A}^{i} \boldsymbol{\nu}}-\mathrm{i} \omega \mu_{0} \varepsilon_{0} \varphi^{i} \boldsymbol{\nu}
\end{array}
$$

Theorem 3.2 Suppose that $k_{j}^{2}$ is not a Dirichlet eigenvalue of $-\Delta$ in $D, j=0$, 1 . Then the system of integral equations (21) has at most one solution.

Proof: Let $\phi^{(0)}, \phi^{(1)}, \boldsymbol{\psi}^{(0)}, \boldsymbol{\psi}^{(1)}$ denote a solution to $(21)$ for $\varphi^{i}=0, \boldsymbol{A}^{i}=0$. Let $\varphi$ and $\boldsymbol{A}$ be defined as in Theorem 3.1. Then these functions are solutions to the transmission problem for vanishing incident fields and hence by uniqueness of this problem, vanish themselves. Thus we have

$$
S^{(j)} \phi^{(j)}=0, \quad S^{(j)} \boldsymbol{\psi}^{(j)}=0, \quad j=0,1
$$

By the assumptions, $S^{(j)}: H^{-1 / 2}(\partial D) \rightarrow H^{1 / 2}(\partial D)$ is an isomorphism [21, Theorem 7.6], hence the assertion follows.

Under the conditions of Theorem 3.2, it is also possible to obtain explicit expressions for the solution of (21). This requires to introduce some auxiliary operators and establish their bijectivity. As $S^{(0)}$ and $S^{(1)}$ are isomorphisms, we can define

$$
K^{(j)}=\left(-\frac{1}{2}+\tilde{D}^{(j)}\right)\left(S^{(j)}\right)^{-1}, \quad j=0,1, \quad L=K^{(0)}-K^{(1)}
$$

Lemma 3.3 Under the assumptions of Theorem 3.2, the operator $L: H^{1 / 2}(\partial D) \rightarrow H^{-1 / 2}(\partial D)$ is invertible.

Proof: Given $\zeta \in H^{1 / 2}(\partial D)$, consider the problems

$$
\begin{array}{cc}
\Delta w+k_{0}^{2} w=0 \text { in } \mathbb{R}^{3} \backslash \bar{D}, & \Delta w+k_{1}^{2} w=0 \text { in } D \\
\gamma_{D}^{+} w=\zeta \text { on } \partial D, & \gamma_{D}^{-} w=\zeta \text { on } \partial D \\
w \text { satisfies the SRC. } &
\end{array}
$$

$L$ maps $\zeta$ onto the jump in the normal derivative of $w$ across $\partial D, L \zeta=[\partial w / \partial \boldsymbol{\nu}]_{\partial D}$. Note that $w$ is the solution of a transmission problem with vanishing jump of the Dirichlet trace. This is a special case of the problem treated in [25]. Theorem 4.5 in [25] states that for every prescribed jump of the Neumann trace there exists a unique solution $w$, i.e. $L$ is bijective.

From the second equation in (21), we obtain

$$
\begin{aligned}
& \left(-\frac{1}{2}+\tilde{D}^{(0)}\right) \boldsymbol{\psi}^{(0)}=K^{(0)}\left(S^{(1)} \boldsymbol{\psi}^{(1)}+\boldsymbol{f}_{2}\right) \\
& \left(\frac{1}{2}+\tilde{D}^{(1)}\right) \boldsymbol{\psi}^{(1)}=K^{(1)}\left(S^{(0)} \boldsymbol{\psi}^{(0)}-\boldsymbol{f}_{2}\right)
\end{aligned}
$$

Subtracting these expressions from the fourth equation in (21), respectively, gives the equations

$$
\begin{align*}
& -L S^{(1)} \boldsymbol{\psi}^{(1)}+\mathrm{i} \omega \mu_{0} \boldsymbol{\nu}\left(\varepsilon_{0} S^{(0)} \phi^{(0)}-\varepsilon_{1} S^{(1)} \phi^{(1)}\right)=\boldsymbol{f}_{4}+K^{(0)} \boldsymbol{f}_{2}  \tag{22}\\
& -L S^{(0)} \boldsymbol{\psi}^{(0)}+\mathrm{i} \omega \mu_{0} \boldsymbol{\nu}\left(\varepsilon_{0} S^{(0)} \phi^{(0)}-\varepsilon_{1} S^{(1)} \phi^{(1)}\right)=\boldsymbol{f}_{4}+K^{(1)} \boldsymbol{f}_{2}
\end{align*}
$$

Hence

$$
\begin{aligned}
& L\left(\varepsilon_{0} S^{(0)} \boldsymbol{\psi}^{(0)}-\varepsilon_{1} S^{(1)} \boldsymbol{\psi}^{(1)}\right)=\mathrm{i} \omega \mu_{0}\left(\varepsilon_{0}-\varepsilon_{1}\right)\left(\varepsilon_{0} \boldsymbol{\nu} S^{(0)} \phi^{(0)}-\varepsilon_{1} \boldsymbol{\nu} S^{(1)} \phi^{(1)}\right) \\
&-\left(\varepsilon_{0}-\varepsilon_{1}\right) \boldsymbol{f}_{4}-\left(\varepsilon_{0} K^{(1)}-\varepsilon_{1} K^{(0)}\right) \boldsymbol{f}_{2}
\end{aligned}
$$

Applying $i \omega \boldsymbol{\nu} \cdot L^{-1}$ to this equation, we can insert into the third equation in (21) to obtain

$$
\begin{align*}
-\varepsilon_{0}\left(K^{(0)}+\omega^{2} \mu_{0}\left(\varepsilon_{0}-\varepsilon_{1}\right) \boldsymbol{\nu} \cdot L^{-1} \boldsymbol{\nu}\right) & S^{(0)} \phi^{(0)}+\varepsilon_{1}\left(K^{(1)}+\omega^{2} \mu_{0}\left(\varepsilon_{0}-\varepsilon_{1}\right) \boldsymbol{\nu} \cdot L^{-1} \boldsymbol{\nu}\right) S^{(1)} \phi^{(1)} \\
& =f_{3}+\mathrm{i} \omega \boldsymbol{\nu} \cdot L^{-1}\left[\left(\varepsilon_{0}-\varepsilon_{1}\right) \boldsymbol{f}_{4}+\left(\varepsilon_{0} K^{(1)}-\varepsilon_{1} K^{(0)}\right) \boldsymbol{f}_{2}\right] \tag{23}
\end{align*}
$$

We now introduce another operator $M: H^{1 / 2}(\partial D) \rightarrow H^{-1 / 2}(\partial D)$ by setting

$$
M \zeta=\varepsilon_{1} K^{(1)} \zeta-\varepsilon_{0} K^{(0)} \zeta-\omega^{2} \mu_{0}\left(\varepsilon_{0}-\varepsilon_{1}\right)^{2} \boldsymbol{\nu} \cdot L^{-1}(\boldsymbol{\nu} \zeta), \quad \zeta \in H^{1 / 2}(\partial D)
$$

Combining the first equation in (21) with (23) finally gives the expressions for $\phi^{(0)}, \phi^{(1)}$,

$$
\begin{align*}
& M S^{(0)} \phi^{(0)}=f_{3}+\varepsilon_{1} K^{(1)} f_{1}+\mathrm{i} \omega \boldsymbol{\nu} \cdot L^{-1}\left[\left(\varepsilon_{0}-\varepsilon_{1}\right)\left(\boldsymbol{f}_{4}-\mathrm{i} \omega \mu_{0} \varepsilon_{1} \boldsymbol{\nu} f_{1}\right)+\left(\varepsilon_{0} K^{(1)}-\varepsilon_{1} K^{(0)}\right) \boldsymbol{f}_{2}\right]  \tag{24}\\
& M S^{(1)} \phi^{(1)}=f_{3}+\varepsilon_{0} K^{(0)} f_{1}+\mathrm{i} \omega \boldsymbol{\nu} \cdot L^{-1}\left[\left(\varepsilon_{0}-\varepsilon_{1}\right)\left(\boldsymbol{f}_{4}-\mathrm{i} \omega \mu_{0} \varepsilon_{1} \boldsymbol{\nu} f_{1}\right)+\left(\varepsilon_{0} K^{(1)}-\varepsilon_{1} K^{(0)}\right) \boldsymbol{f}_{2}\right]
\end{align*}
$$

The following Lemma now ensures solvability of the system of integral equations (21).

Lemma 3.4 Under the assumptions of Theorem 3.2, the operator $M: H^{1 / 2}(\partial D) \rightarrow H^{-1 / 2}(\partial D)$ is invertible. Thus, the system of integral equations (21) has exactly one solution for every right hand side.

Proof: First consider $\tilde{L}=\varepsilon_{1} K^{(1)}-\varepsilon_{0} K^{(0)}$. This operator can be interpreted as $L$ in the proof of Lemma 3.3, but with the Neumann traces of $w$ multiplied by weight factors $\varepsilon_{0}$ and $\varepsilon_{1}$, respectively. Analogous arguments as in that proof show that $\tilde{L}$ is invertible.
For $\zeta \in H^{1 / 2}(\partial D)$, multiplication with $\boldsymbol{\nu} \in L^{\infty}\left(\partial D, \mathbb{R}^{3}\right)$ yields $\boldsymbol{\nu} \zeta \in L^{2}\left(\partial D, \mathbb{C}^{3}\right)$. As $L^{-1}$ is bounded from $H^{-1 / 2}(\partial D)$ to $H^{1 / 2}(\partial D)$ and the imbedding of $L^{2}(\partial D)$ into $H^{-1 / 2}(\partial D)$ is compact, it follows that $M-\tilde{L}$ is compact, and hence $M$ is Fredholm with index 0 .
In the arguments above, we have shown that the system (21) is equivalent to (23) and (24). Suppose that $M$ is not injective. Then, for a homogeneous right hand side, (24) has a non-trivial solution
pair $\left(\phi^{(0)}, \phi^{(1)}\right)$ and using (23) we obtain a corresponding non-trivial solution of (21). This is a contradiction to Theorem 3.2.

Let us note a possible extension of this approach: If one replaces the ansatz for the solution in Theorem 3.1 by a version combining single and double layer potentials in the spirit of Brakhage/Werner,

$$
\begin{aligned}
& \varphi(\boldsymbol{x})= \begin{cases}\left(\mathrm{DL}^{(0)}-\mathrm{i} \mathrm{SL}^{(0)}\right) \phi^{(0)}(\boldsymbol{x})+\varphi^{i}(\boldsymbol{x}), & \boldsymbol{x} \in \mathbb{R}^{3} \backslash \bar{D}, \\
\left(\mathrm{DL}^{(1)}-\mathrm{i} \mathrm{SL}^{(1)}\right) \phi^{(1)}(\boldsymbol{x}), & \boldsymbol{x} \in D,\end{cases} \\
& \boldsymbol{A}(\boldsymbol{x})= \begin{cases}\left(\mathrm{DL}^{(0)}-\mathrm{i} \mathrm{SL}^{(0)}\right) \boldsymbol{\psi}^{(0)}(\boldsymbol{x})+\boldsymbol{A}^{i}(x), & \boldsymbol{x} \in \mathbb{R}^{3} \backslash \bar{D}, \\
\left(\mathrm{DL}^{(1)}-\mathrm{iSL}^{(1)}\right) \boldsymbol{\psi}^{(1)}(\boldsymbol{x}), & \boldsymbol{x} \in D\end{cases}
\end{aligned}
$$

one may dispense with the conditions on the wave numbers in Theorem 3.2. The corresponding combined operators are always invertible, and the rest of the solution procedure will not change. However, the resulting system will be more complicated to implement in that it contains doublelayer and hypersingular boundary operators.

## 4 Domain derivatives

In this section we will investigate the Fréchet derivative of the scattered field with respect to perturbations of the boundary of the domain $D$. We will make the same assumptions about the material constants as in section 3. It is then known that the derivative $\boldsymbol{E}^{\prime}$ of the scattered electric field exists and that it can be characterized by a solution of a boundary value problem which is essentially (5) but with a more complicated transmission condition [18]. We will report these results in more detail below and then prove a similar results for derivatives of $\boldsymbol{A}^{s}$ and $\varphi^{s}$. Finally, we will investigate the relation between these derivatives and $\boldsymbol{E}^{\prime}$.

Let us clarify how we describe perturbations of $D$ and of the corresponding solutions of the scattering problems. Consider first a diffeomorphism $\boldsymbol{\eta}: B_{R} \rightarrow B_{R}$ and the transformation of a scalar function $v$ defined on $B_{R}, \widetilde{v}=v \circ \boldsymbol{\eta}$. Then we have

$$
(\operatorname{grad} v) \circ \boldsymbol{\eta}=J_{\boldsymbol{\eta}}^{-\top} \operatorname{grad} \widetilde{v} .
$$

This transformation is also applied to vector solutions of Helmholtz equations. A vector field $\boldsymbol{U}$ that solves the Maxwell system, needs to be transformed as $\widehat{\boldsymbol{U}}=J_{\boldsymbol{\eta}}^{\top} \boldsymbol{U} \circ \boldsymbol{\eta}$ in order to preserve the property of being an element of $H\left(\operatorname{curl}, B_{R}\right)$. It then follows (see [22, section 3.9]) that

$$
(\operatorname{curl} \boldsymbol{U}) \circ \boldsymbol{\eta}=\frac{1}{\operatorname{det} J_{\boldsymbol{\eta}}} J_{\boldsymbol{\eta}} \operatorname{curl} \widehat{\boldsymbol{U}}
$$

Introduce $\boldsymbol{h} \in C_{0}^{1}\left(\overline{B_{R}}, \mathbb{R}^{3}\right)$ with $\|\boldsymbol{h}\|_{1, \infty}$ sufficiently small such that the transformation $\boldsymbol{\eta}(\boldsymbol{x})=$ $\boldsymbol{x}+\boldsymbol{h}(\boldsymbol{x})$ is a diffeomorphism. Then we obtain the perturbed scatterer

$$
D_{\boldsymbol{h}}=\{\boldsymbol{\eta}(\boldsymbol{x}): \boldsymbol{x} \in D\}
$$

with boundary $\partial D_{\boldsymbol{h}}=\{\boldsymbol{\eta}(\boldsymbol{x}): \boldsymbol{x} \in \partial D\}$.
Below, we will always denote by $\boldsymbol{E}$ the solution of (5) for the unperturbed scatterer $D$ and by $\boldsymbol{H}$ the corresponding magnetic field. We will denote the solution of the variational equation (5) with $D$ replaced by $D_{\boldsymbol{h}}$ as $\boldsymbol{E}_{h}$. The main idea to derive an expression for the Fréchet derivative of the scattered field as pursued in [18] is to consider the difference of $\boldsymbol{E}$ and $\widehat{\boldsymbol{E}_{\boldsymbol{h}}}=J_{\boldsymbol{\eta}}^{\top} \boldsymbol{E}_{\boldsymbol{h}} \circ \boldsymbol{\eta}$. The following theorem sums up the main results from [18]:

Theorem 4.1 There exists a vector field $\boldsymbol{W} \in H\left(\mathbf{c u r l}, B_{R}\right)$, called the material derivative, such that

$$
\lim _{\|\boldsymbol{h}\|_{1, \infty} \rightarrow 0} \frac{1}{\|\boldsymbol{h}\|_{1, \infty}}\left\|\widehat{\boldsymbol{E}_{\boldsymbol{h}}}-\boldsymbol{E}-\boldsymbol{W}\right\|_{H\left(\operatorname{curl}, B_{R}\right)}=0
$$

The map $\boldsymbol{h} \mapsto \boldsymbol{W}$ is linear and bounded from $C^{1}\left(\overline{B_{R}}, \mathbb{R}^{3}\right)$ to $H\left(\mathbf{c u r l}, B_{R}\right)$.
Moreover, if $D$ is of class $C^{1}$ (and thus $\left.\boldsymbol{E}\right|_{D} \in H^{1}\left(D, \mathbb{C}^{3}\right),\left.\boldsymbol{E}\right|_{B_{R} \backslash \bar{D}} \in H^{1}\left(B_{R} \backslash \bar{D}, \mathbb{C}^{3}\right)$ ), defining the domain derivative $\boldsymbol{E}^{\prime}=\boldsymbol{W}-J_{\boldsymbol{h}}^{\top} \boldsymbol{E}-J_{\boldsymbol{E}} \boldsymbol{h}$, we have $\left.\boldsymbol{E}^{\prime}\right|_{D} \in H(\mathbf{c u r l}, D),\left.\boldsymbol{E}^{\prime}\right|_{B_{R} \backslash \bar{D}} \in H\left(\mathbf{c u r l}, B_{R} \backslash \bar{D}\right)$, and $\boldsymbol{E}^{\prime}$ is the unique radiating weak solution to the transmission problem

$$
\begin{align*}
\operatorname{curl}^{2} \boldsymbol{E}^{\prime} & -\omega^{2} \varepsilon \mu \boldsymbol{E}^{\prime}=0 \quad \text { in } D \text { and in } \mathbb{R}^{3} \backslash \bar{D}  \tag{25}\\
{\left[\gamma_{t} \boldsymbol{E}^{\prime}\right]_{\partial D} } & =\left[\mathbf{G r a d}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{E}_{\boldsymbol{\nu}}\right) \times \boldsymbol{\nu}\right]_{\partial D}  \tag{26}\\
{\left[\gamma_{t} \boldsymbol{H}^{\prime}\right]_{\partial D} } & =\left[\operatorname{Grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{H}_{\boldsymbol{\nu}}\right) \times \boldsymbol{\nu}\right]_{\partial D}+\mathrm{i} \omega[\varepsilon]_{\partial D} \boldsymbol{h}_{\boldsymbol{\nu}}\left(\boldsymbol{\nu} \times \gamma_{t} \boldsymbol{E}\right) . \tag{27}
\end{align*}
$$

A similar representation can be found for domain derivatives of $\varphi$ and $\boldsymbol{A}$, which we present next with detailed calculations collected in the appendix. Consider the variational problem (15) with $D$ replaced by $D_{\boldsymbol{h}}$ and corresponding solution $\left(\boldsymbol{A}_{\boldsymbol{h}}, \varphi_{\boldsymbol{h}}\right)$. Applying the transformation $\boldsymbol{\eta}$, we obtain the variational equation

$$
\begin{equation*}
a_{\boldsymbol{h}}\left(\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}}{\widetilde{\varphi_{\boldsymbol{h}}}},\binom{\boldsymbol{V}}{v}\right)=\ell\left(\binom{\boldsymbol{V}}{v}\right) \quad \text { for all }\binom{\boldsymbol{V}}{v} \in H^{1}\left(B_{R}, \mathbb{C}^{3}\right) \times H^{1}\left(B_{R}\right) \tag{28}
\end{equation*}
$$

with the variational form $a_{\boldsymbol{h}}$ defined as

$$
\begin{align*}
& a_{\boldsymbol{h}}( \left.\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}}{\varphi_{\boldsymbol{h}}},\binom{\boldsymbol{V}}{v}\right)=\int_{B_{R}} \varepsilon\left(\boldsymbol{\operatorname { g r a d }}{\widetilde{\varphi_{\boldsymbol{h}}}}^{\top} J_{\boldsymbol{\eta}}^{-1} J_{\boldsymbol{\eta}}^{-\top} \operatorname{grad} v-\omega^{2} \mu_{0} \varepsilon \widetilde{\varphi_{\boldsymbol{h}}} v\right) \operatorname{det}\left(J_{\boldsymbol{\eta}}\right) \mathrm{d} \boldsymbol{x} \\
&+\int_{B_{R}}\left(\frac{1}{\mu_{0}} \operatorname{tr}\left(J_{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}} J_{\boldsymbol{\eta}}^{-1} J_{\boldsymbol{\eta}}^{-\top} J_{\boldsymbol{V}}^{\top}\right)-\omega^{2} \varepsilon \widetilde{\boldsymbol{A}_{\boldsymbol{h}}} \cdot \boldsymbol{V}\right) \operatorname{det}\left(J_{\boldsymbol{\eta}}\right) \mathrm{d} \boldsymbol{x} \\
& \quad+\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \gamma_{D} \widetilde{\varphi_{\boldsymbol{h}}}, \boldsymbol{\nu} \cdot J_{\boldsymbol{\eta}}^{-1} \boldsymbol{V} \operatorname{det}\left(J_{\boldsymbol{\eta}}\right)\right\rangle_{\partial D}+\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \boldsymbol{\nu} \cdot J_{\boldsymbol{\eta}}^{-1} \widetilde{\boldsymbol{A}_{\boldsymbol{h}}}, \gamma_{D} v \operatorname{det}\left(J_{\boldsymbol{\eta}}\right)\right\rangle_{\partial D} \\
& \quad-\varepsilon_{0}\left\langle\Lambda \gamma_{D} \widetilde{\varphi}, \gamma_{D} v\right\rangle_{\partial B_{R}}-\frac{1}{\mu_{0}}\left\langle\Lambda \gamma_{D} \widetilde{\boldsymbol{A}}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial B_{R}} \tag{29}
\end{align*}
$$

Analysing the difference between (15) and (28) leads to the definition of a corresponding material derivative and the following result. As the steps of the proof are analogous to the corresponding result for an acoustic tranmsission problem, we omit the proofs of the this and the next result here but present them in the appendix for completeness.

Theorem 4.2 Let $\boldsymbol{A}, \varphi, \widetilde{\boldsymbol{A}_{\boldsymbol{h}}}$ and $\varphi_{\boldsymbol{h}}$ as above and let the material derivative $\left(\boldsymbol{A}_{W}, \varphi_{W}\right)$ be defined as the solution of

$$
\begin{equation*}
a\left(\binom{\boldsymbol{A}_{W}}{\varphi_{W}},\binom{\boldsymbol{V}}{v}\right)=\ell_{W}\left(\binom{\boldsymbol{V}}{v}\right) \quad \text { for all }\binom{\boldsymbol{V}}{v} \in H^{1}\left(B_{R}, \mathbb{C}^{3}\right) \times H^{1}\left(B_{R}\right) \tag{30}
\end{equation*}
$$

where

$$
\begin{aligned}
\ell_{W} & \left(\binom{\boldsymbol{V}}{v}\right)=\int_{B_{R}} \varepsilon\left(\operatorname{grad} \varphi^{\top}\left(J_{\boldsymbol{h}}+J_{\boldsymbol{h}}^{\top}-\operatorname{div}(\boldsymbol{h}) I\right) \operatorname{grad} v+\omega^{2} \mu_{0} \varepsilon \operatorname{div}(\boldsymbol{h}) \varphi v\right) \mathrm{d} \boldsymbol{x} \\
& +\int_{B_{R}}\left(\frac{1}{\mu_{0}} \operatorname{tr}\left(J_{\boldsymbol{A}}\left(J_{\boldsymbol{h}}+J_{\boldsymbol{h}}^{\top}-\operatorname{div}(\boldsymbol{h}) I\right) J_{\boldsymbol{V}}^{\top}\right)+\omega^{2} \varepsilon \operatorname{div}(\boldsymbol{h}) \boldsymbol{A} \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x} \\
& -\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \gamma_{D} \varphi, \boldsymbol{\nu}^{\top}\left(\operatorname{div}(\boldsymbol{h}) I-J_{\boldsymbol{h}}\right) \boldsymbol{V}\right\rangle_{\partial D}-\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \boldsymbol{\nu}^{\top}\left(\operatorname{div}(\boldsymbol{h}) I-J_{\boldsymbol{h}}\right) \boldsymbol{A}, \gamma_{D} v\right\rangle_{\partial D} .
\end{aligned}
$$

Then

$$
\frac{1}{\|h\|_{1, \infty}}\left\|\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}}{\widetilde{\varphi_{\boldsymbol{h}}}}-\binom{\boldsymbol{A}}{\varphi}-\binom{\boldsymbol{A}_{W}}{\varphi_{W}}\right\|_{H^{1}} \rightarrow 0
$$

as $h \rightarrow 0$ in $C^{1}\left(\overline{B_{R}}, \mathbb{R}^{3}\right)$.
Proof: See appendix C.
In order to numerically compute the domain derivative, a characterization as in Theorem 4.1 is desirable. As is usual with such result, stronger regularity assumptions are required for the domain. Formally, we consider the Taylor expansion with respect to $\boldsymbol{h}$, which motivates the definition of the domain derivative $\left(\boldsymbol{A}^{\prime}, \varphi^{\prime}\right)$ by $\boldsymbol{A}^{\prime}=\boldsymbol{A}_{W}-J_{\boldsymbol{A}} \boldsymbol{h}$, and $\varphi^{\prime}=\varphi_{W}-\boldsymbol{\operatorname { g r a d }} \varphi \cdot \boldsymbol{h}$, respectively.

Theorem 4.3 Let $D$ be of class $C^{1,1}$. Then there holds $\boldsymbol{A}^{\prime} \in L^{2}\left(B_{R}, \mathbb{C}^{3}\right)$ with $\left.\boldsymbol{A}^{\prime}\right|_{D} \in H^{1}\left(D, \mathbb{C}^{3}\right)$ and $\left.\boldsymbol{A}^{\prime}\right|_{B_{R} \backslash \bar{D}} \in H^{1}\left(B_{r} \backslash \bar{D}, \mathbb{C}^{3}\right)$ and $\varphi^{\prime} \in L^{2}\left(B_{R}\right)$ with $\left.\varphi^{\prime}\right|_{D} \in H^{1}(D)$ and $\left.\varphi^{\prime}\right|_{B_{R} \backslash \bar{D}} \in H^{1}\left(B_{R} \backslash \bar{D}\right)$ can be extended to radiating weak solutions of the transmission problem

$$
\begin{align*}
& \left.\begin{array}{r}
\Delta \boldsymbol{A}^{\prime}+\omega^{2} \mu_{0} \varepsilon \boldsymbol{A}^{\prime}=0, \\
\Delta \varphi^{\prime}+\omega^{2} \mu_{0} \varepsilon \varphi^{\prime}=0
\end{array}\right\} \quad \text { in } \mathbb{R}^{3} \backslash \partial D,  \tag{31}\\
& {\left[\gamma_{D} \boldsymbol{A}^{\prime}\right]_{\partial D}=-\boldsymbol{h}_{\boldsymbol{\nu}}\left[J_{\boldsymbol{A}} \boldsymbol{\nu}\right]_{\partial D},}  \tag{32}\\
& {\left[\gamma_{D} \varphi^{\prime}\right]_{\partial D}=-\boldsymbol{h}_{\nu}\left[\frac{\partial \varphi}{\partial \boldsymbol{\nu}}\right]_{\partial D}}  \tag{33}\\
& {\left[\varepsilon\left(\mathrm{i} \omega \boldsymbol{A}_{\boldsymbol{\nu}}^{\prime}-\frac{\partial \varphi^{\prime}}{\partial \boldsymbol{\nu}}\right)\right]_{\partial D}=\left[\mathrm{i} \omega \varepsilon\left(\boldsymbol{A}_{\boldsymbol{\tau}} \cdot \operatorname{Grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}}\right)-\boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{div}\left(A_{\boldsymbol{\nu}} \boldsymbol{\nu}\right)\right)\right.} \\
& \left.-\varepsilon \operatorname{Div}\left(\boldsymbol{h}_{\nu} \operatorname{Grad} \varphi\right)-\varepsilon^{2} \omega^{2} \mu_{0} \boldsymbol{h}_{\nu} \varphi\right]_{\partial D},  \tag{34}\\
& {\left[\mathrm{i} \omega \mu_{0} \varepsilon \gamma_{D} \varphi^{\prime} \boldsymbol{\nu}-J_{\boldsymbol{A}^{\prime}}\right]_{\partial D}=\left[\mathrm{i} \omega \mu_{0} \varepsilon\left(\varphi \operatorname{Grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}}\right)-\boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{div}(\varphi \boldsymbol{\nu}) \boldsymbol{\nu}\right)-\omega^{2} \mu_{0} \varepsilon \boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{A}\right]_{\partial D} .} \tag{35}
\end{align*}
$$

Proof: The proof is given in appendix C.

Remark 4.4 Note that the above transmission problem exactly corresponds to (15), but with a different right hand side. This becomes more obvious when comparing the interface conditions with (18) - (20).

Having established characterizations for both the domain derivatives of $\boldsymbol{E}^{s}$ and of $\varphi^{s}, \boldsymbol{A}^{s}$, it remains to establish how these are connected.

Theorem 4.5 Let $\varphi^{\prime}$, $\boldsymbol{A}^{\prime}$ denote the domain derivatives of $\varphi^{s}$ and $\boldsymbol{A}^{s}$ and hence the radiating solutions of (31)-(35). Let

$$
\boldsymbol{E}^{\prime}=\mathrm{i} \omega \boldsymbol{A}^{\prime}-\operatorname{grad} \varphi^{\prime}, \quad \boldsymbol{H}^{\prime}=\frac{1}{\mu_{0}} \operatorname{curl} \boldsymbol{A}^{\prime} .
$$

Then $\boldsymbol{E}^{\prime}, \boldsymbol{H}^{\prime}$ is a solution of the transmission problem from Theorem 4.1 and

$$
\operatorname{div} \boldsymbol{A}^{\prime}-\mathrm{i} \omega \varepsilon \mu_{0} \varphi^{\prime}=0
$$

holds.

Proof: We remark that in this proof we omit the Dirichlet trace operator throughout to simplify notation. We will also employ the splitting of vector fields into tangential and normal components as described in Appendix B.
We first prove that $\boldsymbol{E}^{\prime}, \boldsymbol{H}^{\prime}$ satisfy the transmission condition (27). With the definition of $\boldsymbol{H}^{\prime}$ and the tangential component of (35) we have

$$
\begin{aligned}
{\left[\boldsymbol{\nu} \times \boldsymbol{H}^{\prime}\right]_{\partial D} } & =\frac{1}{\mu_{0}}\left[\boldsymbol{\nu} \times \mathbf{c u r l} \boldsymbol{A}^{\prime}\right]_{\partial D}=\frac{1}{\mu_{0}}\left[\left(\left(J_{\boldsymbol{A}^{\prime}}^{\top}-J_{\boldsymbol{A}^{\prime}}\right) \boldsymbol{\nu}\right)_{\boldsymbol{\tau}}\right]_{\partial D} \\
& =\frac{1}{\mu_{0}}\left[\left(J_{\boldsymbol{A}^{\prime}}^{\top} \boldsymbol{\nu}\right)_{\boldsymbol{\tau}}\right]_{\partial D}+\frac{1}{\mu_{0}}\left[\mathrm{i} \omega \mu_{0} \varepsilon \varphi \operatorname{Grad} \boldsymbol{h}_{\boldsymbol{\nu}}-\omega^{2} \mu_{0} \varepsilon \boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{A}_{\boldsymbol{\tau}}\right]_{\partial D} \\
& =\frac{1}{\mu_{0}}\left[\left(J_{\boldsymbol{A}^{\prime \prime}}^{\top} \boldsymbol{\nu}\right)_{\boldsymbol{\tau}}\right]_{\partial D}+\left[\mathrm{i} \omega \varepsilon \boldsymbol{h}_{\boldsymbol{\nu}}\left(-\mathbf{G r a d} \varphi+\mathrm{i} \omega \boldsymbol{A}_{\boldsymbol{\tau}}\right)\right]_{\partial D}+\left[\mathrm{i} \omega \varepsilon \mathbf{G r a d}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \varphi\right)\right]_{\partial D} \\
& =\frac{1}{\mu_{0}}\left[\left(\left(J_{\boldsymbol{A}^{\prime}}^{\top \boldsymbol{\nu}}\right)_{\boldsymbol{\tau}}\right]_{\partial D}+\mathrm{i} \omega[\varepsilon]_{\partial D} \boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{E}_{\boldsymbol{\tau}}+\left[\mathrm{i} \omega \varepsilon \boldsymbol{\operatorname { G r a d }}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \varphi\right)\right]_{\partial D}\right.
\end{aligned}
$$

in the sense of traces in $H^{-\frac{1}{2}}(\partial D)$. Furthermore, from (32) and (20), as well as properties of $J_{\boldsymbol{\nu}}$ from Appendix B,

$$
\begin{aligned}
{\left[\left(\left(J_{\boldsymbol{A}^{\prime}}^{\top}\right)_{\boldsymbol{\tau}}\right]_{\partial D}\right.} & =\left[\boldsymbol{\nu} \times\left(J_{\boldsymbol{A}^{\prime}}^{\top} \times \boldsymbol{\nu}\right)\right]_{\partial D}=\left[\boldsymbol{\nu} \times\left(\left(\operatorname{grad}\left(\boldsymbol{A}^{\prime} \cdot \boldsymbol{\nu}\right)-J_{\boldsymbol{\nu}}^{\top} \boldsymbol{A}^{\prime}\right) \times \boldsymbol{\nu}\right)\right]_{\partial D} \\
& =\left[\boldsymbol{\operatorname { G r a d }}\left(\boldsymbol{A}^{\prime} \cdot \boldsymbol{\nu}\right)\right]_{\partial D}+\left[\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{\nu} \times\left(J_{\boldsymbol{\nu}}^{\top}\left(J_{\boldsymbol{A}} \boldsymbol{\nu}\right) \times \boldsymbol{\nu}\right)\right]_{\partial D} \\
& =\left[\boldsymbol{\operatorname { G r a d } ( \boldsymbol { A } ^ { \prime } \cdot \boldsymbol { \nu } ) ] _ { \partial D } + [ \mathrm { i } \omega \mu _ { 0 } \varepsilon \boldsymbol { h } _ { \boldsymbol { \nu } } \varphi \boldsymbol { \nu } \times ( J _ { \boldsymbol { \nu } } ^ { \top } \boldsymbol { \nu } \times \boldsymbol { \nu } ) ] _ { \partial D }}\right. \\
& =\left[\boldsymbol{\operatorname { G r a d } ( \boldsymbol { A } ^ { \prime } \cdot \boldsymbol { \nu } ) ] _ { \partial D }}\right.
\end{aligned}
$$

Using the normal component of (32) and the transmission condition (20), we conclude

$$
\begin{aligned}
\frac{1}{\mu_{0}}\left[\left(\left(J_{\boldsymbol{A}^{\prime}}^{\top}\right)_{\boldsymbol{\tau}}\right]_{\partial D}+\left[\mathrm{i} \omega \varepsilon \operatorname{Grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \varphi\right)\right]_{\partial D}=\frac{1}{\mu_{0}}\right. & {\left[\boldsymbol{\operatorname { r a d }}\left(\boldsymbol{A}^{\prime} \cdot \boldsymbol{\nu}+\mathrm{i} \omega \varepsilon \mu_{0} \boldsymbol{h}_{\boldsymbol{\nu}} \varphi\right)\right]_{\partial D} } \\
& =\frac{1}{\mu_{0}}\left[\boldsymbol{\operatorname { r a d }}\left(-\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{\nu}^{\top} J_{A} \boldsymbol{\nu}+\mathrm{i} \omega \varepsilon \mu_{0} \boldsymbol{h}_{\boldsymbol{\nu}} \varphi\right)\right]_{\partial D}=0
\end{aligned}
$$

Thus, together with

$$
\begin{aligned}
{\left[\boldsymbol{\nu} \times \operatorname{Grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{H}_{\boldsymbol{\nu}}\right)\right]_{\partial D} } & =-\frac{1}{\mu_{0}}\left[\boldsymbol{\nu} \times \operatorname{Grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{curl}(\boldsymbol{A}) \cdot \boldsymbol{\nu}\right]_{\partial D}\right. \\
& =-\frac{1}{\mu_{0}}\left[\boldsymbol{\nu} \times \operatorname{Grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{Div}(\boldsymbol{\nu} \times \boldsymbol{A})\right)\right]_{\partial D}=0
\end{aligned}
$$

we conclude the second transmission condition in Theorem 4.1.
In a second step, we show that the Gauge condition holds if $\boldsymbol{A}^{\prime}, \varphi^{\prime}$ satisfy (31)-(35). Define

$$
w^{\prime}=\operatorname{div} \boldsymbol{A}^{\prime}-\mathrm{i} \omega \mu_{0} \varepsilon \varphi^{\prime}
$$

From the Helmholtz equation we obtain grad div $\boldsymbol{A}^{\prime}-\operatorname{curl}^{2} \boldsymbol{A}^{\prime}=\Delta \boldsymbol{A}^{\prime} \in H^{1}\left(B_{R} \backslash \partial D\right)$. Thus, we obtain the Helmholtz equation

$$
\Delta w^{\prime}=\operatorname{div}\left(\operatorname{grad} \operatorname{div} \boldsymbol{A}^{\prime}\right)-\mathrm{i} \omega^{3} \varepsilon^{2} \mu_{0}^{2} \varphi^{\prime}=-\omega^{2} \mu_{0} \varepsilon\left(\operatorname{div} \boldsymbol{A}^{\prime}-\mathrm{i} \omega \varepsilon \mu_{0} \varphi^{\prime}\right)=-\omega^{2} \mu_{0} \varepsilon w^{\prime}
$$

in $L^{2}(D)$ and in $L^{2}\left(B_{R} \backslash \bar{D}\right)$. Additionally, $w^{\prime}$ is uniquely extendable satisfying the Sommerfeld radiation condition.

We use (37) to obtain from (32) and the normal component of (34)

$$
\begin{aligned}
& {\left[\operatorname{div} \boldsymbol{A}^{\prime}\right]_{\partial D}=\left[\mathrm{i} \omega \mu_{0} \varepsilon \varphi^{\prime}+\mathrm{i} \omega \mu_{0} \varepsilon \boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{div}(\varphi \boldsymbol{\nu})+\omega^{2} \mu_{0} \varepsilon \boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{A}_{\boldsymbol{\nu}}\right]_{\partial D} } \\
&-\left[\operatorname{Div}\left(\boldsymbol{h}_{\boldsymbol{\nu}}\left(J_{\boldsymbol{A}} \boldsymbol{\nu}\right)_{\tau}\right)\right]_{\partial D}-2 \kappa\left[\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{\nu}^{\top} J_{\boldsymbol{A}} \boldsymbol{\nu}\right]_{\partial D}
\end{aligned}
$$

As $\boldsymbol{A} \in H^{1}\left(B_{R}, \mathbb{C}^{3}\right)$, tangential components and their derivatives do not jump across $\partial D$. Hence $\left[\operatorname{Div}\left(\boldsymbol{h}_{\boldsymbol{\nu}}\left(J_{\boldsymbol{A}} \boldsymbol{\nu}\right)_{\boldsymbol{\tau}}\right)\right]_{\partial D}=0$. From the identity $2 \kappa=\operatorname{div} \boldsymbol{\nu}$ and (19), we obtain

$$
\left[\operatorname{div} \boldsymbol{A}^{\prime}\right]_{\partial D}=\left[\mathrm{i} \omega \mu_{0} \varepsilon \varphi^{\prime}\right]_{\partial D}+2 \kappa \boldsymbol{h}_{\boldsymbol{\nu}}\left[\mathrm{i} \omega \mu_{0} \varepsilon \varphi-\boldsymbol{\nu}^{\top} J_{\boldsymbol{A}} \boldsymbol{\nu}\right]_{\partial D}
$$

Hence, the Dirichlet traces of $w^{\prime}$ are in $H^{\frac{1}{2}}(\partial D)$, and (20) implies that they do not jump across $\partial D$. In particular, we conclude $w^{\prime} \in H^{1}\left(B_{R}\right)$.
Furthermore, since $\Delta w^{\prime} \in L^{2}(D)$ and $\Delta w^{\prime} \in L^{2}\left(B_{R} \backslash \bar{D}\right)$, exterior and interior Neumann traces of $w^{\prime}$, and in particular of $\operatorname{div} \boldsymbol{A}^{\prime}$ exist on $\partial D$. Thus, in the trace space $H^{-\frac{1}{2}}(\partial D)$ we obtain from the transmission condition (34)

$$
\begin{aligned}
{\left[\boldsymbol{\nu} \cdot \operatorname{grad} w^{\prime}\right]_{\partial D}=} & {\left[\boldsymbol{\nu} \cdot \operatorname{grad} \operatorname{div} \boldsymbol{A}^{\prime}+\omega^{2} \varepsilon \mu_{0} \boldsymbol{\nu} \cdot \boldsymbol{A}^{\prime}-\omega^{2} \mu_{0} \varepsilon\left(\boldsymbol{A}_{\boldsymbol{\tau}} \cdot \operatorname{Grad} \boldsymbol{h}_{\boldsymbol{\nu}}\right)\right]_{\partial D} } \\
& +\left[\omega^{2} \mu_{0} \varepsilon \boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{div}\left(\boldsymbol{A}_{\boldsymbol{\nu}} \boldsymbol{\nu}\right)-\mathrm{i} \omega \mu_{0} \varepsilon \operatorname{Div}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{Grad} \varphi\right)-\mathrm{i} \omega^{3} \mu_{0}^{2} \varepsilon^{2} \boldsymbol{h}_{\boldsymbol{\nu}} \varphi\right]_{\partial D}
\end{aligned}
$$

It holds

$$
\boldsymbol{\nu} \cdot\left(\operatorname{grad} \operatorname{div} \boldsymbol{A}^{\prime}+\omega^{2} \varepsilon \mu_{0} \boldsymbol{A}^{\prime}\right)=\boldsymbol{\nu} \cdot \operatorname{curl}^{2} \boldsymbol{A}^{\prime}=-\operatorname{Div}\left(\boldsymbol{\nu} \times \operatorname{curl} \boldsymbol{A}^{\prime}\right)=-\mu_{0} \operatorname{Div}\left(\boldsymbol{\nu} \times \boldsymbol{H}^{\prime}\right)
$$

We now use the second transmission condition in Theorem 4.1, which has already been established above, and observe $\operatorname{Div}(\boldsymbol{\nu} \times \operatorname{Grad} f)=0$ for any scalar function $f$. Hence

$$
\begin{aligned}
{\left[\boldsymbol{\nu} \cdot \boldsymbol{\operatorname { g r a d }} w^{\prime}\right]_{\partial D}=} & {\left[-\operatorname{Div}\left(\mathrm{i} \omega \mu_{0} \varepsilon \boldsymbol{h}_{\boldsymbol{\nu}}\left(\mathrm{i} \omega \boldsymbol{A}_{\boldsymbol{\tau}}-\operatorname{Grad} \varphi\right)\right)\right]_{\partial D}-\left[\omega^{2} \mu_{0} \varepsilon\left(\boldsymbol{A}_{\boldsymbol{\tau}} \cdot \operatorname{Grad} \boldsymbol{h}_{\boldsymbol{\nu}}\right)\right]_{\partial D} } \\
& +\left[\omega^{2} \mu_{0} \varepsilon \boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{div}\left(\boldsymbol{A}_{\boldsymbol{\nu}} \boldsymbol{\nu}\right)-\mathrm{i} \omega \mu_{0} \varepsilon \operatorname{Div}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{\operatorname { G r a d } \varphi} \varphi\right)-\mathrm{i} \omega^{3} \mu_{0}^{2} \varepsilon^{2} \boldsymbol{h}_{\boldsymbol{\nu}} \varphi\right]_{\partial D} \\
= & {\left[\omega^{2} \mu_{0} \varepsilon\left(\operatorname{Div}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{A}_{\boldsymbol{\tau}}\right)-\left(\boldsymbol{A}_{\boldsymbol{\tau}} \cdot \boldsymbol{\operatorname { G r a d }} \boldsymbol{h}_{\boldsymbol{\nu}}\right)+\boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{div}\left(\boldsymbol{A}_{\boldsymbol{\nu}} \boldsymbol{\nu}\right)\right)\right]_{\partial D}-\left[\mathrm{i} \omega^{3} \mu_{0}^{2} \varepsilon^{2} \boldsymbol{h}_{\boldsymbol{\nu}} \varphi\right]_{\partial D} }
\end{aligned}
$$

We further compute

$$
\operatorname{Div}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{A}_{\boldsymbol{\tau}}\right)-\left(\boldsymbol{A}_{\boldsymbol{\tau}} \cdot \operatorname{Grad} \boldsymbol{h}_{\boldsymbol{\nu}}\right)=\boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{Div} \boldsymbol{A}_{\boldsymbol{\tau}}=\boldsymbol{h}_{\boldsymbol{\nu}}\left(\operatorname{div} \boldsymbol{A}_{\boldsymbol{\tau}}-\boldsymbol{\nu}^{\top} J_{\boldsymbol{A}_{\boldsymbol{\tau}}} \boldsymbol{\nu}\right)=\boldsymbol{h}_{\boldsymbol{\nu}} \operatorname{div} \boldsymbol{A}_{\boldsymbol{\tau}}
$$

as

$$
\left.0=\operatorname{grad}\left(\boldsymbol{A}_{\boldsymbol{\tau}} \cdot \boldsymbol{\nu}\right)\right)^{\top} \boldsymbol{\nu}=\boldsymbol{\nu}^{\top} J_{\boldsymbol{A}_{\tau}} \boldsymbol{\nu}+\boldsymbol{A}_{\boldsymbol{\tau}}^{\top} J_{\boldsymbol{\nu}}^{\top} \boldsymbol{\nu}=\boldsymbol{\nu}^{\top} J_{\boldsymbol{A}_{\tau}} \boldsymbol{\nu}
$$

We have already established in the proof of Theorem 2.3 that $w=\operatorname{div} \boldsymbol{A}-\mathrm{i} \omega \varepsilon \mu_{0} \varphi=0$ in $H^{2}(U)$ for any open subset $U \subseteq B_{R}$ and thus has vanishing exterior and interior trace on $\partial D$. We conclude

$$
\left[\boldsymbol{\nu} \cdot \boldsymbol{\operatorname { g r a d }} w^{\prime}\right]_{\partial D}=\omega^{2} \mu_{0}\left[\varepsilon \boldsymbol{h}_{\boldsymbol{\nu}}\left(\operatorname{div}\left(\boldsymbol{A}_{\boldsymbol{\tau}}+\boldsymbol{A}_{\boldsymbol{\nu}} \boldsymbol{\nu}\right)-\mathrm{i} \omega \mu_{0} \varepsilon \varphi\right)\right]_{\partial D}=0
$$

Thus, we have established that also the Neumann trace of $w^{\prime}$ does not jump across $\partial D$. Collecting all results, we see that $w^{\prime}$ is a radiating solution of a homogeneous transmission problem for the Helmholtz equation, and by uniqueness $w^{\prime}$ vanishes.
We now show that $\boldsymbol{E}^{\prime}, \boldsymbol{H}^{\prime}$ are solutions to the Maxwell system. Immediately from the definition of both functions, we have

$$
\operatorname{curl} \boldsymbol{E}^{\prime}=\mathrm{i} \omega \operatorname{curl} \boldsymbol{A}^{\prime}=\mathrm{i} \omega \mu_{0} \boldsymbol{H}^{\prime}
$$

From the Gauge condition established in the second step, we conclude

$$
\begin{aligned}
\operatorname{curl} \boldsymbol{H}^{\prime} & =\frac{1}{\mu_{0}} \operatorname{curl}^{2} \boldsymbol{A}^{\prime}=\frac{1}{\mu_{0}}(\operatorname{grad} \operatorname{div}-\Delta) \boldsymbol{A}^{\prime}=\frac{1}{\mu_{0}}\left(\operatorname{grad}\left(\mathrm{i} \omega \mu_{0} \varepsilon \varphi^{\prime}\right)-\Delta \boldsymbol{A}^{\prime}\right) \\
& =\mathrm{i} \omega \varepsilon \operatorname{grad} \varphi^{\prime}+\omega^{2} \varepsilon \boldsymbol{A}^{\prime}=\mathrm{i} \omega \varepsilon\left(\operatorname{grad} \varphi^{\prime}-\mathrm{i} \omega \boldsymbol{A}^{\prime}\right)=-\mathrm{i} \omega \varepsilon \boldsymbol{E}^{\prime}
\end{aligned}
$$

It remains to prove the transmission condition (26). From (32) and (33), we find that

$$
\begin{aligned}
{\left[\boldsymbol{\nu} \times \boldsymbol{E}^{\prime}\right]_{\partial D} } & =\left[\boldsymbol{\nu} \times\left(\mathrm{i} \omega \boldsymbol{A}^{\prime}-\operatorname{grad} \varphi^{\prime}\right)\right]_{\partial D}=-\mathrm{i} \omega\left[\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{\nu} \times J_{\boldsymbol{A}} \boldsymbol{\nu}\right]_{\partial D}-\left[\boldsymbol{\nu} \times \operatorname{Grad} \varphi^{\prime}\right]_{\partial D} \\
& =-\mathrm{i} \omega \boldsymbol{h}_{\boldsymbol{\nu}}\left[\boldsymbol{\nu} \times J_{\boldsymbol{A}} \boldsymbol{\nu}\right]_{\partial D}+\left[\boldsymbol{\nu} \times \operatorname{Grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{\nu} \cdot \operatorname{grad} \varphi\right)\right]_{\partial D}
\end{aligned}
$$

With

$$
\begin{aligned}
\boldsymbol{\nu} \times \operatorname{grad}(\boldsymbol{A} \cdot \boldsymbol{\nu})=\boldsymbol{\nu} \times\left(J_{\boldsymbol{A}}^{\top} \boldsymbol{\nu}+J_{\boldsymbol{\nu}}^{\top} \boldsymbol{A}\right)=\boldsymbol{\nu} \times\left(J_{\boldsymbol{A}}^{\top}\right. & \left.-J_{\boldsymbol{A}}\right) \boldsymbol{\nu}+\boldsymbol{\nu} \times J_{\boldsymbol{A}} \boldsymbol{\nu}+\boldsymbol{\nu} \times J_{\boldsymbol{\nu}}^{\top} \boldsymbol{A} \\
& =-\boldsymbol{\nu} \times(\operatorname{curl} \boldsymbol{A} \times \boldsymbol{\nu})+\boldsymbol{\nu} \times J_{\boldsymbol{A}} \boldsymbol{\nu}+\boldsymbol{\nu} \times J_{\boldsymbol{\nu}}^{\top} \boldsymbol{A}
\end{aligned}
$$

we have, as $[\boldsymbol{A}]_{\partial D}=0$ and $[\boldsymbol{\nu} \times H]_{\partial D}=0$,

$$
\begin{aligned}
\boldsymbol{h}_{\boldsymbol{\nu}}\left[\boldsymbol{\nu} \times J_{\boldsymbol{A}} \boldsymbol{\nu}\right]_{\partial D} & =\boldsymbol{h}_{\boldsymbol{\nu}}\left[\boldsymbol{\nu} \times \operatorname{grad}(\boldsymbol{A} \cdot \boldsymbol{\nu})+\boldsymbol{\nu} \times(\operatorname{curl} \boldsymbol{A} \times \boldsymbol{\nu})-\boldsymbol{\nu} \times J_{\boldsymbol{\nu}}^{\top} \boldsymbol{A}\right]_{\partial D} \\
& =\left[\boldsymbol{\nu} \times \operatorname{grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{A} \cdot \boldsymbol{\nu}\right)-\boldsymbol{\nu} \times \boldsymbol{A}_{\boldsymbol{\nu}} \operatorname{grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}}\right)+\mu_{0} \boldsymbol{\nu} \times(\boldsymbol{H} \times \boldsymbol{\nu})-\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{\nu} \times J_{\boldsymbol{\nu}}^{\top} \boldsymbol{A}\right]_{\partial D} \\
& =\left[\boldsymbol{\nu} \times \operatorname{Grad}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{A}_{\boldsymbol{\nu}}\right)\right]_{\partial D} .
\end{aligned}
$$

Thus, we conclude the first transmission condition,

$$
\left[\boldsymbol{\nu} \times \boldsymbol{E}^{\prime}\right]_{\partial D}=-\boldsymbol{\nu} \times\left[\boldsymbol{\operatorname { G r a d }}\left(\boldsymbol{h}_{\boldsymbol{\nu}}(\mathrm{i} \omega \boldsymbol{A}-\operatorname{grad} \varphi) \cdot \boldsymbol{\nu}\right)\right]_{\partial D}=-\boldsymbol{\nu} \times\left[\boldsymbol{\operatorname { G r a d }}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \boldsymbol{E}_{\boldsymbol{\nu}}\right)\right]_{\partial D}
$$

## Acknowledgements

Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) - Project-ID 258734477 - SFB 1173.

## References

[1] C. Amrouche, C. Bernardi, M. Dauge, and V. Girault. Vector potentials in three-dimensional nonsmooth domains. Math. Meth. Appl. Sci., 21:823-864, 1998. URL: https://doi.org/10.1002/(SICI) 1099-1476(199806) 21 :9\%3C823: : AID-MMA976\%3E3.0.CO;2-B.
[2] T. Arens, R. Griesmaier, and M. Knöller. Maximizing the electromagnetic chirality of thin dielectric tubes. SIAM J. Appl. Math., 81(5):1979-2006, sep 2021. doi:10.1137/21M1393509.
[3] T. Arens, F. Hagemann, F. Hettlich, and A. Kirsch. The definition and measurement of electromagnetic chirality. Math. Meth. Appl. Sci., 41(2):559-572, 2018. URL: https://doi.org/10.1002/mma. 4628.
[4] A. Buffa, M. Costabel, and D. Sheen. On traces for $H$ (curl, $\Omega$ ) in Lipschitz domains. J. Math. Anal. Appl., 276:845-867, 2001. URL: https://doi.org/10.1016/S0022-247X (02) 00455-9.
[5] Y. Capdeboscq, R. Griesmaier, and M. Knöller. An asymptotic representation formula for scattering by thin tubular structures and an application in inverse scattering. Multiscale Model. Simul., 19(2):846-885, may 2021. doi:10.1137/20M1369907.
[6] F. G. de Abajo and A. Howie. Retarded field calculation of electron energy loss in inhomogeneous dielectrics. Phys. Rev. B, 65:115418, 2002. URL: https://journals.aps.org/prb/abstract/10.1103/ PhysRevB.65.115418.
[7] C. L. Epstein and L. Greengard. Debye sources and the numerical solution of the time harmonic maxwell equations. Communications on Pure and Applied Mathematics, 63(4):413-463, 2010. URL: https:// onlinelibrary.wiley.com/doi/abs/10.1002/cpa.20313, doi:10.1002/cpa. 20313.
[8] C. L. Epstein, L. Greengard, and M. O'Neil. Debye sources and the numerical solution of the time harmonic maxwell equations ii. Communications on Pure and Applied Mathematics, 66(5):753-789, 2013. URL: https://onlinelibrary.wiley.com/doi/abs/10.1002/cpa.21420, doi:10.1002/cpa.21420.
[9] C. L. Epstein, L. Greengard, and M. O'Neil. A high-order wideband direct solver for electromagnetic scattering from bodies of revolution. Journal of Computational Physics, 387:205-229, June 2019. doi: 10.1016/j.jcp.2019.02.041.
[10] I. Fernandez-Corbaton, M. Fruhnert, and C. Rockstuhl. Objects of maximum electromagnetic chirality. Phys. Rev. X, 6(3):031013, 2016. doi:10.1103/PhysRevX.6.031013.
[11] I. Fernandez-Corbaton, R. Griesmaier, M. Knöller, and C. Rockstuhl. Maximizing the electromagnetic chirality of thin metallic nanowires at optical frequencies. to appear in J. Comput. Phys. URL: https: //www.waves.kit.edu/downloads/CRC1173_Preprint_2022-34.pdf, doi:10.5445/IR/1000149970.
[12] M. Ganesh, S. Hawkins, C. Jeznach, and D. Volkov. A well-posed surface currents and charges system for electromagnetism in dielectric media. Journal of Integral Equations and Applications, 32(1), Mar. 2020. doi:10.1216/jie.2020.32.1.
[13] M. Ganesh, S. Hawkins, and D. Volkov. An all-frequency weakly-singular surface integral equation for electromagnetism in dielectric media: Reformulation and well-posedness analysis. Journal of Mathematical Analysis and Applications, 412(1):277-300, Apr. 2014. doi:10.1016/j.jmaa.2013.10.059.
[14] F. Hagemann, T. Arens, T. Betcke, and F. Hettlich. Solving inverse electromagnetic scattering problems via domain derivatives. Inverse Problems, 35(8):084005, 20, jul 2019. doi:10.1088/1361-6420/ab10cb.
[15] F. P. Hagemann. Reconstructing the shape and measuring chirality of obstacles in electromagnetic scattering. PhD thesis, Karlsruhe Institute of Technology (KIT), Nov 2019. URL: https://doi.org/10. 5445/IR/1000100295.
[16] J. Helsing and A. Karlsson. An extended charge-current formulation of the electromagnetic transmission problem. SIAM Journal on Applied Mathematics, 80(2):951-976, Jan. 2020. doi:10.1137/19m1286803.
[17] J. Helsing and A. Rosén. Dirac integral equations for dielectric and plasmonic scattering. Integral Equations and Operator Theory, 93(5), Aug. 2021. doi:10.1007/s00020-021-02657-1.
[18] F. Hettlich. The domain derivative of time-harmonic electromagnetic waves at interfaces. Mathematical Methods in the Applied Sciences, 35(14):1681-1689, 2012. doi:https://doi.org/10.1002/mma. 2548.
[19] A. Kirsch and F. Hettlich. The mathematical theory of time-harmonic Maxwell's equations. expansion-, integral-, and variational methods. In Applied Mathematical Sciences, volume 190. Springer, Cham, 2015. doi:10.1007/978-3-319-11086-8.
[20] R. Kress. Linear integral equations. Applied mathematical sciences ; 82. Springer, New York, 3. ed. edition, 2014. URL: https://doi.org/10.1007/978-1-4614-9593-2.
[21] W. McLean. Strongly elliptic systems and boundary integral equations. Cambridge University Press, Cambridge, England, 2000.
[22] P. Monk. Finite element methods for Maxwell's equations. Numer. Math. Sci. Comput. Oxford: Oxford University Press, 2003. doi:10.1093/acprof:oso/9780198508885.001.0001.
[23] J.-C. Nédélec. Acoustic and Electromagnetic Equations, Integral Representations for Harmonic Problems. Springer New York, 2001. doi:10.1007/978-1-4757-4393-7.
[24] V. Vogelsang. On the strong unique continuation principle for inequalities of Maxwell type. Math. Ann., 289(2):285-295, 1991. doi:10.1007/BF01446572.
[25] T. von Petersdorff. Boundary integral equations for mixed Dirichlet, Neumann and transmission problems. Mathematical Methods in the Applied Sciences, 11(2):185-213, 1989. doi:https://doi.org/10.1002/ mma. 1670110203.

## A An integral identity

We make use of the following weak form of a well-known identity of differential operators.
Lemma A. 1 Let $D$ a bounded Lipschitz domain and $\boldsymbol{U}, \boldsymbol{V} \in H^{1}\left(D, \mathbb{C}^{3}\right)$ with $\Delta \boldsymbol{U} \in L^{2}\left(D, \mathbb{C}^{3}\right)$. Then

$$
\begin{aligned}
\int_{D}\left(J_{\boldsymbol{U}} J_{\boldsymbol{V}}^{\top}-\operatorname{curl} \boldsymbol{U} \cdot \operatorname{curl} \boldsymbol{V}\right. & -\operatorname{div} \boldsymbol{U} \operatorname{div} \boldsymbol{V}) \mathrm{d} \boldsymbol{x} \\
& =\sum_{j=1}^{3}\left\langle J_{\boldsymbol{U}} \boldsymbol{\nu}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial D}-\left\langle\gamma_{t} \operatorname{curl} \boldsymbol{U}, \gamma_{t} \boldsymbol{V}\right\rangle_{t, \partial D}-\left\langle\gamma_{D} \operatorname{div} \boldsymbol{U}, \boldsymbol{\nu} \cdot \boldsymbol{V}\right\rangle_{\partial D}
\end{aligned}
$$

Proof: The identity follows for smooth function from the identity $\operatorname{curl}^{2} \boldsymbol{U}=\operatorname{grad} \operatorname{div} \boldsymbol{U}-\Delta \boldsymbol{U}$ and applying partial integration formulas to the individual terms. The lemma then follows from a density argument.

## B Identities for surfaces

The analysis of domain derivatives relies on a number of identities for surface differential operators and smooth extensions of functions defined on these surfaces. Such results can be found for $C^{2}$ smooth surfaces in the literature [23]. However, for the analysis presented in section $4, C^{1,1}$ regular surfaces appear to be more natural and hence we will describe here, how the necessary results can be obtained in this case.
For a bounded domain $D \subseteq \mathbb{R}^{3}$ of class $C^{1,1}$, for any point $\boldsymbol{x}$ sufficiently close to $\partial D$, there exists a uniquely defined projection $p(\boldsymbol{x}) \in \partial D$ such that

$$
|\boldsymbol{x}-p(\boldsymbol{x})|=\min _{\boldsymbol{z} \in \partial D}|\boldsymbol{x}-\boldsymbol{z}|=d .
$$

The existence of such a minimizer follows from compactness of $\partial D$, and a variational argument establishes that for every minimizer $\boldsymbol{y}$ there holds $\boldsymbol{x}=\boldsymbol{y} \pm d \boldsymbol{\nu}(\boldsymbol{y})$. Now, uniqueness of the minimizer in a small enough neighborhood of $\partial D$ follows from Lipschitz continuity of $\boldsymbol{\nu}$.

Lemma B. 1 For every bounded domain of class $C^{1,1}$ the exterior unit normal can be Lipschitz continuously extended to a neighborhood $\mathcal{N}$ of $\partial D$. This extension is given by

$$
\boldsymbol{\nu}(\boldsymbol{x})= \pm \operatorname{grad}|\boldsymbol{x}-p(\boldsymbol{x})|, \quad \boldsymbol{x} \in \mathbb{R}^{3} \backslash \partial D,
$$

where the + sign is taken for points in the exterior of $\bar{D}$, the $-\operatorname{sign}$ in the interior of $D$. The extension satisfies $\operatorname{curl} \boldsymbol{\nu}=0$ and $J_{\nu} \boldsymbol{\nu}=0$. Also, $J_{\boldsymbol{\nu}}$ is symmetric.

Proof: With the remarks above, everything in the lemma can be established as in [23, Section 2.5] or [15].

The mean curvature of $\partial D$ can now be defined almost everywhere in $\mathcal{N}$ as $\kappa=(1 / 2) \operatorname{div} \boldsymbol{\nu}$. We also decompose a vector field $\boldsymbol{U}$ defined in $\mathcal{N}$ into its normal part $\boldsymbol{U}_{\boldsymbol{\nu}}$ and tangential part $\boldsymbol{U}_{\boldsymbol{\tau}}$,

$$
\boldsymbol{U}=\boldsymbol{U}_{\boldsymbol{\nu}} \boldsymbol{\nu}+\boldsymbol{U}_{\boldsymbol{\tau}}
$$

where $\boldsymbol{U}_{\boldsymbol{\nu}}=\boldsymbol{U} \cdot \boldsymbol{\nu}$. We may then establish the following relations for $\boldsymbol{U}, \boldsymbol{V} \in H^{1}\left(\mathcal{N}, \mathbb{C}^{3}\right)$ by straightforward calculations.

$$
\begin{align*}
\operatorname{Div}\left(\boldsymbol{U}_{\boldsymbol{\nu}} \boldsymbol{V}_{\boldsymbol{\tau}}\right) & =\boldsymbol{U}_{\boldsymbol{\nu}} \operatorname{Div}\left(\boldsymbol{V}_{\boldsymbol{\tau}}\right)+\operatorname{Grad}\left(\boldsymbol{V}_{\boldsymbol{\nu}}\right) \cdot \boldsymbol{U}_{\boldsymbol{\tau}}  \tag{36}\\
\operatorname{div}(\boldsymbol{U}) & =\operatorname{Div}\left(\boldsymbol{U}_{\boldsymbol{\tau}}\right)+2 \kappa \boldsymbol{U}_{\boldsymbol{\nu}}+\frac{\partial \boldsymbol{U}_{\boldsymbol{\nu}}}{\partial \boldsymbol{\nu}}  \tag{37}\\
\boldsymbol{\nu}^{\top} J_{\boldsymbol{U}} \boldsymbol{V} & =\boldsymbol{V}_{\boldsymbol{\tau}} \cdot \operatorname{Grad}\left(\boldsymbol{U}_{\boldsymbol{\nu}}\right)+\boldsymbol{V}_{\boldsymbol{\nu}} \frac{\partial \boldsymbol{U}_{\boldsymbol{\nu}}}{\partial \boldsymbol{\nu}}+\boldsymbol{V}_{\boldsymbol{\tau}}^{\top} J_{\boldsymbol{\nu}} \boldsymbol{U}_{\boldsymbol{\tau}}  \tag{38}\\
\operatorname{div}\left(U_{\boldsymbol{\nu}} \boldsymbol{\nu}\right) & =2 \kappa \boldsymbol{U}_{\boldsymbol{\nu}}+\frac{\partial \boldsymbol{U}_{\boldsymbol{\nu}}}{\partial \boldsymbol{\nu}} \tag{39}
\end{align*}
$$

## C The domain derivatives of $\varphi^{s}$ and $\boldsymbol{A}^{s}$

In this sections we will provide the proofs of Theorems 4.2 and 4.3. We start with some remarks concerning the transformation $\boldsymbol{\eta}$ from section 4 . The outwards directed normal vector $\boldsymbol{\nu}$ at $\boldsymbol{x} \in \partial D$ and the outwards directed normal vector $\boldsymbol{\nu}_{\boldsymbol{h}}$ at $\boldsymbol{\varphi}(\boldsymbol{x}) \in \partial D_{\boldsymbol{h}}$ are related by

$$
\widetilde{\nu_{h}}=\frac{J_{\eta}^{-\top} \boldsymbol{\nu}}{\left|J_{\eta}^{-\top} \boldsymbol{\nu}\right|}
$$

and we have

$$
\int_{\partial D_{\boldsymbol{h}}} \mathrm{d} s=\int_{\partial D} \operatorname{Det}\left(J_{\boldsymbol{\eta}}\right) \mathrm{d} s \quad \text { with } \quad \operatorname{Det}\left(J_{\boldsymbol{\eta}}\right)=\operatorname{det}\left(J_{\boldsymbol{\eta}}\right)\left|J_{\boldsymbol{\eta}}^{-\top} \boldsymbol{\nu}\right|
$$

see Lemma 3.17 and 3.18 in [15]. We will make frequent use of linearizations: from $J_{\boldsymbol{\eta}}=I+J_{\boldsymbol{h}}$, straightforward calculations show

$$
\begin{equation*}
J_{\boldsymbol{\eta}}^{-1}=I-J_{\boldsymbol{h}}+\mathrm{O}\left(\|\boldsymbol{h}\|_{C^{1}}^{2}\right) \quad \text { and } \quad \operatorname{det}\left(J_{\boldsymbol{\eta}}\right)=1+\operatorname{div}(\boldsymbol{h})+\mathrm{O}\left(\|\boldsymbol{h}\|_{C^{1}}^{2}\right) \tag{40}
\end{equation*}
$$

as $\boldsymbol{h} \rightarrow 0$ in $C^{1}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ (see e.g. [18]).
Let us also introduce the shorthand notation

$$
X=H^{1}\left(B_{R}, \mathbb{C}^{3}\right) \times H^{1}\left(B_{R}\right)
$$

for the Hilbert space underlying the variational equations, and its scalar product $\langle\cdot, \cdot\rangle_{X}$. There are bounded linear operators $\mathcal{A}, \mathcal{A}_{\boldsymbol{h}}: X \rightarrow X$ and $\mathcal{L} \in X$, such that

$$
a(x, y)=\langle\mathcal{A} x, y\rangle_{X}, \quad a_{\boldsymbol{h}}(x, y)=\left\langle\mathcal{A}_{\boldsymbol{h}} x, y\right\rangle_{X}, \quad x, y \in X
$$

and

$$
\ell(y)=\langle\mathcal{L}, y\rangle_{X}, \quad y \in X
$$

Then, (15) and (28) are equivalent to

$$
\begin{equation*}
\mathcal{A}\binom{A}{\varphi}=\mathcal{L}, \quad \mathcal{A}_{\boldsymbol{h}}\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}}{\widetilde{\varphi_{\boldsymbol{h}}}}=\mathcal{L} \tag{41}
\end{equation*}
$$

Lemma C. 1 The solutions of the equations (41) satisfy

$$
\left\|\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}}{\widetilde{\varphi_{\boldsymbol{h}}}}-\binom{\boldsymbol{A}}{\varphi}\right\|_{X} \leq C\|\boldsymbol{h}\|_{1, \infty}\|\mathcal{L}\|_{X}
$$

Proof: From (16) and (29), we obtain for any $x \in X$ by straightforward estimates that

$$
\begin{aligned}
\left\|\left(\mathcal{A}-\mathcal{A}_{\boldsymbol{h}}\right) x\right\|_{X}^{2}=\mid a(x,(\mathcal{A}- & \left.\left.\mathcal{A}_{\boldsymbol{h}}\right) x\right)-a_{\boldsymbol{h}}\left(x,\left(\mathcal{A}-\mathcal{A}_{\boldsymbol{h}}\right) x\right) \mid \leq C\left(\left\|I-J_{\boldsymbol{\eta}}^{-1} J_{\boldsymbol{\eta}}^{-\top} \operatorname{det}\left(J_{\boldsymbol{\eta}}\right)\right\|_{\infty}\right. \\
& \left.+\left\|1-\operatorname{det}\left(J_{\boldsymbol{\eta}}\right)\right\|_{\infty}+\left\|I-J_{\boldsymbol{\eta}}^{-1} \operatorname{det}\left(J_{\boldsymbol{\eta}}\right)\right\|_{\infty}\right)\left\|\left(\mathcal{A}-\mathcal{A}_{\boldsymbol{h}}\right) x\right\|_{X}\|x\|_{X}
\end{aligned}
$$

Applying (40), we conclude

$$
\left\|\left(\mathcal{A}-\mathcal{A}_{\boldsymbol{h}}\right) x\right\|_{X} \leq C\|\boldsymbol{h}\|_{1, \infty}\|x\|_{X}
$$

Since we know $\mathcal{A}$ to have a bounded inverse, we conclude by a perturbation argument $[20$, Theorem 10.1] that $\left\|\mathcal{A}^{-1}-\mathcal{A}_{\boldsymbol{h}}^{-1}\right\| \leq C\|\boldsymbol{h}\|_{1, \infty}$. Using (41) finishes the proof.

We are now in a position to prove the existence of the material derivatives.
Proof of Theorem 4.2: Denote by $\left(\boldsymbol{A}_{W}, \varphi_{w}\right)$ the solution of (30). We will show that

$$
\left\|\mathcal{A}\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}-\boldsymbol{A}-\boldsymbol{A}_{W}}{\widetilde{\varphi_{\boldsymbol{h}}}-\varphi-\varphi_{W}}\right\|_{X}=\mathrm{o}\left(\|\boldsymbol{h}\|_{1, \infty}\right), \quad\|\boldsymbol{h}\|_{1, \infty} \rightarrow 0
$$

From linearity and (41) we obtain

$$
\mathcal{A}\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}-\boldsymbol{A}-\boldsymbol{A}_{W}}{\widetilde{\varphi_{\boldsymbol{h}}}-\varphi-\varphi_{W}}=\mathcal{A}\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}}{\widetilde{\varphi_{\boldsymbol{h}}}}-\mathcal{A}_{\boldsymbol{h}}\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}}{\widetilde{\varphi_{\boldsymbol{h}}}}-\mathcal{A}\binom{\boldsymbol{A}_{W}}{\varphi_{W}}
$$

Starting from (15), (28) and (30), and adding and subtracting integrals in a convenient way, leads to

$$
\begin{aligned}
& a\left(\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}-\boldsymbol{A}-\boldsymbol{W}}{\varphi_{\boldsymbol{h}}},\binom{\boldsymbol{V}}{v}\right) \\
&= \int_{B_{R}} \varepsilon\left(\operatorname{grad} \widetilde{\varphi_{\boldsymbol{h}}}\right. \\
& \\
&\left.-\omega^{2} \mu_{0} \int_{B_{R}} \varepsilon^{2}\left(I-J_{\boldsymbol{\eta}}^{-1} J_{\boldsymbol{\eta}}^{-\top} \operatorname{det}\left(J_{\boldsymbol{\eta}}\right)-J_{\boldsymbol{h}}-J_{\boldsymbol{h}}^{\top}+\operatorname{div}(\boldsymbol{h}) I\right) \operatorname{grad} v\right) \mathrm{d} \boldsymbol{x} \\
&+\int_{B_{R}} \varepsilon \operatorname{grad}\left(\widetilde{\varphi_{\boldsymbol{h}}}-\varphi\right)^{\top}\left(J_{\boldsymbol{h}}+J_{\boldsymbol{h}}^{\top}-\operatorname{div}(\boldsymbol{h})\right) \widetilde{\varphi_{\boldsymbol{h}}} v \mathrm{~d} \boldsymbol{x}+\omega^{2} \mu_{0} \int_{B_{R}} \varepsilon^{2} \operatorname{div}(\boldsymbol{h})\left(\widetilde{\varphi_{\boldsymbol{h}}}-\varphi\right) v \mathrm{grad} v \operatorname{d} \boldsymbol{x} \\
&+\frac{1}{\mu_{0}} \sum_{j=1}^{3} \int_{B_{R}} \boldsymbol{\operatorname { g r a d }} \widetilde{\boldsymbol{A}_{\boldsymbol{h}, j}}{ }^{\top}\left(I-J_{\boldsymbol{\eta}}^{-1} J_{\boldsymbol{\eta}}^{-\top} \operatorname{det}\left(J_{\boldsymbol{\eta}}\right)-J_{\boldsymbol{h}}-J_{\boldsymbol{h}}^{\top}+\operatorname{div}(\boldsymbol{h}) I\right) \operatorname{grad} \boldsymbol{V}_{j} \mathrm{~d} \boldsymbol{x} \\
&-\omega^{2} \int_{B_{R}} \varepsilon\left(1-\operatorname{det}\left(J_{\boldsymbol{\eta}}\right)-1+\operatorname{div}(\boldsymbol{h})\right) \widetilde{\boldsymbol{A}_{\boldsymbol{h}}} \cdot \boldsymbol{V} \mathrm{d} \boldsymbol{x}+\omega^{2} \int_{B_{R}} \varepsilon\left(\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}-\boldsymbol{A}\right) \cdot \boldsymbol{V} \operatorname{div}(\boldsymbol{h}) \mathrm{d} \boldsymbol{x} \\
&+\frac{1}{\mu_{0}} \sum_{j=1}^{3} \int_{B_{R}} \operatorname{grad}\left(\widetilde{\boldsymbol{A}_{\boldsymbol{h}, j}}-\boldsymbol{A}_{j}\right)^{\top}\left(J_{\boldsymbol{h}}+J_{\boldsymbol{h}}^{\top}-\operatorname{div}(\boldsymbol{h}) I\right) \operatorname{grad} \boldsymbol{V}_{j} \mathrm{~d} \boldsymbol{x} \\
&+\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \gamma_{D} \widetilde{\varphi_{\boldsymbol{h}}}, \boldsymbol{\nu}^{\top}\left(I-J_{\boldsymbol{\eta}}^{-1} \operatorname{det}\left(J_{\boldsymbol{\eta}}\right)+\operatorname{div}(\boldsymbol{h}) I-J_{\boldsymbol{h}}\right) \boldsymbol{V}\right\rangle_{\partial D} \\
&-\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D}\left(\gamma_{D} \widetilde{\varphi_{\boldsymbol{h}}}-\gamma_{D} \varphi\right), \boldsymbol{\nu}^{\top}\left(\operatorname{div}(\boldsymbol{h}) I-J_{\boldsymbol{h}}\right) \boldsymbol{V}\right\rangle_{\partial D} \\
&+\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \boldsymbol{\nu}^{\top}\left(I-J_{\boldsymbol{\eta}}^{-1} \operatorname{det}\left(J_{\boldsymbol{\eta}}\right)+\operatorname{div}(h) I-J_{\boldsymbol{h}}\right) \widetilde{\boldsymbol{A}_{\boldsymbol{h}}}, \gamma_{D} v\right\rangle_{\partial D} \\
&-\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \boldsymbol{\nu}^{\top}\left(\operatorname{div}(\boldsymbol{h}) I-J_{\boldsymbol{h}}\right)\left(\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}-\boldsymbol{A}\right), \gamma_{D} v\right\rangle_{\partial D} \cdot
\end{aligned}
$$

Substituting the linearizations (40), we obtain for $\boldsymbol{h}$ sufficiently small

$$
\begin{aligned}
a\left(\binom{\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}-\boldsymbol{A}-\boldsymbol{A}_{W}}{\widetilde{\varphi_{\boldsymbol{h}}}-\varphi-\varphi_{w}},\binom{\boldsymbol{V}}{v}\right) \leqslant C & \left(\left\|\widetilde{\varphi_{\boldsymbol{h}}}\right\|_{H^{1}}\|v\|_{H^{1}}\|\boldsymbol{h}\|_{1, \infty}^{2}+\left\|\widetilde{\varphi_{\boldsymbol{h}}}-\varphi\right\|_{H^{1}}\|\boldsymbol{h}\|_{1, \infty}\right) \\
& +C\left(\left\|\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}\right\|_{H^{1}}\|\boldsymbol{V}\|_{H^{1}}\|\boldsymbol{h}\|_{1, \infty}^{2}+\left\|\widetilde{\boldsymbol{A}_{\boldsymbol{h}}}-\boldsymbol{A}\right\|_{H^{1}}\|\boldsymbol{V}\|_{H^{1}}\|\boldsymbol{h}\|_{1, \infty}\right)
\end{aligned}
$$

Now Lemma C. 1 implies the assertion.
Proof of Theorem 4.3: For a domain $D$ of class $C^{1,1}$, it follows from standard regularity results for elliptic PDEs [21, Theorem 4.18] that $\left.\boldsymbol{A}\right|_{D} \in H^{2}\left(D, \mathbb{C}^{3}\right),\left.\boldsymbol{A}\right|_{B_{R} \backslash \bar{D}} \in H^{2}\left(B_{R} \backslash \bar{D}, \mathbb{C}^{3}\right)$ and $\left.\varphi\right|_{D} \in H^{2}(D)$, $\left.\varphi\right|_{B_{R} \backslash \bar{D}} \in H^{2}\left(B_{R} \backslash \bar{D}\right)$. From the corresponding variational problems it follows that $\varphi, \varphi_{W}$, and the cartesian components of $\boldsymbol{A}, \boldsymbol{A}_{W}$ are weak solution of the Helmholtz equation in $D$ and radiating weak solutions in $\mathbb{R}^{3} \backslash \bar{D}$ as asserted. The Dirichlet transmission conditions for $\boldsymbol{A}^{\prime}, \varphi^{\prime}$ follow directly from the definition and from the fact that $\boldsymbol{A}, \boldsymbol{A}_{W} \in H^{1}\left(B_{R}, \mathbb{C}^{3}\right), \varphi, \varphi_{W} \in H^{1}\left(B_{R}\right)$. Thus it remains to show the two last transmission conditions.
By definition

$$
a\left(\binom{\boldsymbol{A}^{\prime}}{\varphi^{\prime}},\binom{\boldsymbol{V}}{v}\right)=a\left(\binom{\boldsymbol{A}_{W}}{\varphi_{W}},\binom{\boldsymbol{V}}{v}\right)-a\left(\binom{J_{\boldsymbol{A}} \boldsymbol{h}}{\boldsymbol{\operatorname { g r a d } \varphi \cdot \boldsymbol { h }}},\binom{\boldsymbol{V}}{v}\right)
$$

Note that $\boldsymbol{h}$ has compact support in $B_{R}$. Thus from (30) and the definition of $a$ (see Theorem 2.4), we obtain

$$
\begin{align*}
& a\left(\binom{\boldsymbol{A}^{\prime}}{\varphi^{\prime}},\binom{\boldsymbol{V}}{v}\right)=\int_{B_{R}} \varepsilon\left(\operatorname{grad} \varphi^{\top}\left(J_{\boldsymbol{h}}+J_{\boldsymbol{h}}^{\top}-\operatorname{div}(\boldsymbol{h}) I\right) \operatorname{grad} v+\omega^{2} \mu_{0} \varepsilon \operatorname{div}(\boldsymbol{h}) \varphi v\right) \mathrm{d} \boldsymbol{x} \\
&+\int_{B_{R}}\left(\frac{1}{\mu_{0}} \sum_{j=1}^{3} \operatorname{grad} \boldsymbol{A}_{j}^{\top}\left(J_{\boldsymbol{h}}+J_{\boldsymbol{h}}^{\top}-\operatorname{div}(\boldsymbol{h}) I\right) \operatorname{grad} \boldsymbol{V}_{j}+\omega^{2} \varepsilon \operatorname{div}(\boldsymbol{h}) \boldsymbol{A} \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x} \\
&-\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \gamma_{D} \varphi, \boldsymbol{\nu}^{\top}\left(\operatorname{div}(\boldsymbol{h}) I-J_{\boldsymbol{h}}\right) \boldsymbol{V}\right\rangle_{\partial D}-\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \boldsymbol{\nu}^{\top}\left(\operatorname{div}(\boldsymbol{h}) I-J_{\boldsymbol{h}}\right) \boldsymbol{A}, \gamma_{D} v\right\rangle_{\partial D} \\
&-\int_{B_{R}} \varepsilon\left(\operatorname{grad}(\operatorname{grad} \varphi \cdot \boldsymbol{h}) \cdot \operatorname{grad} v-\omega^{2} \varepsilon \mu_{0} \operatorname{grad} \varphi \cdot \boldsymbol{h} v\right) \mathrm{d} \boldsymbol{x} \\
&-\int_{B_{R}}\left(\frac{1}{\mu_{0}} \sum_{j=1}^{3} \operatorname{grad}\left(\operatorname{grad} \boldsymbol{A}_{j} \cdot \boldsymbol{h}\right) \cdot \operatorname{grad} \boldsymbol{V}_{j}-\omega^{2} \varepsilon J_{\boldsymbol{A}} \boldsymbol{h} \cdot \boldsymbol{V}\right) \mathrm{d} \boldsymbol{x} \\
& \quad-\mathrm{i} \omega\left\langle\left[\varepsilon \gamma_{D} \operatorname{grad} \varphi \cdot \boldsymbol{h}\right]_{\partial D}, \boldsymbol{\nu}^{\top} \boldsymbol{V}\right\rangle_{\partial D}-\mathrm{i} \omega\left\langle\left[\varepsilon \boldsymbol{\nu}^{\top} J_{\boldsymbol{A}} \boldsymbol{h}\right]_{\partial D}, \gamma_{D} v\right\rangle_{\partial D} . \tag{42}
\end{align*}
$$

From elementary calculations we have

$$
\begin{aligned}
& \operatorname{div}((\boldsymbol{h} \cdot \operatorname{grad} \varphi) \operatorname{grad} v+(\boldsymbol{h} \cdot \operatorname{grad} v) \operatorname{grad} \varphi-(\operatorname{grad} \varphi \cdot \operatorname{grad} v) \boldsymbol{h}) \\
& =\operatorname{grad} \varphi^{\top}\left(J_{\boldsymbol{h}}+J_{\boldsymbol{h}}^{\top}-\operatorname{div}(\boldsymbol{h}) I\right) \operatorname{grad} v+(\boldsymbol{h} \cdot \operatorname{grad} \varphi) \Delta v+(\boldsymbol{h} \cdot \boldsymbol{\operatorname { g r a d } v ) \Delta \varphi}
\end{aligned}
$$

and Green's first identity leads to

$$
\begin{aligned}
-\int_{B_{R}} \varepsilon \operatorname{grad}(\operatorname{grad} \varphi \cdot \boldsymbol{h}) \cdot & \operatorname{grad} v \mathrm{~d} \boldsymbol{x}=\int_{B_{R}} \varepsilon(\boldsymbol{h} \cdot \operatorname{grad} \varphi) \Delta v \mathrm{~d} \boldsymbol{x} \\
& +\left\langle\varepsilon_{0} \gamma_{D}^{+}(\boldsymbol{h} \cdot \operatorname{grad} \varphi),\left.\frac{\partial v}{\partial \boldsymbol{\nu}}\right|^{+}\right\rangle_{\partial D}-\left\langle\varepsilon_{1} \gamma_{D}^{-}(\boldsymbol{h} \cdot \operatorname{grad} \varphi),\left.\frac{\partial v}{\partial \boldsymbol{\nu}}\right|^{-}\right\rangle_{\partial D}
\end{aligned}
$$

Combining these equations with the Helmholtz equation for $\varphi$, we obtain

$$
\begin{aligned}
& \int_{B_{R}} \varepsilon\left(\boldsymbol{\operatorname { g r a d }} \varphi^{\top}\left(J_{\boldsymbol{h}}+J_{\boldsymbol{h}}^{\top}-\operatorname{div}(\boldsymbol{h}) I\right) \operatorname{grad} v+\omega^{2} \mu_{0} \varepsilon \operatorname{div}(\boldsymbol{h}) \varphi v\right) \mathrm{d} \boldsymbol{x} \\
& -\int_{B_{R}} \varepsilon\left(\operatorname{grad}(\operatorname{grad} \varphi \cdot \boldsymbol{h}) \cdot \operatorname{grad} v-\omega^{2} \mu_{0} \varepsilon \operatorname{grad} \varphi \cdot \boldsymbol{h} v\right) \mathrm{d} \boldsymbol{x} \\
& =\int_{B_{R}} \varepsilon \operatorname{div}((\boldsymbol{h} \cdot \operatorname{grad} \varphi) \operatorname{grad} v+(\boldsymbol{h} \cdot \operatorname{grad} v) \operatorname{grad} \varphi-(\operatorname{grad} \varphi \cdot \operatorname{grad} v) \boldsymbol{h}) \mathrm{d} x \\
& +\int_{B_{R}} \omega^{2} \mu_{0} \varepsilon^{2} \operatorname{div}(\varphi v \boldsymbol{h}) \mathrm{d} \boldsymbol{x}+\left\langle\varepsilon_{0} \gamma_{D}^{+}(\boldsymbol{h} \cdot \boldsymbol{\operatorname { g r a d }} \varphi),\left.\frac{\partial v}{\partial \boldsymbol{\nu}}\right|^{+}\right\rangle_{\partial D}-\left\langle\varepsilon_{1} \gamma_{D}^{-}(\boldsymbol{h} \cdot \boldsymbol{\operatorname { g r a d }} \varphi),\left.\frac{\partial v}{\partial \boldsymbol{\nu}}\right|^{-}\right\rangle_{\partial D} .
\end{aligned}
$$

Applying the divergence theorem to the integrals on the right hand side gives

$$
\begin{aligned}
& \int_{B_{R}} \varepsilon\left(\boldsymbol{\operatorname { g r a d }} \varphi^{\top}\left(J_{\boldsymbol{h}}+J_{\boldsymbol{h}}^{\top}-\operatorname{div}(\boldsymbol{h}) I\right) \operatorname{grad} v+\omega^{2} \mu_{0} \varepsilon \operatorname{div}(\boldsymbol{h}) \varphi v\right) \mathrm{d} \boldsymbol{x} \\
& \quad-\int_{B_{R}} \varepsilon\left(\operatorname{grad}(\operatorname{grad} \varphi \cdot \boldsymbol{h}) \cdot \operatorname{grad} v-\omega^{2} \mu_{0} \varepsilon \operatorname{grad} \varphi \cdot \boldsymbol{h} v\right) \mathrm{d} \boldsymbol{x} \\
& = \\
& \quad\left\langle\varepsilon_{0}\left(\boldsymbol{h}_{\boldsymbol{\nu}} \gamma_{D}^{+} \operatorname{grad} \varphi-\left.\frac{\partial \varphi}{\partial \boldsymbol{\nu}}\right|^{+} \boldsymbol{h}\right), \gamma_{D}^{+} \operatorname{grad} v\right\rangle_{\partial D} \\
& \quad-\left\langle\varepsilon _ { 1 } \left(\boldsymbol{h}_{\boldsymbol{\nu}} \gamma_{D}^{-} \boldsymbol{\operatorname { g r a d } \varphi - \frac { \partial \varphi } { \partial \boldsymbol { \nu } } | ^ { - } \boldsymbol { h } ) , \gamma _ { D } ^ { - } \boldsymbol { \operatorname { g r a d } } v \rangle _ { \partial D }}\right.\right. \\
& \quad-\omega^{2} \mu_{0}\left\langle\left[\varepsilon^{2}\right]_{\partial D} \boldsymbol{h}_{\boldsymbol{\nu}} \gamma_{D} \varphi, \gamma_{D} v\right\rangle_{\partial D} .
\end{aligned}
$$

We now decompose $\boldsymbol{h}$ into its tangential and normal component of $\partial D, \boldsymbol{h}=\boldsymbol{h}_{\boldsymbol{\tau}}+h_{\boldsymbol{\nu}} \boldsymbol{\nu}$. Since $\varphi$, $v \in H^{1}\left(B_{R}\right)$, the tangential components of their gradients do not jump across $\partial D$. Hence we have

$$
\begin{aligned}
& \int_{B_{R}} \varepsilon\left(\operatorname{grad} \varphi^{\top}\left(J_{\boldsymbol{h}}+J_{\boldsymbol{h}}^{\top}-\operatorname{div}(\boldsymbol{h}) I\right) \operatorname{grad} v+\omega^{2} \mu_{0} \varepsilon \operatorname{div}(\boldsymbol{h}) \varphi v\right) \mathrm{d} \boldsymbol{x} \\
& \quad-\int_{B_{R}} \varepsilon\left(\operatorname{grad}(\operatorname{grad} \varphi \cdot \boldsymbol{h}) \cdot \operatorname{grad} v-\omega^{2} \mu_{0} \varepsilon \operatorname{grad} \varphi \cdot \boldsymbol{h} v\right) \mathrm{d} \boldsymbol{x} \\
& =\left\langle[\varepsilon]_{\partial D} h_{\boldsymbol{\nu}} \operatorname{Grad} \varphi-\left[\varepsilon \frac{\partial \varphi}{\partial \boldsymbol{\nu}}\right]_{\partial D} \boldsymbol{h}_{\boldsymbol{\tau}}, \boldsymbol{\operatorname { G r a d }} v\right\rangle_{\partial D}-\omega^{2} \mu_{0}\left\langle\left[\varepsilon^{2}\right]_{\partial D} h_{\boldsymbol{\nu}} \gamma_{D} \varphi, \gamma_{D} v\right\rangle_{\partial D} .
\end{aligned}
$$

Completely analogous calculations may be carried out for the components of $\boldsymbol{A}$ instead of $\varphi$. Combining these equations, we have

$$
\begin{aligned}
a & \left(\binom{\boldsymbol{A}^{\prime}}{\varphi^{\prime}},\binom{\boldsymbol{V}}{v}\right) \\
= & \left\langle[\varepsilon]_{\partial D} h_{\boldsymbol{\nu}} \operatorname{Grad} \varphi-\left[\varepsilon \frac{\partial \varphi}{\partial \boldsymbol{\nu}}\right]_{\partial D} \boldsymbol{h}_{\boldsymbol{\tau}}, \operatorname{Grad} v\right\rangle_{\partial D}-\omega^{2} \mu_{0}\left\langle\left[\varepsilon^{2}\right]_{\partial D} h_{\boldsymbol{\nu}} \gamma_{D} \varphi, \gamma_{D} v\right\rangle_{\partial D} \\
& -\frac{1}{\mu_{0}} \sum_{j=1}^{3}\left\langle\left[\frac{\partial \boldsymbol{A}_{j}}{\partial \boldsymbol{\nu}}\right]_{\partial D} \boldsymbol{h}_{\boldsymbol{\tau}}, \operatorname{Grad} \boldsymbol{V}_{j}\right\rangle_{\partial D}-\omega^{2}\left\langle[\varepsilon]_{\partial D} h_{\boldsymbol{\nu}} \gamma_{D} \boldsymbol{A}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial D} \\
& -\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \gamma_{D} \varphi, \boldsymbol{\nu}^{\top}\left(\operatorname{div}(\boldsymbol{h}) I-J_{\boldsymbol{h}}\right) \boldsymbol{V}\right\rangle_{\partial D}-\mathrm{i} \omega\left\langle[\varepsilon]_{\partial D} \boldsymbol{\nu}^{\top}\left(\operatorname{div}(\boldsymbol{h}) I-J_{\boldsymbol{h}}\right) \boldsymbol{A}, \gamma_{D} v\right\rangle_{\partial D} \\
& -\mathrm{i} \omega\left\langle\left[\varepsilon \gamma_{D} \operatorname{grad} \varphi \cdot \boldsymbol{h}\right]_{\partial D}, \boldsymbol{\nu}^{\top} \boldsymbol{V}\right\rangle_{\partial D}-\mathrm{i} \omega\left\langle\left[\varepsilon \boldsymbol{\nu}^{\top} J_{\boldsymbol{A}} \boldsymbol{h}\right]_{\partial D}, \gamma_{D} v\right\rangle_{\partial D} .
\end{aligned}
$$

We now use the transmission conditions (19), (20) to replace the normal derivatives of $\varphi$ and $\boldsymbol{A}_{j}$. Subsequently, partial integration is applied to all surface gradients. Combining (36)-(39) yields

$$
\operatorname{Div}\left(A_{\boldsymbol{\nu}} \boldsymbol{h}_{\boldsymbol{\tau}}\right)-A_{\boldsymbol{\nu}} \operatorname{div}(\boldsymbol{h})+\boldsymbol{\nu}^{\top} J_{\boldsymbol{h}} \boldsymbol{A}-\boldsymbol{\nu}^{\top} J_{\boldsymbol{A}} \boldsymbol{h}=\boldsymbol{A}_{\boldsymbol{\tau}} \cdot \boldsymbol{\operatorname { G r a d }}\left(h_{\boldsymbol{\nu}}\right)-h_{\boldsymbol{\nu}} \operatorname{div}\left(\boldsymbol{A}_{\boldsymbol{\nu}} \boldsymbol{\nu}\right) .
$$

Furthermore, we have

$$
\begin{aligned}
\sum_{j=1}^{3} \operatorname{Div}\left(\varphi \boldsymbol{\nu}_{j} \boldsymbol{h}_{\boldsymbol{\tau}}\right) \boldsymbol{V}_{j} & =\varphi \operatorname{Div}\left(\boldsymbol{h}_{\boldsymbol{\tau}}\right) \boldsymbol{\nu}^{\top} \boldsymbol{V}+\varphi \boldsymbol{h}_{\boldsymbol{\tau}}^{\top} J_{\boldsymbol{\nu}} \boldsymbol{V}+\boldsymbol{h}_{\boldsymbol{\tau}}^{\top} \operatorname{Grad}(\varphi) \boldsymbol{\nu}^{\top} \boldsymbol{V}, \\
\boldsymbol{\nu}^{\top} J_{\boldsymbol{h}} \boldsymbol{V} & =\operatorname{grad}\left(h_{\boldsymbol{\nu}}\right) \cdot \boldsymbol{V}-\boldsymbol{h}_{\boldsymbol{\tau}}^{\top} J_{\boldsymbol{\nu}} \boldsymbol{V},
\end{aligned}
$$

which leads to

$$
\begin{aligned}
& \sum_{j=1}^{3} \operatorname{Div}\left(\varphi \boldsymbol{\nu}_{j} \boldsymbol{h}_{\tau}\right) \boldsymbol{V}_{j}-\varphi \boldsymbol{\nu}^{\top} \boldsymbol{V} \operatorname{div}(\boldsymbol{h})+\varphi \nu^{\top} J_{\boldsymbol{h}} \boldsymbol{V}-(\operatorname{grad}(\varphi) \cdot \boldsymbol{h}) \nu^{\top} \boldsymbol{V} \\
& \quad=\varphi \operatorname{Grad}\left(h_{\boldsymbol{\nu}}\right) \cdot \boldsymbol{V}-h_{\boldsymbol{\nu}} \operatorname{div}(\varphi \boldsymbol{\nu}) \boldsymbol{\nu}^{\top} \boldsymbol{V}
\end{aligned}
$$

Therefore, we finally obtain

$$
\begin{aligned}
& a\left(\binom{\boldsymbol{A}^{\prime}}{\varphi^{\prime}},\binom{\boldsymbol{V}}{v}\right) \\
& =\left\langle\left[\mathrm{i} \omega \varepsilon\left(\boldsymbol{A}_{\boldsymbol{\tau}} \cdot \boldsymbol{G r a d}\left(h_{\boldsymbol{\nu}}\right)-h_{\boldsymbol{\nu}} \operatorname{div}\left(\boldsymbol{A}_{\boldsymbol{\nu}} \boldsymbol{\nu}\right)\right)-\varepsilon \operatorname{Div}\left(h_{\boldsymbol{\nu}} \boldsymbol{\operatorname { G r a d }} \varphi\right)-\varepsilon^{2} \omega^{2} \mu_{0} h_{\boldsymbol{\nu}} \varphi\right]_{\partial D}, \gamma_{D} v\right\rangle_{\partial D} \\
& \quad+\left\langle\left[\mathrm{i} \omega \mu_{0} \varepsilon\left(\varphi \operatorname{Grad}\left(h_{\boldsymbol{\nu}}\right)-h_{\boldsymbol{\nu}} \operatorname{div}(\varphi \boldsymbol{\nu}) \boldsymbol{\nu}\right)-\omega^{2} \mu_{0} \varepsilon h_{\nu} \boldsymbol{A}\right]_{\partial D}^{\top}, \gamma_{D} \boldsymbol{V}\right\rangle_{\partial D}
\end{aligned}
$$

i.e. $\boldsymbol{A}^{\prime}, \varphi^{\prime}$ is a weak solution of the exterior boundary value problem as asserted.
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