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ABSTRACT Vehicular Fog Computing (VFC) facilitates the deployment of distributed, latency-aware
services, residing between smart vehicles and cloud services. However, VFC systems are exposed tomanifold
security threats, putting human life at risk. Knowledge on such threats is scattered and lacks empirical
validation. We performed an extensive threat assessment by reviewing literature and conducting expert
interviews, leading to a comprehensive threat model with 33 attacks and example security mitigation
strategies, among others. We thereby synthesize and extend prior research; provide rich descriptions for
threats; and raise awareness of physical attacks that underline importance of the cyber-physical manifestation
of VFC.

INDEX TERMS Vehicular fog computing, fog computing, threat model, STRIDE, security.

I. INTRODUCTION
By 2025, the Automotive Edge Computing Consortium esti-
mates that 100 million connected vehicles worldwide may
generate up to 10 exabytes of data per month [1]. With
the start of 2016, there were already more new cars added
to cellular networks than phones [2]. This development is
projected to even accelerate as the number of connected vehi-
cles will rise by 295% from 2018 to 2023, when connected
vehicles will make up 24% of all vehicles [3]. One of the
biggest challenges of connected vehicles is the management,
storage, and real-time processing of huge amounts of data.
Whereas cloud computing has been a success story over
the past decade [4], current infrastructures and conventional
cloud computing architectures are unable to handle these
large streams of generated data while ensuring low latency
and enabling real-time processing that is needed by connected
cars [1], [5].

A potential remedy to these challenges is fog computing
and its application to road traffic, so called Vehicular Fog
Computing (VFC), which has increasingly gained attention in
both practice and research over the last years. In general, fog
computing adds an intermediate layer consisting of so-called
fog nodes between edge devices (e.g., sensors, actuators,
or smart end-devices) and central cloud servers with the
goal of lowering latency [6] and more efficient usage of
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computational resources (e.g., due to less time spent on data
upload [7]) compared to traditional cloud architectures [8],
[9]. Fog nodes are the core component of a fog comput-
ing system and refer to either physical components (e.g.,
gateways, routers, servers, etc.) or virtual components (e.g.,
virtualized switches, virtual machines, cloudlets, etc.). They
are tightly coupled with edge devices or access networks,
and provide services to these devices, including applications,
operating platforms, or bare computing infrastructure [8].

By building on these technological premises and advance-
ments of fog computing, VFC transforms conventional road
infrastructures by adding an intermediate layer of (physical or
virtual) fog nodes, enabling ubiquitous access to computing
resources. The VFC architecture facilitates the deployment
of distributed, latency-aware services, residing between smart
vehicles and end-devices embedded in the road infrastructure
(e.g., smart traffic lights), and centralized (cloud) services.
As such, VFC fog nodes enable smart vehicles to perceive
and interact with their environment through sensory input as
well as exchange data with low-level roadside infrastructures,
among others. VFC provides benefits for both individuals and
the society as a whole by reducing the amount of road traffic
congestion and number of car accidents [10]. Apart from opti-
mization, the provision of local, scalable computing power
might also enable more innovative use cases. For instance,
Fleck et al. [11] enable traffic data collection complying with
privacy regulations by using specific fog nodes for local data
preprocessing, so-called Roadside Units (RSUs).

133256 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 10, 2022

https://orcid.org/0000-0003-1895-8316
https://orcid.org/0000-0002-0433-3430
https://orcid.org/0000-0002-4353-8519
https://orcid.org/0000-0003-4007-7224


T. Klein et al.: Threat Model for Vehicular Fog Computing

Besides VFC’s many opportunities, there are still chal-
lenges of such systems which are not well understood, in par-
ticular with respect to security threats [12]. VFC not only
inherits common service computing security threats like
Denial of Services (DoSs) or eavesdropping (i.e., secretly
listening to private communication of vehicles) but also intro-
duces further challenges, such as preventing physical attacks,
including physical destruction of nodes or theft of compo-
nents. The importance of such security threats is exacerbated
by the road traffic context, where failure of components could
result in human life being at risk. Examining the security
threats and identifying possible mitigation strategies for VFC
helps to build trust in VFC, which is needed to further diffuse
VFC and achieve promised advantages within society.

Over the past years, fog computing and VFC in par-
ticular have gained substantial research traction [13].
Extant research, for example, specifies VFC architectures
(e.g., [10]), discusses potential use cases (e.g., [14]), applies
VFC to achieve smart cities (e.g., [15]), or defines commu-
nication protocols to enable data exchange (e.g., [16]). Con-
cerning security threats, researchers have started to discuss
possible risks of VFC systems, developed early threat models
to assess possible risks for VFC, and developed security mea-
sures against them [17]. However, the knowledge is scattered
across different research articles and disciplines, and lacks
empirical validation. For example, Hoque andHasan [18] dis-
cuss important security risks in the context of VFC. However,
physical attacks have been neglected so far, mostly because
physical attacks are not explicitly emphasized as relevant
threats in popular threat models like STRIDE [19], [20].
Still, threat models like STRIDE allow capturing physical
attacks although they are not highlighted as a category of their
own. To enhance security of VFC systems, we are aiming
to consolidate the currently scattered knowledge on VFC’s
threats and extend the existing knowledge in key areas like
physical attacks. The main goal of this work is thus to provide
an extensive threat assessment of an application of fog com-
puting to road traffic by answering the following question:
What are security threats of VFC systems?
To answer this research question, we followed a two-step

approach. First, we conducted a literature review to assess the
current state of research in the VFC field and synthesize the
knowledge currently scattered across the community. Second,
we carried out 12 expert interviews to empirically validate
previous findings. More importantly, interviews additionally
served to extend the literature and add information from a
practitioner’s point of view on further issues such as infor-
mation on physical attacks that have been neglected so far.
We consolidated the findings into a comprehensive threat
model based on Khan et al. [12]’s STRIDE threat modeling
for cyber-physical systems.

Our combined research yields 33 attacks, which we
grouped along 6 STRIDE attack categories. Threats thereby
relate to spoofing (e.g., sybil attacks), tampering (e.g., bogus
information), repudiation (e.g., liability avoidance), informa-
tion disclosure (e.g., eavesdropping), DoS (e.g., black holes),

and elevation of privilege (e.g., improper resource allocation
and sharing). All categories are consistentlymentioned across
both literature and experts. We also shed light on three rele-
vant physical attacks that have been neglected so far: physical
data breach, physical denial of service (PDoS) and physical
compromising. Finally, our research provides an outlook on
potential security mitigation strategies to overcome identified
threats.

Our work contributes to the further development and
deployment of VFC systems by providing a unified threat
model. With this study, we synthesize and harmonize extant
research and provide a structured threat model aligned with
the STRIDE attack categories, helping to identify common
security mitigation strategies that are associated with these
categories. We also extend our current understanding of
threats by providing rich descriptions and empirical valida-
tion, thereby providing support to define requirements and
boundary conditions of VFC systems and security measures.
Finally, we fill an important gap in extant research by raising
awareness of physical attacks that underline importance of
the cyber-physical manifestation of VFC. With this work,
practitioners can obtain manifold insights into possible attack
vectors in VFC along with example guidelines on how to
mitigate those threats. These findings may then be used in
defining requirements for a VFC system from a security
perspective, ultimately helping to make future systems more
secure and safe.

This paper is structured as follows. First, we briefly intro-
duce the background of our work and define fog computing
and VFC as theoretical basis of our research. The following
section outlines our applied research methodology, both in
regards to the literature review as well as the expert inter-
views. Afterwards, we provide a detailed threat model of
VFC that summarizes the findings of our literature review
and the expert interviews. The following section provides an
overview on related works by contrasting the limitations of
the existing literature and indicating where our study fills
the gaps. We conclude our work with a discussion about our
principal findings and potential threat mitigation strategies,
highlighting implications and limitations of our research.
We close this paper with a brief conclusion.

II. THEORETICAL BACKGROUND
A. FOG COMPUTING
Extant research still lacks an established definition of fog
computing. Literature (e.g., [21]), tutorials (e.g., [22]) and
company white papers (e.g., [23]) use various definitions of
fog computing, and there is no consistent understanding of
the term. Other terms like edge computing, mist computing,
fogging, cyber foraging, and cloudlets are also often men-
tioned as synonyms, competing models, or supplementary
models [24], [25]. In this work, the National Institute of Stan-
dards and Technology (NIST)’s1 definition for fog computing
provides the basis for defining the term [8].

1Mell and Grance [26] of NIST have also provided the de facto definition
of cloud computing with over 19900 citations.
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Fog computing is described as a ‘‘layered model for
enabling ubiquitous access to a shared continuum of scalable
computing resources’’ [8, p. 2]. The fog model facilitates
the deployment of distributed, latency-aware applications and
services, and consists of fog nodes (physical or virtual),
residing between smart end-devices and centralized (cloud)
services [8]. One of fog computing’s key characteristic is
thereby the introduction of an intermediate layer of compu-
tational resources between cloud servers and edge devices,
which is shown in Figure 1. In fog computing, end-devices
communicate with fog nodes in this intermediate computing
layer and receive data that are processed, analyzed, or stored
in the layer’s fog nodes. These nodes can be either physical
or virtual and possess five defining attributes [8]:
Autonomy: Fog nodes are able to make independent, local

decisions. This may for instance be a device regulating traffic
at a smart intersection autonomously.
Heterogeneity: Fog nodes can exist in various forms and

shapes. If, for example, the fog node is placed on a traffic light
it needs to be more robust to outside conditions compared to
a node located inside a building.
Hierarchical Clustering: Fog nodes support hierarchical

structures, where each level of the hierarchy provides dif-
ferent services while working together in a large system.
As an example, one fog node may emit warnings based on
road conditions whereas another may use these warnings to
reroute traffic. Hierarchical clustering also is a key distinction
between fog computing and edge computing. Compared to
the focus on computationally enhanced end devices in edge
computing, fog nodes provide a wider array of services like
data storage and decision-making [8].
Manageability: Fog nodes are managed by a complex

system. It can perform routine operations automatically. In a
VFC context this means that there is no need for low level
human interaction to manage a city’s traffic.
Programmability: Programmability refers to an object

being able to modify its behavior without needing to change
its representation [27]. In fog computing, this is achieved
through specialized software. Fog nodes in particular are
designed to be programmable by different stakeholders such
as equipment manufacturers [8]. For example, a fog node pro-
viding infotainment to nearby vehicles may be programmed
by a network operator to analyze traffic volume. This does not
change its representation within the VFC system: It is still a
fog node.

Fog computing is conceptually related to edge comput-
ing. Both aim to solve similar challenges like latency and
band-width constraints [28]. While it can be argued that the
terms are interchangeable, there are important differences
between both models. Fog computing is an inherently hier-
archical model with a focus on infrastructure while edge
computing is concerned with providing computation directly
at the edge layer [28]. Another difference lies in the data
processing, storage and decision-making capabilities of fog
nodes compared to the networking and computation focus of
devices in edge computing [8].

B. FROM FOG COMPUTING TO VEHICULAR FOG
COMPUTING
VFC is one of the most promising and often discussed appli-
cation of fog computing. In this work, we focus on this
specific application. As of today, there exist a variety of
definitions of VFC and its components, leading to multiple
theoretical foundations as basis. For this study, we build on
Huang et al. [10] and Ning et al. [15] who introduced a
three-layered VFC system, in which vehicles represent edge
devices, fog nodes are stationed near the road and so-called
Roadside Units (RSUs), and central cloud services are used
to perform sophisticated data analyses. This system may
be further extended to include additional layers, such as a
cloudlet layer [29] or smartphones and other smart roadside
devices as edge devices [30]. In our view, the architecture
introduced by Huang et al. [10] presents the most natural
extension of the conceptual model of fog computing outlined
above while still being general enough to encompass more
specialized architectures or additional layers. Note that by
using the term VFC system we also take a more abstract,
system-theoretic perspective referring to a socio-technical set
of relationships consisting of individuals and technologies
that interact to perform certain tasks, such as driving, using
infotainment fog services, or exchanging data [31].

One commonly related model are so called Vehicular ad
hoc Networks (VANETs) that enable car-to-car ad hocmobile
communication and networking. VANETs became particular
important to enable autonomous driving and for the dissem-
ination of messages over short or long distances. While the
vehicles themselves may then be regarded as fog nodes [14],
[32], VANETs do not necessarily rely on fog computing as
evidenced by their inception years before the emergence of
fog computing [23], [33].

Figure 1 shows a schematic visualization of the selected
VFC system and provides links between key terms. VFC
commonly comprises smart vehicles perceiving their envi-
ronment through sensory input as well as low-level roadside
infrastructure like traffic lights as edge devices. While these
edge devices possess data pre-processing capabilities, they
lack the computational resources to optimize traffic on an
area-wide level. Thus, they are connected to a fog network
with RSUs collecting their data [10] via multiple possible
interfaces like WiFi or radio frequency bands (e.g., LTE or
5G) [30]. These connections must link the RSU with cars
on one hand and the cloud server on the other hand while
balancing reliability and bandwidth constraints. The RSUs
process the input from devices on the edge layer and use it
for local decision making. Concrete examples of decisions on
this level include sending warnings to other driving vehicles
about bad road conditions and accidents [10], or scheduling
traffic lights to enable an ambulance to reach its destination
as fast as possible [34]. Computational abilities of RSUs are
however not enough to optimize traffic on a city-wide level.
Therefore, they forward key information towards centralized
cloud servers that are tasked with large scale decision making
and data analysis.
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FIGURE 1. Schematic illustration of a vehicular fog computing architecture.

VFC is a technology with huge potential benefits and var-
ious use cases have been proposed and implemented in prac-
tice. For example, fog nodes can be used to distribute content
in VANETs, offer entertainment services in inter-state buses,
enable traffic scheduling, or monitor the condition of vehicles
in real-time to decentralize maintenance and increase road
safety [35], [36]. Moving the management of critical road
infrastructures into a complex and interwoven ecosystem of
information systems (e.g., edge devices, fog nodes, and cloud
services), however, introduces new risks, particularly cyber
threats that require mitigation measures and strategies.

III. RESEARCH METHOD
To answer our research question, we applied threat mod-
eling as a common tool from cyber security for the struc-
tured assessment of a system’s threats as well for developing
suitable countermeasures, thereby also achieving a better
understanding of such threats. To gather relevant data for
developing a comprehensive threat model for VFC systems
and particularly identifying threats and vulnerabilities of
VFC, we conducted two complementary iterations of data
gathering and analyzing. First, we conducted a scientific
database search to identify relevant literature, and extract
existing data on threats and threat models. Second, we con-
ducted 12 one-to-one interviews to get in-depth knowledge
about security challenges and opportunities in the area of
VFC, thereby aiming to validate and extend prior research
findings and better understand peculiarities of VFC threats
(e.g., physical attacks).

A. STRIDE-BASED THREAT MODELING
Threat modeling is a step-by-step process to analyze, identify,
and prioritize all the potential threats and vulnerabilities of a
system and solve them with known security solutions [37].

A well-designed threat model can help to understand the
security and privacy threats, vulnerabilities, requirements,
and challenges along with the attacker model, the attack
motives, and attacker capabilities.

While there is a multitude of threat modeling techniques to
choose from, threat modeling typically consists of five com-
ponents where each of them are important and complement
each other to provide a comprehensive security assessment
of the system [38]: (1) assets (valuable systems or com-
ponents which attackers are interested in); (2) entry points
(vulnerable points through which the attackers can enter into
the system); (3) attacker model (the characteristics of the
attackers); (4) threats and vulnerabilities; and (5) mitiga-
tion strategies (techniques to prevent potential attacks and
solve the vulnerabilities). To derive these components for
VFC systems, this work adopts the STRIDE threat modeling
methodology [19] because it has already been applied to
VFC (e.g., [37]) and related areas like cyber-physical systems
(e.g., [20]). Additionally, it is mature and popular compared
to other techniques [39]. We particularly rely on the threat
modeling approach of Khan et al. [20], who have extended
STRIDE-based threat modeling to consider peculiarities of
cyber-physical systems, which also apply to VFC.

Khan et al. [20]’s STRIDE-based threat modeling approach
involves five major steps, which we applied throughout our
study. In a first step, we decomposed the VFC system into a
component graph with the goal of identifying all internal and
external entities in contact with the system (i.e., identifying
entry points). Second, we established connections and data
flows between different entities and plotted them in a Data
Flow Diagram (DFD). The DFD aims to visualize all relevant
entities and functionality within the system. In the third step,
we aimed to identify possible threats based on the DFD. The
STRIDE model provides common attack categories that we
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considered when performing threat assessments. Note that
certain STRIDE threats may apply only to specific parts of
the system. In general, STRIDE is a mnemonic and stands for
six cyber-attacks that we considered during our data gathering
and analysis iterations:
• Spoofing refers to an attack in which an individual or
piece of software disguises its identity within the system,
usually for their own gain.

• Tampering. In a tampering attack an adversary manip-
ulates or alters data in any part of the system. This
includes both data stored within a system as well as data
being transmitted between components.

• Repudiation. When an attacker manages to deny actions
which have already been implemented within the sys-
tem, it is called repudiation.

• Information disclosure refers to the leakage or revelation
of sensitive information to actors which otherwise would
not have access to it.

• Denial of Service (DoS). DoS attacks aim to disrupt a
system and make it (temporarily) unavailable. DoS can
either target a specific component or the system as a
whole.

• Elevation of privilege. Here attackers try to gain unau-
thorized access to system resources which are beyond
the scope of their privilege.

In the fourth threat modeling step, we identified vulnera-
bilities causing some of these security threats, giving insights
into how the discovered threats arise. Such a vulnerability
could be, for instance, a car manufacturer producing vehicles
with an easily accessible vehicle bus that eases compromising
attacks. In the last step, we briefly elaborated on high-level
mitigation strategies based on appropriate security features as
counters to the identified threats, such as secure authentica-
tion and authorization, or encryption for confidentiality and
integrity. Table 1 summarizes the STRIDE attack categories
and matches them with mitigation strategies proposed by
STRIDE [19], [40].

B. LITERATURE REVIEW
To gather data for our threat model, we performed a scien-
tific database search in the following databases that cover
a wide range of journals and conferences (i.e., they cover
the top computer science and information systems journals
and conferences): ACM Digital Library, EBSCOhost, IEEE
Xplore, and ScienceDirect. Each database was searched with
the following search string in title, abstract and keywords:
‘‘(security OR privacy) AND (fog OR edge) AND vehicu-
lar’’. We filtered for peer-reviewed articles and excluded grey
literature, such as books and doctoral theses. We identified
203 articles as potentially relevant for our research (as of
May 2020). To make sure that these articles are relevant
for our research, we analysed title, abstract, and keywords.
In total, we excluded 185 articles: 49 articles that are off-
topic, 32 articles that do not refer to an system with a fog
layer, 8 articles without relation to the vehicular context,
16 articles that do not focus on security and 80 articles which

describe only a technical implementation, leading to a final
set of 18 articles that were analyzed in detail.

After the literature review was completed, we employed
the coding method of Lacity et al. [41] to identify potential
threats. In particular, we recorded for each extracted threat
a name, a description, and the affected VFC system com-
ponent. In addition, we noted security mitigation strategies,
attacker types, motives and consequences of threats, in case
prior researchmentioned these. Gathering this additional data
helped us to better understand the threats, their origins, inter-
dependencies and potential consequences.We created a list of
master variables to aggregate the identified threats. A master
variable is an aggregation of similar threats consisting of
a master variable name and a master variable description.
If an identified threat fitted into an existing master variable,
we assigned it accordingly; otherwise, a new master vari-
able was created. For example, we aggregated the threats
‘‘IP spoofing’’ and ‘‘fake identities’’ to the master variable
‘‘impersonation attack’’. Since different people often put the
same labels on different things, and vice versa, we consid-
ered semantic ambiguities (e.g., different terms for the same
threat) during our data analysis [42]. The resulting coding
scheme consisted of 115 variables that were aggregated to
33 master variables posing a threat for VFC.

C. EXPERT INTERVIEWS
We complemented our literature review findings with expert
interviews to deepen our knowledge of threats for VFC
and extend our threat model by VFC specifics, such as
physical attacks that have been neglected by prior research.
In total, we conducted 12 semi-structured one-to-one expert
interviews. To acquire potential interviewees, we applied
a purposeful sampling strategy that focused on selecting
individuals who are especially knowledgeable about our phe-
nomenon of interest (i.e., security in VFC) [43]. Conse-
quently, we included only experts who were engaged in fog
computing and security. Especially due to the early stage of
VFC, it was difficult to find interviewees who are well versed
in both subject areas. However, we deem that the composition
of our interviewees covers both areas well, as summarized
in Table 2. We interviewed experts both from industry and
research to examine current state of the art and gain knowl-
edge from current research. Eleven out of 12 interviewees are
based in Germany while one interviewee is from Sweden.

We applied a semi-structured interview method for dif-
ferent reasons. A certain basic structure was necessary for
our research because we aim to gather further information
on identified threats from prior research. While providing
such a basic structure, semi-structured interviews also leave
interviewed experts with a sufficient degree of freedom to talk
about aspects that might not have come to our attention during
the literature review or preparation of the interview.

The interview guide was derived and discussed by
the authors before conducting the interviews. In addition,
we made constant improvements to the interview guide in
terms of clarity and comprehensibility of the questions. The
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TABLE 1. Overview on STRIDE categories and the corresponding high-level mitigation strategies. Adopted from Howard and Lipner [40].

TABLE 2. Brief overview of experts interviewed.

interview guide was structured as follows. First, we asked
experts about their background and experience in the area of
VFC and security. We anticipated different comprehensions
of terms like edge computing and fog computing. Thus,
to ensure a common understanding for the interview, we dis-
cussed and introduced a VFC scenario before starting with
content-related questions. In the main part of the interview,
we asked our interview partners about security aspects of
the VFC system, as well as relevant security threats and
potential security concepts, guided by the STRIDE model
(i.e., attack categories and mitigation strategies). We applied
a non-judgmental form of listening, maintained distance, and
strived to sustain an open and non-directive style of conver-
sation during the interviews to ensure impartiality and avoid
bias. We recorded and transcribed each interview. Interviews
typically lasted between 30 to 50 minutes.

To analyze the interview data, we applied scientific coding
techniques, including selective, open, and theoretical cod-
ing [44] using the tool ‘f4analyse’ to facilitate this process.
Coding refers to a process in which one annotates and labels
interview transcripts with a piece of text [45]. To deter-
mine the code labels, we used words that the interviewees
suggested [46]. We first started with deductive coding by
assigning master variables identified in the literature review
to textual segments of the interviews to validate findings

from prior research as well as gather additional information.
We thus inserted the master variables into our codebook
and selectively assigned these codes to textual segments that
relate to the specific master variable. For example, we coded
the master variable ‘‘data breach’’ to the interview statement
‘‘If an attacker can intercept concrete location data, it is
possible to say that a car registered to person X can be found
here or there in the city’’ [E-3]. Deductive coding enabled
us to dive deeper into the threats proposed by prior research
and derive rich descriptions. Afterwards, we performed open
coding to identify further threats, such as physical attacks,
that have been neglected in prior research so far. Open coding
entails fracturing the data by describing concepts in it that
may define a significant occurrence or incident about a phe-
nomenon [44], [47]. During open coding, all available data
were labeled for direct visibility of the structure and informa-
tion of the interview. With open coding, we have deepened
our knowledge on physical attacks in particular. For example,
we coded the phrase ‘‘There would be the possibility [with
fog nodes] that someone could physically go there, open the
box, and put its USB stick with a virus on it in. That is simply
a possibility that does not exist with cloud computing’’ [E-1]
to the novel threat code ‘‘Physical compromising’’. The cod-
ing approach resulted in a consolidated number of 33 threats,
comprising literature review and interview findings. We also
aimed to move beyond a mere description of threats to a more
abstract level of conceptualization by performing axial and
selective coding [48]. We therefore synthesized our findings
with the STRIDE model to group similar codes to more
abstract categories according to common themes, thereby
creating hierarchical classifications. Particularly, we used the
STRIDE threat model to cluster our findings into the six
attack categories of STRIDE: Spoofing, Tampering, Repudi-
ation, Information disclosure, DoS, and Elevation of privi-
lege [19]. Tables 4 - 9 summarize our coding results.

IV. A THREAT MODEL FOR VEHICULAR FOG COMPUTING
A. ASSETS AND ENTRY POINTS
Extant research and interviewees reported various valuable
assets in the context of VFC that require protection [37].
These may be:

• messages, e.g., an RSUwarning message about bad road
conditions to succeeding vehicles,
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TABLE 3. Comparison of typical entities in each layer for fog computing
and vehicular fog computing.

• vehicle information, e.g., a vehicle identification num-
ber,

• driver information, e.g., driver ID number,
• vehicle health information, e.g., current motor oil level,
• sensor or GPS data, e.g., current vehicle location,
• (low latency) services, e.g., driver infotainment,
• log files, e.g., daily traffic volume data.

In this work we focus on three entities offering vulnerable
points where an attacker can enter the system and gain access
to the valuable assets: fog nodes, edge devices, and cloud
services, while considering the network and communication
channels that link these entities. Table 3 contrasts typical
entities for each computing level (fog, edge and cloud) in
fog computing with those used in the VFC definition outlined
above.

Building on these entities, we developed a DFD that serves
as basis for our threat model and is depicted in Figure 2.
In order to keep this article as broadly applicable as possible,
we opt for a high-level DFD that fits with the conceptual
nature of our work. The DFD shows the components of our
architecture - edge devices, fog nodes and cloud services – as
concrete system entities within the VFC system as ellipses.
External entities are actors who are not part of the VFC
system but interact with it. They include stakeholders like car
manufacturers or users like a vehicle owner. Abstract bound-
aries within the system are represented as trust boundaries.
Data exchange within a trust boundary can be assumed to
be verified, whereas exchange between boundaries needs to
be validated (e.g., through the use of authentication mecha-
nisms). The last component of the DFD are data flows, which
model the interactions between components and are depicted
as arrows. The tips of the arrow indicate the direction of the
exchanged data. The broader category of data flows is further
divided and contains three distinguished subgroups:

• Edge-Fog data flows contain all data exchange between
smart vehicles or other edge devices and fog nodes,
particularly RSUs.

• Fog-Cloud data flows comprise transferred data
between the fog and cloud layers of the system.

• Data flows outside system represent an exchange with
an entity not within the VFC system.

We found it reasonable to assume that data transfer between
two types of entities within the system relies on similar tech-
nology, therefore exhibiting comparable vulnerabilities. This

grouping allows for a more concise analysis in the following
sections. While we acknowledge that attacks on entities out-
side of the VFC system may compromise the system as well,
they are not the focus of our article. Consequently, attacks on
these entities or data transferred to them are not considered.
Compliance of outside entities with security standards of the
VFC system can be achieved, for example, via certification
and audits (e.g., ISO/IEC 27001 information security man-
agement systems standard).

B. ATTACKER MODEL
In order to further characterize the attacks identified through-
out the modeling stages, we specify the following attacker
model, comprising three orthogonal dimensions on how the
attackers behind different threats to the VFC system may be
categorized:

ATTACKER ACTIVITY (ACTIVE VS. PASSIVE)
Active attackers seek to deliberately disrupt or destroy the
functionality of the system, for instance by transmitting fake
data to network components [10], [17]. Passive attacks are not
aimed at a disruption of the system. Instead, their goal is to
monitor the system and collect private information [10], [49].

ATTACKER CAPABILITIES (INTERNAL VS. EXTERNAL)
Internal attackers run their attacks from compromised parts
of the system, like RSUs or the cloud, whereas external
attackers are ‘‘not equipped with key materials in a [VFC]
system’’ [10, p.4].

ATTACKER INTENTION (EVIL, SELFISH, HONEST)
An attacker who tries to impair the performance of the
system, for example, by compromising RSUs, is called an
evil attacker [10]. In a selfish attack on the other hand,
the attackers seek to gain an advantage for themselves
through influencing the system, for example by manipulating
traffic lights [10]. A third dimension consists of honest-
but-curious attackers, who may violate the participants’ pri-
vacy [50], for example, by gathering data about vehicle
drivers [10], [51].

C. THREATS AND VULNERABILITIES
Figure 3 provides a short overview over the threats and
vulnerabilities described in the following sections. It links
a threat with the corresponding STRIDE category and the
relevant components of the DFD outlined in the previous
section. The coloring of threats represents the STRIDE cat-
egory they have been assigned to. Physical data breach
(Section IV-C), physical denial of service (Section IV-C) and
physical compromising (Section IV-C) are three key physi-
cal attacks threatening the VFC system, arising due to the
cyber-physical nature of the VFC system.

SPOOFING
Spoofing refers to attacks aimed at identity disguise within
the VFC system. We identified four major threats impacting
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FIGURE 2. Data Flow Diagram (DFD) of our VFC system.

FIGURE 3. Threats matched to corresponding STRIDE categories and system components.

VFC security, namely impersonation attacks, sybil attacks,
GPS spoofing, and illusion attacks. Table 4 summarizes
threats belonging to the spoofing attack category.

IMPERSONATION ATTACK
In an impersonation attack, sometimes called rogue entity
attack, attackers masquerade themselves as another identity

VOLUME 10, 2022 133263



T. Klein et al.: Threat Model for Vehicular Fog Computing

TABLE 4. Threats assigned to spoofing.

[E-4] [55]. In VFC, attackers could compromise another
vehicle’s user account, authenticate themselves to a fog node
and impersonate this vehicle [E-2]. In case attackers success-
fully impersonate an edge device, a fog node’s authentication
mechanism cannot distinguish the attacker’s fake credentials
from proper credentials so that the system is vulnerable to
malicious commands [53]. Evil and selfish attackers can
also pretend to be authenticated as a fog node and to report
data honestly with the aim to get benefits and/or to spread
false information [32], [37], [49]. Attackers could introduce
a fake fog node to launch a in literature well-known Man-in-
the-Middle (MITM) attack by inserting themselves between
sender and receiver [E-2]. They could also disguise them-
selves as a data center or the whole infrastructure even though
the likelihood of occurrence is low [50]. Once pretending to
be a VFC entity, attackers may send selected information to a
fog networkwithout the participating entities recognizing that
the information originates from a dummy [E-1]. The usage of
IP Spoofing allows attackers to remain anonymous during the
attack [54].

SYBIL ATTACK
When performing a sybil attack, attackers jam the fog net-
work by introducing false edge device identities. A legitimate
vehicle believes that it has received a message from another
legitimate vehicle even though it was sent by attackers. The
real identity of the attackers cannot be detected [57]. This
can lead to the generation of ‘‘ghost’’ vehicles through forged
messages [56]. For the controller fog node and other vehicles,
it looks like multiple different vehicles send messages but it
is actually one attacker who broadcasts messages [37]. If, for
example, a navigation service measures road traffic density
to bypass congestion, attackers could gain free passage by
introducing fake sybils on their route [E-12].

GPS SPOOFING
The GPS location of an entity is manipulated, which is
harmful when this information is necessary to make certain
decisions [E-9] so that GPS spoofing can be used to initi-
ate serious attacks [58]. If attackers are cheating on their

GPS position, nearby vehicles receive false location infor-
mation [59]. This can be achieved by using a transmitter
that generates localization signals that are stronger than real
signals from GPS satellites [55], [57]. Attackers could tell
a fog node their location on the highway and erroneously
indicate that they are only moving at 10km/h, so the system
assumes they are in slow-moving traffic. This would worsen
a navigation system’s service [E-9], among others. Further-
more, erroneous GPS locations could lead to a navigation
system not detecting a traffic jam so that ‘‘people who rely
on such a system or like to work with assistants would pos-
sibly encounter a traffic jam at an unexpectedly high speed’’
[E-9]. This is particularly critical in case of routing ambu-
lances as fast as possible through traffic. Likewise, false GPS
data may increase the chance of accidents because vehicles
nearby may activate break or evasion routines automatically,
leading to unforeseen and surprising vehicle behavior.

ILLUSION ATTACK
In an illusion attack, attackers broadcast a false traffic warn-
ing message to surrounding vehicles. If this message passes
all validation processes, it is accepted and transmitted to fur-
ther vehicles giving an illusion to other drivers [56], [57]. For
example, reporting unjustified black ice warning on a street,
so that the navigation systems recommend another route to
other vehicles, can deliver the benefit of a clear passage to
the attacker. False claims like these could also interfere with
pre-aligned diplomatic routes, force detouring and thus bring
safety hazards with them.

TAMPERING
Tampering refers to manipulation of data in any component
of the VFC system. We identified six threats that are assigned
to the tampering attack category, including bogus informa-
tion, stored data modification, message alteration and sus-
pension, replay attack, and manipulation of network topology
(see Table 5).

BOGUS INFORMATION
A bogus information attack implies that wrong information
is sent in the network such that the integrity in the VFC
system is affected [E-3], [E-5], [60]. Bogus information could
be wrong messages [E-7], [18], [55], [56] or injected infor-
mation [E-8], [50], [52] which is deliberately manipulated
[E-1], or forged GPS signals to mislead vehicles due to wrong
location information [55]. When attackers are able to access
a fog node, they could adjust or fake signals that are sent to a
vehicle [E-8]. The potential damage caused by the infiltration
of bogus information is compounded because the change is
usually not detected and the system keeps running [E-1, E-7].
‘‘The fog node keeps running without it being detected that
false information has been fed in. This means that you can
manipulate this system much more precisely according to
your own ideas’’ [E-1]. Furthermore, the attackers ‘‘could
send false information that limits the functionality of my
vehicle without the vehicle being able to recognize that it is
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TABLE 5. Threats assigned to tampering.

receiving false information’’ [E-7]. Besides that, ‘‘a vehicle
itself could send wrong data, which might lead to wrong
decisions in the fog’’ [E-2]. The fog node and the edge
devices or rather the connection between the two components
is affected by the attack [E-1, E-2, E-3]. ‘‘When the vehicle
navigates and I just tell him, at the next traffic light it’s green,
you can drive over [. . . ], then your vehicle would probably
cross over. Or I say you turn right at the next light and
you are not allowed to turn right. I could do something like
that to manipulate the vehicle and do some sort of stupid
thing’’ [E-7].

STORED DATA MODIFICATION
Attackers could modify stored data in RSUs [E-3], [E-11]
[37]. If the attackers are able to access the data (e.g., logs),
they are able to insert, modify, replicate or delete data (e.g.,
to induce wrong decisions by law enforcement agencies or
affect the storage’s integrity [E-7], [37]). One could easily
envision an attacker prying open a physical casing of an
RSU in case its physical protection is insufficient [60]. The
gained access to its interface could then lead to altering of
the data stored on it [E-2, E-4]. This could result in decisions
being made on the basis of the modified data, and thus these
decisions being wrong [E-2]. The difficulty of modifying
data might vary depending on the type of data so that it is
probably more difficult to manipulate speed, safety distance
or the brake information than broken components of a vehicle
stored in the node [E-1]. A cascading failure could result
‘‘if certain information in a fog node is manipulated and this
information is incorrectly passed on to the other node, which
then performs calculations etc. on this information: this can
result in manipulative behavior from one fog node to all other
fog nodes’’ [E-1].

MESSAGE ALTERATION
In a message alteration attack, information that passes
through an RSU is modified [56]. This weakness arises from
a weak or not encrypted communication channel and can
cause malfunctions that endanger the drivers’ or pedestrians’
safety [18], [37], [53]. Message alteration can be performed
byMITM attackers that insert themselves between sender and
receiver. This enables them to modify the original message
[E-2], [E-3], [E-5], [E-9], [50], [57]. ‘‘When it comes to
designing the traffic light system, aMITM could perhaps pass
on incorrect data about the traffic volume’’ [E-3]. This attack
is facilitated by improper access control and message encryp-
tion [55]. The messages could be altered by ‘‘interspersing an
interfering signal and thereby tipping any bits from 0 to 1’’
[E-12]. For example, an RSU could advise a traffic light to
turn red. However, this message will be modified so that the
traffic light turns green and an accident may occur [E-3].
In addition, attackers ‘‘could collect warnings for black ice
from one fog node and change them so that everything seems
to be fine, and send them to the other fog node, which should
broadcast the warning. Then there would probably be a mass
collision because everybody is relying on the information
being correct and there is a wrong one coming’’ [E-4].

MESSAGE SUSPENSION
If attackers capture an encrypted package, they might not be
able to view the content but they could suspend the message
[E-9]. A malicious RSU either drops messages [37] or holds
them before selectively forwarding them [E-9], [37], [49].
This allows the attackers to keep information about accidents
or sensitive information about themselves secret [37]. For
example, the attackers could intervene between the traffic
light and the corresponding RSU and block the signals [E-3].
Furthermore, if event processing is used, the attackers could
either drop or re-schedule security relevant events, or forward
manipulated ones [E-7]. Intercepting and suspending mes-
sages can be seen as a form of MITM attack [18].

REPLAY ATTACK
In a replay attack, attackers could ‘‘extract information, eval-
uate it and then, if necessary, intervene at the right place’’
[E-7] by transmitting it to another entity, supposedly one
that is under control of the attacker. A previously trans-
mitted message is replayed to, for instance, manipulate the
vehicle locations [57]. Furthermore, an authentication ses-
sion could be captured and then repeated by unauthorized
parties [53].

MANIPULATION OF NETWORK TOPOLOGY
Attackers could also modify the topology information by
hijacking the location of vehicles or fog nodes, or by inject-
ing false links in the topology [55]. As a consequence, for
example, data routing inside the fog network may be delayed,
leading to further cascading or escalating effects (e.g., warn-
ing messages are not received in time).
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TABLE 6. Threats assigned to repudiation.

REPUDIATION
Repudiation refers to denying actions that have already been
executed within the system. We identified three threats that
can be assigned to repudiation, namely liability avoidance,
false presence, and activity hiding (refer to Table 6).

LIABILITY AVOIDANCE
Attackers could intend to deny a previous action. In an
overall sense, attackers could deny to have sent data or a
message [10], [18]. If the attackers cause a road accident,
they may deny it by providing wrong information to RSUs or
deleting outsourced storage data. Possible examples for mes-
sages that may be denied are application offloading requests
or results, and data for crowdsensing or crowdsourcing [18].
Similar, a selfish attacker could consume fog services and
then deny service usage afterwards [37].

FALSE PRESENCE
‘‘An attacker could pretend to the cloud that the edge devices
did something they haven’t done’’ [E-7]. The VFC system is
mostly highly location sensitive. Hence, an attack where the
attackers claim to be present in a location without actually
being there can be severe [37]. This could lead to a fog node
thinking ‘‘that there is a large traffic jam, so other navigation
systems would bypass such roads’’ [E-1]. A malicious nav-
igation system provider could advertise that ‘‘the way [the
provider] leads the routes, people actually get there much
faster than all the others’’ [E-1].

ACTIVITY HIDING
Attackers intend to prevent their activities from being logged.
Thereby, they cannot be convicted for their actions in future
investigations [37]. Such activities could include location
information of vehicles or hiding activities like acceleration
or speed. Forensic science could be set back by this attack,
especially when identifying a crime offender (e.g., in a car
accident) without witnesses, heavily relying on data stored in
vehicles, RSUs and nearby surveillance devices.

INFORMATION DISCLOSURE
Information disclosure refers to the revelation of data. Attacks
in this category are not aimed at disrupting the system
and can thus be categorized as passive. Threats assigned to
information disclosure include sniffing, data breaches, eaves-
dropping, and privacy leakage, as seen in Table 7.

TABLE 7. Threats assigned to information disclosure.

SNIFFING
In this attack scenario, attackers can analyze network traffic
between entities within the VFC system [18]. An instance
of sniffing is the interception of messages between vehi-
cles and RSUs, thus targeting the fog-edge communication
[E-11]. Snooping on cache and storage data is a similar
attack, where the information stored on RSUs gets extracted
by unauthorized entities [E-11], [18]. Sniffing on messages
sent through unprotected communication channels requires
little effort [18], making the use of encryption to shield these
channels essential to the security of the VFC system.

DATA BREACH
As canonical security and privacy issue, data breaches charac-
terize the theft, leakage or interception of sensitive informa-
tion to a distrusted environment [18], [55], for example, due to
inefficient or lacking encryption protocols. An attacker could
for instance intercept vehicle location information to generate
and sell personalized movement profiles of system users
[E-2, E-3]. This affects all levels of the VFC system [E-2,
E-3, E-4], with attackers having an incentive to attack entities
on higher levels of the hierarchy compared to edge devices
[E-4, E-10] due to their increased data storage capabilities.
The indicated potential access to more information results in
an increased financial incentive for attackers [E-2, E-7, E-10].

DATA BREACH THROUGH PHYSICAL ACCESS
A VFC system is also at risk from physical data breaches due
to its cyber-physical nature [53]. Smart vehicles and espe-
cially RSUs need to locally store and aggregate data, which
can be the target of adversaries through physical access [53].
Physical access to an RSU could for instance lead to a data
breach that violates a user’s privacy [E-7], [55]. Since smart
vehicles are in possession of end users, it is ‘‘essentially
impossible’’ to prevent physical access to system hardware
[E-12]. In a realistic scenario, this access could for instance
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be used to hack the vehicle’s software to extract cryptographic
keys from its system [E-12].

EAVESDROPPING
Unauthorized listening to data exchange between any two
entities and capturing information that violates a user’s pri-
vacy is considered eavesdropping [E-2], [E-4], [E-7], [51].
In the context of VFC this corresponds to the interception of
wireless messages [E-8] or Bluetooth communication [E-7]
between smart vehicles [E-4]. More concretely, attackers
could place small Bluetooth receivers at intersections to per-
manently monitor the data traffic or (sensitive) information
exchange in an area [E-7]. Since eavesdropping does not
directly harm the system, it is difficult to discover [37]. Addi-
tionally it is noteworthy that internal attackers with ‘‘detailed
information which hardware components are used to real-
ize the communication’’ [E-3] have an inherent advantage
over external attackers [E-3]. The mentionedMITM attackers
could also launch an eavesdropping attack and gather sensi-
tive information about users [E-2], [37], [50].

PRIVACY LEAKAGE
When sensitive vehicle, location or personal information [37]
transmitted between or stored in edge, fog and cloud
resources can be accessed by both internal adversaries or
someone who is honest but curious [50], [57] it is called a
privacy leakage [E-2, E-3, E-12]. Potential privacy attacks
leading to exposure of confidential private information are
route discovery attacks [58], storage information disclosure
[E-2], network profiling [E-7], driver information disclosure
[E-3], [E-12], [37] and hacking passwords [E-7], [50], among
others. A potential implementation of such an attack could be
the theft of data from a camera supervising an intersection
leading to identification of pedestrians [E-2]. Adversaries
could also intercept location data and combine it with vehicle
licensing information to generate personalized movement
profiles [E-3, E-5, E-7], potentially making target persons
vulnerable [E-12]. Information disclosed in these ways has
different privacy levels and different scope. With regards to
privacy, smart vehicles contain the most sensitive information
but with limited scope [E-8]. Extracted data is limited to the
single device. RSUs encompass a wider scope of informa-
tion from many local devices, yet the information content
could be less sensitive than in edge devices due to aggre-
gation, pseudonymization or anonymization functions [50].
The cloud level comprises the widest scope and but may store
the least sensitive content among all entities within the VFC
system that commonly relies on latency-aware prepossessing
and aggregation of data.

DENIAL OF SERVICE
DoS attacks are referring to system disruptions that lead
to unavailability. This classifies them as active attacks.
DoS threats comprise jamming, malware, physical com-
promising, communication obstacles, bandwidth overhead,
(distributed/physical) denial of service attacks, black holes,

TABLE 8. Threats assigned to Denial of Service (DoS).

architectural or software weaknesses, and environmental
noise, as summarized in Table 8.

JAMMING
Attackers generate high-frequency noise to disrupt wire-
less communication channels, inhibiting the transmission of
(critical) data within the system [E-9], [E-12], [57]. Jam-
ming can either target specific frequencies with specialized
devices [E-9] or more generally disturb all broadband wire-
less connections within an area [E-9], E-12]. An example
attacker could use a high voltage traveling arc to locally
disrupt all WiFi communication, thus also rendering the VFC
system inactive in a narrow space [E-9]. Both the edge-fog
and fog-cloud communication channels can be subject to this
attack with the consequence that the affected fog or cloud
resources get inaccessible to an extent that messages cannot
pass among the entities [E-9], [37], risking unreachability of
cloud servers and/or RSUs. Jamming is challenging to pre-
vent when transmitting data by radio frequency with edge-fog
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communication being at a particular risk due to it being
inherently wireless [E-9].

MALWARE
Injecting malware into the VFC system can affect the oper-
ation of the network to a serious extent [E-4], [E-10], [58]
and lead to, for example, software errors and security vul-
nerabilities [53]. Malware exists in many different forms and
is aimed at compromising the availability of the system [49]
by preventing main functions from being carried out, and can
therefore be categorized as a DoS attack. While smart vehi-
cles are at a particular risk of being infected [E-4], it is also
possible for malicious actors to inject Trojans into various
entities of the VFC system. The data stored on an RSU and
its capabilities within the network make it a more attractive
target compared to a vehicle [E-7]. Particular devastating
attacks could also be caused by software back-doors from
criminal suppliers [E-6].

PHYSICAL COMPROMISING
Attackers may launch malware attacks via hardware inter-
faces of entities, such as USB ports [E-2, E-7], if they
have physical access to these interfaces [53]. While physical
compromising is theoretically feasible on all levels of the
hierarchy, RSUs and edge devices with insufficient physical
protection are at a particular risk [E-7], [49]. This is caused
by their widespread distribution over an area, complicating
the provision of physical security compared to centralized
data centers [E-2], [E-7], [10]. Once an RSU is compro-
mised by physical means it can then be used to launch
attacks disrupting the process of traffic control or other
functionalities [10].

COMMUNICATION OBSTACLES
Communication obstacles can be physical objects placed
between two communicating entities (e.g., in the VFC system
between two vehicles or between a vehicle and an RSU)
causing no line of sight [18]. This phenomenon can have
serious consequences. As an example, an RSU that is respon-
sible for traffic instructions at a crossing gets blocked by a
communication obstacle so that edge devices from the north
(cars and smart traffic lights) cannot receive its messages.
In case of emergency traffic light management (e.g., green
wave series of traffic lights for an ambulance) the message
to the north traffic light ‘‘turn red’’ could fail to be delivered,
putting lives at risk.

BANDWIDTH OVERHEAD
In VFC, low latency is important to avoid safety-critical
issues and can be achieved by minimized distance and narrow
bandwidth [53]. However, insufficient bandwidth capacity of
RSUs to address the increased traffic data due to inefficient
cryptography and authentication methods [53] leads to com-
munication overhead, signal interference and signal issues as
consequences [E-2], [E-8] [58]. Since Bluetooth communica-
tion, for instance, can only deal with certain frequency bands

and limited quantities of devices, its bandwidth can easily be
reduced by large numbers of units transmitting on the same
spectrum [E-7].

Denial of Service (DoS) ATTACK
System overloading - such as flooding, spamming [58], fake
requests [37] - can cause temporary service disruptions [E-4]
in VFC. Breakdown of the system is achieved via sending a
large number of requests from the same IP [E-2] or by spam-
ming system entities with TCP packages once a connection
is established [E-7]. While in theory all levels of the system
are susceptible to DoS attacks, RSUs and especially smart
vehicles are more at risk because of their limited storage and
data processing capabilities [E-7, E-9]. However, it might be
more enticing for attackers to focus on devices in the fog
layer due to their intermediate role in the VFC hierarchy
[E-1]. A typical DoS attack in the context of VFC could
comprise multiple hacked vehicles or sensors spamming fog
nodes or other vehicles with requests [E-1, E-5]. This type of
attack is particularly effective in areas with dangerous traffic
situations like railroad crossings [E-10]. On the other hand,
taking over an RSU gives malicious actors the possibility of
compromising road security by flooding individual vehicles
with useless information [E-7]. In general, DoS attacks are
threats of particular importance because they require little
knowledge and can easily be conducted with cheap hardware
[E-12].

Physical Denial of Service (PDoS) ATTACK
In addition to being vulnerable to canonical DoS attacks,
the accessibility and visibility of RSUs (e.g., due to anten-
nas [E-12]) enables adversaries to physically attack them
with the goal of destruction [57]. Based on the information
gathered from our interviews, we define a PDoS attack as a
DoS attack launched in the physical space causing unavail-
ability of a digital service. The PDoS attack thus exploits
the cyber-physical manifestation of a system, where damage
caused in the real world may have spillover effects into the
cyber domain of the system. This stands in contrast to typical
DoS attacks, which are executed purely in the digital space.
If RSUs are, for instance, mounted on top of traffic lights,
attackers could sever their antennas or cable connections
using a bolt cutter [E-12]. In case the RSUs are placed on the
ground, running them over unintentionally or intentionally
with vehicles is also an option [E-2], E-12]. While it is
possible that the destruction of an RSU results from natural
causes like storms [E-1], evil and selfish attackers could be
motivated by financial incentives or by a desire to disturb
the VFC system on purpose [E-12]. Vandalism sparked by
technophobia has already become an issue for autonomous
vehicles and is also a conceivable threat to VFC systems
[E-12], [61]. A more sophisticated physical attacker could
also pry open an RSU’s physical protection in order to
deactivate it [E-4], E-12]. On the other hand, theft of
components motivated by potential financial gains could
result in a possible network disruption or power incision [37].
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In an example case, on-site maintenance workers could eas-
ily strip RSUs or smart vehicles due to their small size
[E-7]. Vehicle theft of course is going to be another common
instance of this attack [E-10]. PDoS attacks are easy to con-
duct since they require little technical background and can be
performed using everyday mechanical equipment like a bolt
cutter.

Distributed Denial of Service (DDoS) ATTACK
This attack is performed similarly to DoS attacks by flooding
meaningless messages or resource requests to exhaust the
resources of entities (mostly RSUs) [E-2], [37], [54]. It also
has the same goal: Suspension of the system [E-7]. Unlike
DoS attacks, DDoS is harder to detect and defend from
because it is performed in distributed fashion by multiple
malicious entities [E-2], [37]. Using, for example, a multitude
of hacked cars would allow attackers to overload the system
at a larger scale [E-2] compared to the targeting of single
units like smart vehicles [E-7] or RSUs [E-7, E-8]. This
could lead to large scale disruptions of traffic due to failing
navigation services [E-7] and accidents [E-2], E-11], among
others.

BLACK HOLE
In this kind of attack, attackers manipulate the network by
embedding a faked malicious RSU that indicates it is part of
the network while in reality the node does not exist. Inserting
such a black hole RSU leads to redirecting messages to the
false and non-existent network node, causing data loss [57].
A consequence of such an attack is the possible unavailability
of the VFC system in a specific region due communication
requests not being answered. Variations of this attack include
the grey-hole, in which only network packages from certain
sources are removed or the sinkhole, in which network traffic
is first routed to an RSU before launching a subsequent attack
from that RSU [49].

ARCHITECTURAL AND SOFTWARE WEAKNESSES
Hardware and software failures - resulting from erroneous
source code or poor maintenance - as well as power cuts could
disrupt the availability of the system [49], [50]. The over-
loading of a single RSU could for instance lead to cascading
effects in the whole system if the level of component redun-
dancy is not sufficient [E-1, E-2], which is an instance of
an architectural weakness. Since the inherently hierarchical
structure of the VFC system leads to multiple points of attack
[E-5], it is also possible for false information to propagate up
the hierarchy [E-1]. On the software side, real-world complex
systems are prone to bugs and security holes which can be
exploited [E-2], particularly on the vehicle level [E-1, E-2].

ENVIRONMENTAL NOISE
Surrounding noises can cause disruption to the communi-
cation channel or even stop communication entirely [53].
A common example of such a threat are possible network
disruptions induced by a lightning storm, cutting off transmis-

TABLE 9. Threats assigned to elevation of privilege.

sion of wireless data between entities in the system. Despite
their being no malicious intent, environmental noise needs to
be accounted for when designing a VFC system as the scale
on which a disruptions occur may potentially be larger than
those caused by human actors.

ELEVATION OF PRIVILEGE
Elevation of privilege refers to unauthorized access to
resources in the VFC system. Threats assigned to the ele-
vation of privilege include unauthorized access, improper
resource allocation, improper resource sharing, and privilege
escalation, as summarized in Table 9.

UNAUTHORIZED ACCESS
Unauthorized entities may enter the VFC system pretend-
ing to be someone else and abuse this access [18]. On one
hand, the takeover of edge devices like smart vehicles is a
general problem in VFC and Internet of Things [E-1], E-2],
[E-10], possibly leading to unauthorized access to RSUs
[E-8]. Access for malicious actors to certificates in partic-
ular is hard to prevent [E-8] so that the system has to be
designed under the assumption that a certain number of edge
devices is controlled by attackers [E-12]. On the other hand,
attacking the central cloud server leads to extensive access to
the system and might thus be more desirable to attackers but
also more challenging since cloud services typically employ
robust security measures [E-10], [E-11].

IMPROPER RESOURCE ALLOCATION
Resources offered by RSUs are optimally allocated accord-
ing to system requirements to ensure fairness among users,
who can expect a fair share of the available heterogeneous
resources like computational power, storage or networking
resources. Attackers (e.g., vehicle drivers) can elevate their
privilege to gainmore of these resources so that a fair resource
allocation is not ensured anymore [37]. This does not only
result in benefits for the attacker but can also lead to an
insufficient amount of resources distributed to other vehicles
and affect the availability of services offered to them.
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PRIVILEGE ESCALATION
External attackers can take control over parts of the system
thus increasing their privileges by exploiting software bugs,
design flaws or configuration oversight [E-10]. This attack
can also be performed by internal adversaries that abuse
their privileges and take advantage of their insider knowl-
edge [50]. Different forms of privilege escalation commonly
exist, such as vertical privilege escalation, where attackers
can access functions or data reserved for higher privilege
users (e.g., being able to write and read data into the data
storage, instead of reading data only), or horizontal privilege
escalation, where attackers gain access to functions or data
that other users with similar privileges typically can access.
Once further privileges are gained, the attackers can perform
unauthorized actions, such as shutting downRSUs, extracting
data, or changing resource allocations.

IMPROPER RESOURCE SHARING
In this attack scenario, an RSU increases its importance in
the network, for example, by changing the network topology,
performing DDoS attacks on other nodes to disturb their
operation, or re-routing intercepted functions or calls of smart
vehicles. As a consequence, a vehicle uses its resources more
than the resources of other RSUs. In such cases, fair resource
sharing among users is not guaranteed anymore, which imbal-
ances the financial gain [37]. Selfish attackers can maximize
profits of allied RSUs, while at the same time damage related
RSUs in the network.

D. OUTLOOK ON THREAT MITIGATION STRATEGIES
To overcome the threats and vulnerabilities in VFC, relevant
prevention, detection and mitigation strategies have been
introduced in the literature. Some of them are common secu-
rity concepts, like encryption or authorization mechanisms,
and some are specific to VFC, like resource allocation- and
trust management. Securing VFC systems is important, how-
ever, no ‘‘absolute security’’ can be guaranteed or achieved
[E-9]. Besides threats, our literature review and interview
findings reveal potential security concepts for VFC, which
can also be assigned to STRIDE categories (refer to Table 10,
Table 12, and Figure 4). In the following, we will briefly elab-
orate on potential security measures to guide future research.

Security plays an important role in making VFC systems
both secure and safe to use. Without security concepts, the
above mentioned attacks could cause chaos and disturbance
[E-11] and could even have fatal consequences, jeopardizing
the safety of people [E-4,E-5, E-8,E-19]. For the novel chal-
lenges that VFC brings, new security measures need to be
developed to withstand them. Proper network isolation, for
instance, addresses the security concern that a malicious RSU
can transmit threats to connected RSUs [52], thus ensuring
availability and undisturbed operation.

The confidentiality of VFC systems has also been
emphasized by many authors and experts. As we have
revealed, several attacks aim to disclose private information.

TABLE 10. Security concepts assigned to STRIDE categories.

To preserve and secure privacy, novelmechanisms for encryp-
tion (searchable encryption [32], proxy (re-)encryption [32],
[53]) and authentication (blind signature, pseudonym, anony-
mous identity based authentication [58], blockchain-based
authentication [37]) have been introduced in extant litera-
ture. While these security measures ensure confidentiality,
however, they don’t deal with malicious entities that could
have legitimate access to the system [50]. In this case, a trust
management system can minimize the uncertainty of ‘‘not
knowing how my partner is going to behave’’ by deploying
reputational levels [50].

Complementing the literature, interviewed experts have
indicated additional security measures that could remedy the
aforementioned attacks (refer to Table 12). First of all, regular
patching and undergoing relevant security updates [E-4] are
critical both for smart vehicles and RSUs, as well as for the
cloud. Security updates and patches could be controlled by
the annual/ two-annual safety attestations from a certified
authority (e.g., certification authorities or auditors) [E-4].
Firewalls including DDoS detection software and IP blocking
mechanisms could also enhance the security and availability
of the system [E-7]. Limiting the bandwidth and number of
possible connections of an RSU may mitigate the possibility

133270 VOLUME 10, 2022



T. Klein et al.: Threat Model for Vehicular Fog Computing

TABLE 11. Overview over prior research in (vehicular) fog computing.

of a (D)DoS attack as well [E-8]. Further security measures
were mentioned such as flow trace protocols, certificates
[E-10] and (open) standards [E-5, E-10] to protect the VFC
system. To prevent data loss, data should be stored redun-
dantly. In case an RSU cannot fulfill its function, the neigh-
boring RSU, which has stored information of the disrupted
RSU redundantly, could take over its place until the issue is
solved [E-2, E-3]. On the other hand, system independence
(e.g., a standalone functioning RSU without any connection
to its neighboring RSUs) is able to restrict the disruption and
prevent infecting other parts of the system [E-11].

V. RELATED WORK
This study developed a comprehensive threat model for VFC,
aligning with and extending related research. Reviewing
existing security-focused research on fog computing and
VFC reveals that most existing studies make valuable con-
tributions by examining the protection of fog computing
systems, while neglecting to identify a threat model that
considers VFC specifics.

Related work can be differentiated, among others, based
on the context of the study (fog computing in general; or
VFC) and its study focus (examining system protection; or
identifying threats), as illustrated in Table 11. Based on this
separation, quadrant A summarizes relatedworks that focuses
on technical safeguards for fog computing in general. For
example, Yu et al. [63] propose a generic framework for
constructing a fine-grained access control system that also
guarantees security against side channel attacks, namely a
fully secure leakage-resilient functional encryption scheme.
Similar, a cryptographic solution to preserve data security in
fog computing is proposed by Noura et al. [62].

A further stream of the literature focuses on the implemen-
tation of specific security measures for VFC systems, which
is subsumed in quadrant B. To secure communication among
vehicles, fog nodes and cloud servers, Wazid et al. [16]
design a secure authenticated key management protocol.
After mutual authentication between communicating enti-
ties, they establish session keys for secure communica-
tions. Likewise, Ma et al. [67] propose an authenticated key
agreement protocol without bilinear pairing. Their protocol
achieves mutual authentication, generates a securely agreed
session key for secret communication, and supports privacy

protection. Other security measures include an efficient revo-
cation scheme for VFC using Merkle hash trees to provide a
highly scalable mechanism for propagating revocation infor-
mation [65]. In addition, several articles focus on the usage
of blockchain to secure a VFC system, such as blockchain
being used for anonymous authentication by Yao et al. [68],
who introduce a blockchain-assisted lightweight anonymous
authentication mechanism for fog computing services.

Related studies on technical safeguards inform our
research when identifying prevalent security threats. More
importantly, extant research provides the means to safeguard
VFC systems, and can therefore be used as foundation to
mitigate identified threats from this study. We also guide
this stream of research by summarizing and synthesizing
important security threats, supporting the development of
further security safeguards and mapping of existing means
to identified threats.

Quadrant C comprises literature which discusses security
and privacy issues in a fog computing system. However, these
works do not focus on VFC specifics but address threats on
fog computing in general. For example, Khan et al. [12] pro-
vide a comprehensive overview of potential security issues
in fog applications, determine the impact of those security
issues, and discuss possible solutions. Likewise, Yi et al. [72]
and Mukherjee et al. [70] outline challenges for security
and privacy in fog computing as well. Potential threats for
security and privacy issues of fog computing in Internet of
Things environments are examined byAlrawais et al. [69] and
Ni et al. [71]. Stojmenovic and Wen [21] analyze the applica-
tion of fog computing in various scenarios and study security
and privacy implications of fog computing with focus on the
detection of man-in-the-middle attacks. While these example
research articles provide valuable contributions, a detailed
conceptualization of threats in a VFC context is currently
lacking.

Prior research on VFC has already proposed potential
threats or focused on overcoming specific threats by provid-
ing mitigation solutions [49], [53] (quadrant D). As such,
Hoque and Hasan [37] provide a threat model for VFC,
which also lists diverse threats and vulnerabilities like
confidentiality, integrity, and availability attacks, among oth-
ers. However, proposed threats lack theoretical and empiri-
cal validation, and corresponding threat descriptions remain
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TABLE 12. An overview of potential security measures in VFC.

short. In contrast, the study by Meneguette et al. [59]
describes 12 threats in more detail but mainly takes an edge
computing perspective, whereas this study focuses on fog
computing while considering its connections to cloud ser-
vices and edge devices. We build on these valuable research
findings and not only synthesize their results, but also vali-
date and enrich them through interviews with VFC experts.
In addition, prior research has mostly neglected to con-
sider physical attacks in threat modeling in which attackers
have physical access to the components of a VFC system
and the capability to harm those. In this study, we also

considered a VFC system’s cyber-physical nature and there-
fore gathered additional data on potential physical security
threats.

VI. DISCUSSION
A. PRINCIPAL FINDINGS
Our study yields 33 threats (see Figure 3), which we grouped
into the 6 STRIDE attack categories. The categories spoofing,
tampering, information disclosure and DoS contain attacks
that are consistently mentioned across both literature and
interviewed experts. We note that some threats like liability
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FIGURE 4. Connections between STRIDE categories, mitigation strategies and security goals.

avoidance or an illusion attack may be of more theoretical
nature as they are referenced in multiple articles but could
not be validated by the interviewed experts. Physical attacks
on the other hand have been proposed in only two existing
works [10], [37], yet are often mentioned in the expert inter-
views [E-1, E-2, E-4, E-7, E-10, E-11, E-12]. This underlines
the importance of synthesizing knowledge from academic
researchers and practitioners in the potential deployment of
VFC systems.

Attackers may target different entities of the VFC system
and potential entry points of them, including edge devices
(e.g., smart vehicles), fog nodes (e.g., RSUs), cloud services,
and data flows. Especially the interplay of and links between
entities enables attackers to performmanifold attacks, such as
impersonating smart vehicles to gain access to RSUs. Entities
and corresponding threats should therefore not be treated
in isolation but rather considered together in VFC threat
models. Delving deeper into physical attacks, the experts also
indicate that RSUs and smart vehicles are easier to physi-
cally attack compared to other technologies such as cloud
services. The large amount of vehicles and RSUs as well as
their scattered locations across a city makes them harder to
survey and secure than data centers. Especially RSUs seem
to be at a high risk of being physically attacked since they
are at the core of the VFC system; further highlighting the
importance of including physical attacks into a VFC threat
model.

It should also be noted that several threats and attacks
relate to compromising navigation systems, traffic routing,
or the emergence of traffic congestion. While these threats
may be burdensome for individual drivers that are on their
way home after a demanding workday, they have a critical
impact on businesses from the transportation sector (which
rely on timely and safe delivery) and may even contribute to
adverse effects on the whole economy. Road congestion is for
example a very feasible result of many attacks described in
Section IV and has been shown to have a negative relationship
with overall employment in the economy [74].

In regard to our underlying attack model, we were also
able to confirm different types of attackers, with varying
capabilities and motives. Whereas we identified attack sce-
narios where active attackers seek to deliberately disrupt or
destroy the functionality of the system (e.g., DoS attacks,
jamming, and sniffing), our findings also show that selfish
attackers may threaten the VFC system to gain an advantage
for themselves through influencing the system (e.g., improper
resource allocation or sharing).

Reflecting general characteristics of a VFC system,
we want to note that it is a complex system per definition [8],
exhibiting a high degree and amount of cyber-physical inter-
dependencies within and beyond the system [75]. Such
interdependencies raise the concern that an attack may have
cascading or even escalating effects [E-10], not only lead-
ing to security and privacy issues, but also to dangers for
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human life induced by failures in the VFC system’s security
measures [E-9, E-10, E-11]. We therefore propose that VFC
systems can be regarded as a critical information infrastruc-
ture, referring to socio-technical systems comprising essen-
tial software components and information systems whose
disruption or unintended consequences can have detrimental
effects on vital societal functions or the health, safety, secu-
rity, or economic and social well-being of people on a national
and international level [76].

B. IMPLICATIONS FOR RESEARCH AND PRACTICE
Our work provides several contributions to research and prac-
tice by verifying and extending findings from extant literature
through expert interviews. Practitioners can obtain insights
into possible attack vectors in VFC along with example
guidelines on how to mitigate those threats. These findings
may then be used in defining requirements for a VFC system
from a security perspective. As the complexity of the system
and the heterogeneity of its devices ensures that ‘‘it will
never be 100% secure’’ [E-11], fallback solutions become all
the more important for a real-world deployment [E-4, E-9,
E-11, E-12]. Here we can highlight two technical aspects
of particularly high significance for practitioners: First, the
continuous provision of security updates on the system as
well as on the device level [E-2, E-4, E-10]. Second, the use
of encryption technologies that manage the trade-off between
speed and safety in amanner that facilitates the deployment of
the system [E-10, E-11]. Since an application of VFC is likely
a costly endeavor, adapting RSU density based on traffic
volume in an area may be a consideration in practice [E-11].
On the non-technical side, an inevitable basic prerequisite for
the feasibility of VFC in the real world is the provision of a
legal framework.Without a clear definition of responsibilities
and liability (e.g., for installing security updates), a large-
scale realization of VFC will be impossible.

For research, we provide three major contributions (refer
to Table 13). First, our study bridges the gap between the cur-
rently scattered literature on VFC threats. In total, we iden-
tified 33 threats and explained important facets of them.
Reviewing extant research and applying Khan et al. [12]’s
STRIDE threat modeling and further interview coding tech-
niques enabled us to synthesize and harmonize extant
research with practitioners’ knowledge, thereby unifying the
diverse views in a comprehensive threat model. By assigning
our findings to the attack categories proposed by the STRIDE
model, we not only achieved theoretical abstraction but also
support future research aiming to develop common security
mitigation strategies that are associated with these categories.
We also briefly elaborated on security measures that can
be used to overcome the vulnerabilities of a VFC system
that came apparent from our research review and interviews,
thereby further guiding future research that aims at overcom-
ing the surveyed threats. With our overview of threats and
potential mitigation strategies in VFC we also shed light on
research areas that warrant further attention.

Second, extant research often mentions potential threats
barely or superficially, most often to motivate their research
or security mitigation strategies. As a consequence, most of
the proposed threats lack empirical validation and detailed
descriptions. With this survey paper, we extend prior research
by providing richer descriptions of identified threats. In par-
ticular, interviewing experts helped us to validate proposed
threats from prior research and gather further information
on these threats. By providing more detailed description
of threats, we not only increase researchers’ understand-
ing, but also help them to define requirements and bound-
ary conditions of VFC systems and potential security
measures.

Third, physical attacks related to VFC have been neglected
so far. For example, Hoque and Hasan [37] argue that
extant threat models ‘‘do not consider the physical attacks’’
[37, p. 1056] and briefly state example physical attacks (e.g.,
‘‘power incision, hardware tampering, RSU component theft,
network disruption, storage theft, etc.’’ [37, p. 1056]) to illus-
trate their potential impact in a VFC context. However, extant
VFC research falls short in deriving and explaining physical
attacks. To counteract this research gap, we particularly iden-
tified three physical attacks that may be used to threaten the
VFC system but have not been thoroughly examined by prior
research. Deepening the understanding of physical attacks
through expert interviews allowed us to fill an important gap
in extant research, thereby linking research and practice. Our
findings on physical attacks also underline the importance of
understanding VFC as a cyber-physical system, requiring not
only security but also safety mitigation strategies.

C. LIMITATIONS
Nevertheless, our study comes with limitations. The literature
review on threats and security measures relies on already
published scientific articles on VFC. While there is more
research available in the larger and more general fields of
VANETs, fog or edge computing, we chose to limit the
scope of our work to attacks and security solutions that are
most relevant to the VFC context. We tried to overcome this
limitation by adding interviews from several experts from
both research and industry. The experts are mostly based
in Germany and thus their opinions rely on local traffic
situations and regulations, which might differ substantially
from, for example, Asian countries or the USA, thereby
reducing the generalizability of our findings to other coun-
tries. An avenue for future work on the practical side is
thus the conduction of similar studies in other countries.
Nevertheless, we tried to tackle this generalization issue by
focusing on core technical capabilities of VFC that should
be mostly independent from the applying country. Since the
technologies underlying VFC are still immature and thus not
yet widely deployed, finding practitioners and experts has
been difficult. On the aspect of countermeasures we only
briefly stated some possible security measures to mitigate
identified threats but left it for future research to make a drill
down and extensively analyse their usage and implications
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TABLE 13. This study’s major contributions to research.

in VFC. The VFC system architecture serving as basis for
our study is a general model, omitting technical specifications
and details. While we deemed this necessary to maintain the
broad scope and general applicability of our threat model,
it precluded the inclusion of security concepts and attacks
that rely on certain architectural assumptions like specific
networking protocols. We acknowledge that this may raise
questions regarding generalizability of our work. Our work
focuses on the identification of threats and omits a deeper
investigation of technical solutions. This lack on the technical
depth of providing solutions could be considered in future
work. Lastly, the overview covers a number of 33 threats, this
leads us to describe each threat on abstract level by leaving
out technical details and concrete attacker scenarios.

D. CURRENT SITUATION IN GERMANY
We now take a brief look at the current situation of VFC in
Germany, based on the information received from the expert
interviews. There are already some existing prototypical field
experiments and local pilot projects that are testing VFC
related concepts, such as an ‘‘edge cloud’’ [E-9] with LTE
and 5G, respectively. Besides, some providers are currently
testing the fog concept with special antennas in dedicated
test environments [E-6]. Unfortunately, the progression of
VFC in Germany is slowed down by the multiplicity of
actors (providers, OEMs, etc.) in this field and regulatory
uncertainties, which complicates a joint development [E-6].
Nonetheless, the introduction of a fog layer in such a scenario
provides significant improvements as it can improve commu-
nication efficiency through, for example, reduced latency and
real-time response [6].

E. FUTURE RESEARCH
Our research also provides opportunities for further fruit-
ful research. The threats identified in our work should be
addressed by technical solutions in the future. Even if there

are already standardised approaches for many issues, one
should pay attention to the specifics in the VFC context.
These include, for example, the variousDoS attacks. Compar-
ing the regulatory environment in different countries would
allow the development of VFC systems as broadly applicable
as possible, accelerating the deployment of the technology
to the real world. A concrete example in how a regulatory
environment may affect the development of technology is the
example of autonomous driving: Germany’s strict regulations
do not allowTesla’s camera-based autopilot on its streets [77].
Consequently, German automaker Daimler relies on a safer,
but more restricted system based on high-definition maps in
its cars [78]. Since real word deployments of VFC hinge
on the technical feasibility of the system, assessing differ-
ent technical solutions and the trade-offs they provide may
generate further insights into threats and security measures.
An example of research in this direction may be the examina-
tion of encryption protocols with respect to speed and security
in a VFC context. Lastly, the evaluation of system prototypes
in dedicated test environments is a key area for future work.
In Germany, this type of research is still in its infancy com-
pared to countries like China or the USA. However, it is of
critical importance on the way to a wide-spread application
of VFC in the real world as it is needed to quantify and verify
theoretical work.

VII. CONCLUSION
Vehicular fog computing offers huge benefits for individuals
and the society, but also introduces unique security threats
that should be mitigated with appropriate security measures.
In this study, we synthesized prior research on VFC and inter-
viewed security and fog computing experts to design a threat
model for VFC. We assigned reviewed threats for a VFC sys-
tem to the six attack categories of the STRIDE threat model,
namely spoofing, tampering, repudiation, information disclo-
sure, DoS, and elevation of privilege. We supplemented our
results by conducting qualitative expert interviews, providing
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us with deeper insights into identified threats and the iden-
tification of novel threats. In particular, we examined phys-
ical attacks that have been neglected by extant research so
far. Beyond that, we briefly elaborated on security measures
that enable to overcome the vulnerabilities of such a VFC
system and associated these mitigation strategies with the
components of STRIDE, particularly highlighting physical
attacks.

APPENDIX. ACRONYMS
DFD Data Flow Diagram
DoS Denial of Service
DDoS Distributed Denial of Service
IDS Intrusion Detection System
MITM Man-in-the-Middle
NIST National Institute of Standards and Technology
PDoS Physical Denial of Service
RSU Roadside Unit
VANETs Vehicular ad hoc Networks
VFC Vehicular Fog Computing
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