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A SIMPLE VARIATIONAL APPROACH TO NONLINEAR MAXWELL EQUATIONS

RAINER MANDEL1

Abstract. We show that nonlinear Maxwell Equations in R3 admit a convenient dual variational formulation
that permits to prove the existence of ground states via standard variational methods.

In this note we provide a simple variational framework for Nonlinear Maxwell Equations of the form

∇×∇× E = f(x,E) in R
3. (1)

Here, E : R3 → R3 stands for the electric field and the nonlinearity f(x,E) ∈ R3 represents the electric
displacement field within the propagation medium, see [12, pp. 825-826]. In the past years, several existence
results for nontrivial solutions of (1) have been found. All of them except [10, Theorem 3 (ii)] rely on
variational methods so that f(x,E) = ∂EF (x,E) is assumed for some scalar-valued function F . These
results may be separated into two classes: the first deals with cylindrically symmetric solutions that are
divergence-free. For such functions the curl-curl operator acts like the classical Laplacian so that several
analytic tools like the Rellich-Kondrachov theorem can be used. Of course, the nonlinearity f then needs
to be cylindrically symmetric with respect to x as well. The first contribution in this direction is due to
Azzollini, Benci, D’Aprile, Fortunato [2] and their existence results have been generalized in [3, 5, 9]. The
second class of papers [12, 13] by Mederski and coauthors deals with Z3-periodic nonlinearities where a
cylindrically symmetric ansatz does not make sense. The variational approach developed in these papers is
very advanced and many difficulties have to be overcome to prove the existence of a nontrivial solution of (1)
via some detailed analysis of generalized Palais-Smale sequences for the energy functional associated with
(1). Our goal is to show that in some cases Nonlinear Maxwell Equations admit a much more convenient
dual formulation that allows to prove existence results via standard methods of the calculus of variations. As
a new feature, our result applies to nonlinearities f(x, ·) that, contrary to all other results that we are aware
of, need not satisfy any symmetry assumption with respect to x. On the other hand, our approach requires
some decay of f(x,E) as |x| → ∞.

Our aim is to show that (1) has ground state solutions under the following assumptions:

(A) f : R3×R3 → R3 is a Carathéodory function with f(x,E) = f0(x, |E|)|E|−1E where s 7→ s−1f0(x, s)
is positive and increasing on (0,∞) and

1

2
f0(x, s)s−

∫ s

0

f0(x, t) dt ≥ Γ(x)min{sp, sq} ≥ c f0(x, s)s

where 0 < c ≤ Γ(x)(1 + |x|)α ≤ C <∞ for 0 < α < 3 and 2 < p < 6,max{2, 6− 2α} < q <∞.

Here, a ground state is a nontrivial critical point of the associated energy functional

I(E) :=
1

2

∫

R3

|∇ × E|2 dx−

∫

R3

F (x,E) dx where F (x,E) :=

∫ |E|

0

f0(x, s) ds.

that has least energy among all nontrivial critical points. In view of assumption (A) the natural (smallest
possible) function space for this functional is H1(curl;R3) ∩

[
Γ−1/pLp(R3;R3) ∩ Γ−1/qLq(R3;R3)

]
. So our

main result reads as follows:
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Theorem 1. Assume that f satisfies (A). Then (1) has a ground state solution E ∈ H1(curl;R3) ∩[
Γ−1/pLp(R3;R3) ∩ Γ−1/qLq(R3;R3)

]
.

Remark 2.

(a) The result applies to the power-type nonlinearity f(x,E) = (1 + |x|)−α|E|2E provided that α > 1.
(b) The assumptions on Γ are imposed to ensure that certain powers of Γ are Muckenhoupt weights with

suitable index, see Proposition 6. The lower bound for Γ seems to be a purely technical assumption,
but this is not true. If Γ vanishes on an open set, then ground states do not exist because of
a null sequence of (concentrating) gradient field solutions of (1). The argument is the same as
in [11, Proposition 1].

(c) The existence of infinitely many other solutions is open. In the case of cylindrical symmetry this can
be done by the Symmetric Mountain Pass Theorem for the functional J from (3) on the subspace
of cylindrically symmetric functions, see [4, Theorem 2.5]. Whether or not cylindrical symmetry is
motivated by some rearrangement principle, remains an open problem.

In the following the symbol . stands for ≤ C for some positive number C, similar for &. We write A ∼ B if
A . B and B . A. The exponents p′, q′ denote, as usual, the Hölder conjugates given by 1

p+
1
p′ =

1
q +

1
q′ = 1.

We fix the standard norm ‖ · ‖r on Lr(R3;R3). The Fourier transform of a tempered distribution f will

occasionally be denoted by f̂ or F(f).

1. The dual problem

We use a dual approach to prove Theorem 1. This means that instead of considering the electric field E as
the unknown, we treat (1) as a variational problem for P := f(x,E). The main advantage is that the vector
field P is automatically divergence-free, which will allow us to use variational methods that almost ignore
what happens on the irrotational part of the electric field E. The new task is to find a divergence-free vector
field P : R3 → R3 that solves the quasilinear equation

∇×∇×
(
ψ(x, P )

)
= P in R

3 (2)

where ψ(x, ·) denotes the inverse of f(x, ·). Assuming (A), the existence of such a function ψ will be verified
in Proposition 9. We shall moreover prove that solutions of (2) can be obtained from critical points of the
energy functional

J(P ) =

∫

R3

Ψ(x, P ) dx−
1

2

∫

R3

(−∆)−1P · P dx. (3)

where Ψ(x, ·) denotes the primitive of ψ(x, ·) with Ψ(x, 0) = 0. So our aim is to provide a sufficient criterion
ensuring that J has a ground state solution over a suitable function space, i.e., a nontrivial critical point
having least energy among all nontrivial critical points of J . Later, in Section 2, we will show that this
ground state solution of J gives rise to a ground state solution of I via E = ψ(x, P ).

Our analysis makes use of the following assumptions:

(B) ψ : R3 × R3 → R3 is a Carathéodory function with ψ(x, P ) = ψ0(x, |P |)|P |−1P where

z 7→ ψ0(x, z) is positive and increasing on (0,∞), z 7→ z−1ψ0(x, z) is decreasing on (0,∞)

and, for Γ, α, p, q as in (A) and almost all x ∈ R and z > 0,
∫ z

0

ψ0(x, s) ds −
1

2
ψ0(x, z)z ≥ max{(Γ(x)−1z)p

′−1, (Γ(x)−1z)q
′−1}z ≥ cψ0(x, z)z

We will see later (Proposition 9) that assumption (B) is the natural counterpart of assumption (A). To benefit
from the decay of Γ at infinity we set up our variational approach on the divergence-free part of the reflexive
Banach space Z := Γ1/pLp

′

(R3;R3) ∩ Γ1/qLq
′

(R3;R3) with norm

‖P‖ := ‖Γ− 1

pP‖p′ + ‖Γ− 1

qP‖q′ . (4)
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The corresponding dual space is Z∗ = Γ−1/pLp(R3;R3) + Γ−1/qLq(R3;R3) with norm

‖E‖Z∗ := inf
E1+E2=E

‖Γ
1

pE1‖p + ‖Γ
1

qE2‖q. (5)

We first introduce the Helmholtz Decomposition on Z that decomposes a vector field on R3 into its divergence-
free (solenoidal) part belonging to X and its curl-free (irrotational) part in Y .

Proposition 3. Then there are closed subspaces X,Y ⊂ Z such that the Helmholtz Decomposition Z =
X ⊕ Y holds with continuous projectors Π : Z → X and id−Π : Z → Y such that E = E1 + E2 with
E1 := ΠE,E2 := (id−Π)E implies ∇ · E1 = 0 and ∇× E2 = 0 in the distributional sense, in particular

∇×∇× E1 = −∆E1, ∇×∇× E2 = 0. (6)

Proof. For Schwartz functions E ∈ S(R3;R3) we define ΠE ∈ S(R3;C3) via

Π̂E(ξ) := Ê(ξ) − |ξ|−2(ξ · Ê(ξ))ξ.

Then (6) follows from ∇ × ∇ × E = −∆E + ∇(div(E)). We verify the boundedness of Π, id−Π on Z. It

suffices to show that all Riesz transforms f 7→ F−1(ξj |ξ|
−1f̂) are bounded on Γ1/rLr

′

(R3) where r ∈ {p, q}.
In [14, Corollary 2.2] it is shown that the Riesz transforms are bounded on the weighted Lebesgue space

Lr
′

RN (ωr) provided that the function ωr belongs to the class of Muckenhoupt weights Ar′ , see [14, p.1239] for

a definition. We use this for ωr(x) := Γ(x)−1/(r−1) because of Γ1/rLr
′

(R3) = ω
−1/r′

r Lr
′

(R3) = Lr
′

R3(ωr) in
the notation of [14]. From [8, Example 1.3] we get ωp ∈ Ap′ , ωq ∈ Aq′ due to 0 < α < 3, which gives the

boundedness of the Riesz transform as an operator on Γ1/pLp
′

(R3) and on Γ1/qLq
′

(R3), hence on Z. �

Since we are looking for divergence-free solutions P of (2), we set up our variational approach in the
space X from the previous proposition. It is the subspace of divergence-free vector fields belonging to
Z = Γ1/pLp

′

(R3;R3) ∩ Γ1/qLq
′

(R3;R3). To make sense of the functional J from (3) we first show that

J1 : X → R, P 7→

∫

R3

Ψ(x, P ) dx where Ψ(x, P ) :=

∫ |P |

0

ψ0(x, s) ds

defines a convex C1-functional.

Proposition 4. Assume (B). Then J1 ∈ C1(X) is convex and there is c > 0 such that

J ′
1(P )[P̃ ] =

∫

R3

ψ(x, P ) · P̃ dx, J1(P ) ≥ c min{‖P‖p
′

, ‖P‖q
′

} for P, P̃ ∈ X. (7)

Proof. Assumption (B) yields the estimates

J1(P ) .

∫

R3

∫ |P |

0

max{(Γ(x)−1s)p
′−1, (Γ(x)−1s)q

′−1} ds dx

.

∫

R3

Γ(x)1−p
′

|P |p
′

+ Γ(x)1−q
′

|P |q
′

dx

= ‖Γ− 1

pP‖p
′

p′ + ‖Γ− 1

qP‖q
′

q′

(4)

. ‖P‖p
′

+ ‖P‖q
′

.

So J1 : X → R is well-defined. Similarly, one proves J1 ∈ C1(X) and the formula for J ′
1(P ) along the

lines of the proof of [1, Theorem 2.19]. Since z 7→ ψ0(x, z) is increasing by assumption (B), the function
R

3 → R
3, P 7→ Ψ(x, P ) is convex for almost all x ∈ Ω. This implies the convexity of J1. To prove the

inequality in (7) set A(t) := tp
′/q′ + tq

′/p′ for t > 0. Then

‖P‖p
′

+ ‖P‖q
′
(4)

. ‖Γ− 1

pP‖p
′

p′ + ‖Γ− 1

qP‖p
′

q′ + ‖Γ− 1

pP‖q
′

p′ + ‖Γ− 1

qP‖q
′

q′
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≤

∫

R3

Γ(x)p
′−1|P |p

′

+ Γ(x)q
′−1|P |q

′

dx

+

(∫

R3

Γ(x)p
′−1|P |p

′

dx

) q′

p′

+

(∫

R3

Γ(x)q
′−1|P |q

′

dx

) p′

q′

. A

(∫

R3

Γ(x)p
′−1|P |p

′

+ Γ(x)q
′−1|P |q

′

dx

)
.

This implies

J1(P ) =

∫

R3

Ψ(x, P ) dx

(B)

&

∫

R3

Γ(x)p
′−1|P |p

′

+ Γ(x)q
′−1|P |q

′

dx

& A−1
(
‖P‖p

′

+ ‖P‖q
′

)

& min{(‖P‖p
′

+ ‖P‖q
′

)
p′

q′ , (‖P‖p
′

+ ‖P‖q
′

)
q′

p′ }

& min{‖P‖p
′

, ‖P‖q
′

},

(8)

which proves (7). �

Next we show that the second part of the functional J from (3) is well-behaved. To this end, we investigate
the mapping properties of the linear operator (−∆)−1 : X → X∗ that is given by

(−∆)−1f := F−1
(
|ξ|−2f̂(ξ)

)
= K ∗ f (9)

where K(z) = (4π|z|)−1. Here the convolution respectively the Fourier multiplier |ξ|−2 act componentwise
on vector fields. We denote by X∗ the subspace of divergence-free functions in Z∗.

Proposition 5. Assume (B). Then the linear operator (−∆)−1 : X → X∗, P 7→ (−∆)−1P is compact.

Proof. We have by Young’s and Hölder’s inequalities

‖Γ
1

p (K1|·|≤1 ∗ P )‖p ≤ ‖Γ‖
1

p
∞‖K1|·|≤1 ∗ P‖p

≤ ‖Γ‖
1

p
∞‖K1|·|≤1‖ p

2

‖P‖p′

≤ ‖Γ‖
2

p
∞‖K1|·|≤1‖ p

2

‖Γ− 1

pP‖p′

(4)

≤ ‖Γ‖
2

p
∞‖K1|·|≤1‖ p

2

‖P‖

The prefactor is finite due to Γ ∈ L∞(R3), |K(z)| . |z|−1 and 2 < p < 6.

Since q > 6 − 2α and α > 0, we may choose µ > 0 according to 1
q − 1

6 < 1
µ < α

3q . Then α < 3 implies

0 < 1
µ <

1
q . We may thus define r, s ∈ (1,∞) via 1

r := 2
q −

2
µ ,

1
s := 1

µ + 1
q′ . Then

‖Γ
1

q (K1|·|≥1 ∗ P )‖q ≤ ‖Γ
1

q ‖µ‖K1|·|≥1 ∗ P‖ qµ
µ−q

≤ ‖Γ
1

q ‖µ‖K1|·|≥1‖r‖P‖s

≤ ‖Γ
1

q ‖2µ‖K1|·|≥1‖r‖Γ
− 1

qP‖q′

(4)

≤ ‖Γ
1

q ‖2µ‖K1|·|≥1‖r‖P‖.
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From Γ(x) ∼ (1 + |x|)−α and |K(z)| ∼ |z|−1 we infer that the prefactor is finite if and only if µα/q > 3 and
r > 3. Both inequalities hold by our choice of µ. Hence, we may combine (5) with the previous two estimates
to get

‖(−∆)−1P‖Z∗ = ‖K ∗ P‖Z∗ ≤

(
‖Γ‖

2

p
∞‖K1|·|≤1‖ p

2

+ ‖Γ
1

q ‖2µ‖K1|·|≥1‖r

)
‖P‖,

which proves the boundedness of the operator from X to Z∗. Since (−∆)−1P is divergence-free (because so
is P ), we even conclude that (−∆)−1 : X → X∗ is bounded. To prove the compactness, set χR = χ(R−1·)
where χ ∈ C∞

0 (R3) is chosen such that χ(z) = 1 for |z| ≤ 1 and χ(z) = 0 for |z| ≥ 2R. The compactness of
χR(−∆)−1 for any given R > 0 follows from local elliptic Lp-estimates, p < 6 and the Rellich-Kondrachov
Theorem. Repeating the estimates from above one finds

‖(1− χR)(−∆)−1P‖Z∗ ≤

(
‖Γ1R3\BR(0)‖

1

p
∞‖Γ‖

1

p
∞‖K1|·|≤1‖ p

2

+ ‖Γ1/q
1R3\BR(0)‖µ‖Γ

1

q ‖µ‖K1|·|≥1‖r

)
‖P‖.

Since the prefactor goes to zero as R → ∞, we infer (−∆)−1 = limR→∞ χR(−∆)−1 with respect to the
operator norm. Since the operators χR(−∆)−1 : X → X∗ are compact for all R > 0, we conclude that
(−∆)−1 : X → X∗ is compact as well. �

The previous two results imply the following:

Proposition 6. Assume (B). Then J ∈ C1(X) and

J ′(P )[P̃ ] =

∫

R3

ψ(x, P ) · P̃ dx−

∫

R3

(−∆)−1P · P̃ dx

for all P, P̃ ∈ X. In particular, J ′(P ) = 0 holds if and only if Π(ψ(x, P )) = (−∆)−1P .

Note that the projector Π appears in the Euler-Lagrange equation because the test functions P̃ ∈ X are
arbitrary only among the divergence-free vector fields. To prove the existence of ground states, we minimize
J over the Nehari manifold

N = {P ∈ X \ {0} : J ′(P )[P ] = 0}

=
{
P ∈ X \ {0} :

∫

R3

ψ(x, P ) · P dx =

∫

R3

(−∆)−1P · P dx
}

and define the corresponding min-max-level via

cN := inf
N
J. (10)

We first provide a suitable min-max characterization of this energy level with the aid of the fibering map.

Proposition 7. Assume (B). Then

cN = c where c := inf
P∈X\{0}

max
t>0

J(tP ) ∈ (0,∞) (11)

and infN J is attained at P ∗ ∈ N if and only if the infimum on the right is attained at tP ∗ for any t > 0.

Proof. Fix any P ∈ X \ {0} and define the fibering map

γ(t) := J(tP ) =

∫

R3

Ψ(x, tP ) dx−
t2

2

∫

R3

(−∆)−1P · P dx.

By definition of N we have tP ∈ N if and only if J ′(tP )[P ] = 0, i.e., γ′(t) = 0. We claim that for any given
P ∈ X \ {0} there is precisely one such t. Indeed, γ′(t1) = γ′(t2) = 0 and t1 > t2 > 0 implies

0 = t−1
1 γ′(t1)− t−1

2 γ′(t2) =

∫

R3

(
t−1
1 ψ0(x, t1|P |)− t−1

2 ψ0(x, t2|P |)
)
|P | dx < 0

in view of the monotonicity assumption on ψ0 from (B), which is a contradiction. So γ has at most one critical
point. On the other hand, γ has at least one critical point, a global maximizer, because of γ(t) > γ(0) = 0
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for small t > 0 and γ(t) → −∞ as t→ ∞. So we conclude that for any given P ∈ X \ {0} there is a unique
t(P ) > 0 such that t(P )P ∈ N . This implies cN = c and the claimed relation between the minimizers. It
remains to show c > 0.

For P ∈ N we have J ′(P )[P ] = 0, P 6= 0. So we get as in the proof of (8)

min{‖P‖p
′

, ‖P‖q
′

} .

∫

R3

ψ(x, P ) · P dx =

∫

R3

(−∆)−1P · P dx ≤ ‖(−∆)−1‖‖P‖2.

This and p′, q′ < 2 implies ‖P‖ ≥ κ > 0 for some κ > 0 which is independent of P . As in (8) this implies
(using the first inequality in assumption (B))

J(P ) = J(P )−
1

2
J ′(P )[P ] =

∫

R3

Ψ(x, P )−
1

2
ψ(x, P ) · P dx & min{‖P‖p

′

, ‖P‖q
′

} & min{κp
′

, κq
′

}.

Since this holds for all P ∈ N we get c > 0. �

Theorem 8. Assume (B). Then J ∈ C1(X) admits a ground state.

Proof. We prove that the min-max level c from (11) is attained at some function P ∈ X \ {0}. So let (Pn) be
a minimizing sequence. After rescaling we may without loss of generality assume

∫
R3(−∆)−1Pn · Pn dx = 1.

Then we get for any given s > 0

c+ o(1) = sup
t>0

J(tPn) ≥ J(sPn) =

∫

R3

Ψ(x, sPn) dx−
s2

2
as n→ ∞.

This and the second estimate in (7) show that (Pn) is bounded in X and we may pass to a weakly convergent
subsequence that we still denote by (Pn), so Pn ⇀ P⋆ in X . Proposition 5 implies (−∆)−1Pn → (−∆)−1P⋆
in X∗ and thus

∫
R3(−∆)−1P⋆ · P⋆ dx = 1, whence

c ≥

∫

R3

Ψ(x, sPn) dx−
s2

2
+ o(1)

≥

∫

R3

Ψ(x, sP⋆) dx−
s2

2

∫

R3

(−∆)−1P⋆ · P⋆ dx+ o(1)

= J(sP⋆) + o(1).

In the second inequality we exploited the weak lower semicontinuity (by convexity). Since the above estimate
holds for all s > 0 we conclude that P⋆ is a minimizer for the min-max-level c, so a multiple of it, say
P ⋆ := t(P⋆)P⋆, is a minimizer for cN by Proposition 7. Using J ∈ C1(X) we get as in [15, Proposition 9]

that the reduced functional J̃(P ) := maxt>0 J(tP ) is continuously differentiable away from the origin, and

J̃ ′(P⋆) = 0 implies J ′(P ⋆) = 0. Moreover, by construction of the Nehari manifold N , no other nontrivial
critical point of J attains a smaller energy level than P ⋆, so P ⋆ is a ground state. �

2. Proof of Theorem 1

We want to prove Theorem 1 using our analysis of the dual problem of the previous section. We first show
that the latter applies under the assumptions of Theorem 1.

Proposition 9. Assume that the function f : R3 × R3 → R3 satisfies (A). Then there is a function ψ :
R3 × R3 → R3 satisfying (B) such that f(x, ·)−1 = ψ(x, ·) for almost all x ∈ R3.

Proof. By assumption (A) the function z 7→ f0(x, z) is continuous and increasing on [0,∞) with f(x, z) → 0
as z → 0 and f0(x, z) → +∞ as z → ∞ for almost all x ∈ R3. Hence, there is an increasing inverse
ψ0(x, ·) = f0(x, ·)−1 : [0,∞) → [0,∞). Then f(x, ·)−1 = ψ(x, ·) where ψ(x, P ) := ψ0(x, |P |)|P |−1P is

Carathéodory. Moreover, R+ → R+, z 7→ ψ0(x,z)
z is decreasing because R+ → R+, s 7→

f0(x,s)
s is increasing.

So it remains to verify that ψ0 satisfies the estimates from (B).
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To this end fix x ∈ R3 such that f0(x, ·)−1 = ψ0(x, ·) holds. In the following let s, z ∈ [0,∞) depend on each
other via s = ψ0(x, z), z = f0(x, s). Since (A) implies |f0(x, s)| ∼ Γ(x)min{sp−1, sq−1}, we have

ψ0(x, z) = s ∼ max{(Γ(x)−1z)p
′−1, (Γ(x)−1z)q

′−1}. (12)

This shows that the second inequality in (B) hold. The Fenchel-Young identity shows that f0(x, ·)−1 = ψ0(x, ·)
satisfy ∫ z

0

ψ0(x, t) dt−
1

2
ψ0(x, z)z =

1

2
f0(x, s)s −

∫ s

0

f0(x, t) dt.

This implies
∫ z

0

ψ0(x, t) dt−
1

2
ψ0(x, z)z =

1

2
sf0(x, s) −

∫ s

0

f0(x, t) dt

(A)

≥ Γ(x)min{sp, sq}

(12)

& max{(Γ(x)−1z)p
′−1, (Γ(x)−1z)q

′−1},

which finishes the proof. �

The above proposition shows that there is a function ψ such that our variational approach of the previous
section applies. In particular, a ground state of J exists by Theorem 8. To show that this ground state of J
produces a ground state of I via E := ψ(x, P ), we need the equivalence of the original problem and the dual
problem. This is proved next.

Lemma 10. Assume (A). Then I ′(E) = 0, E ∈ H1(curl;R3) ∩
[
Γ−1/pLp(R3;R3) + Γ−1/qLq(R3;R3)

]
if and

only if J ′(P ) = 0, P ∈ X where P,E are related to each other via P = f(x,E), E = ψ(x, P ) and ψ is given
by Proposition 9.

Proof. Assume first I ′(E) = 0 for E ∈ H1(curl;R3) ∩ (Γ−1/pLp(R3;R3) + Γ−1/qLq(R3;R3)). Then P =
f(x,E) satisfies ∇ × ∇ × E = P and thus ∇ · P = 0 in the distributional sense. Combining this with
|P | = |f(x,E)| ∼ Γ(x)min{|E|p−1, |E|q−1} and E ∈ Γ−1/pLp(R3;R3) + Γ−1/qLq(R3;R3), we infer that P

is divergence-free and belongs to Γ1/pLp
′

(R3;R3) ∩ Γ1/qLq
′

(R3;R3), i.e., P ∈ X . Furthermore, I ′(E) = 0
implies that ∇×∇× E = P holds in the weak sense. In view of E = ψ(x, P ) and Proposition 3 this means

that (−∆)Π(ψ(x, P )) = P holds in the weak sense. This implies |ξ|2F(Π(ψ(x, P ))) = P̂ in the sense of
tempered distributions and thus, by (9), Π(ψ(x, P )) = (−∆)−1P , which is finally equivalent to J ′(P ) = 0 by
Proposition 6.

Now assume P ∈ X and J ′(P ) = 0. Then X ⊂ Γ1/pLp
′

(R3;R3) ∩ Γ1/qLq
′

(R3;R3) and (12) gives E ∈
Γ−1/pLp(R3;R3) + Γ−1/qLq(R3;R3). It remains to show E ∈ H1(curl;R3) because J ′(P ) = 0 then implies
I ′(E) = 0 using the reverse chain of implications from above. We have

∇× E = ∇× ψ(x, P ) = ∇×Π(ψ(x, P )) = ∇× (−∆)−1P = F−1

(
−
iξ × P̂

|ξ|2

)
.

Standard mapping properties of Riesz transforms [7, Corollary 5.2.8] and Riesz potentials [6, Theorem 1.2.3]
yield ∇× E ∈ L2(R3;R3) provided that P ∈ Lr(R3;R3) provided that 1

r −
1
2 = 1

3 , i.e., r =
6
5 . So it remains

to show

Γ1/pLp
′

(R3;R3) ∩ Γ1/qLq
′

(R3;R3) ⊂ L6/5(R3;R3). (13)

In fact, if 6− 2α < q ≤ 6 then this follows from

‖f‖6/5 ≤ ‖Γ−1/qf‖q′‖Γ
1/q‖ 6q

6−q
. ‖f‖.

If q > 6 choose θ ∈ (0, 1) such that θ
p′ +

1−θ
q′ = 5

6 . Then

‖f‖6/5 ≤ ‖Γ−1/qf‖1−θq′ ‖Γ−1/pf‖θp′‖Γ
1−θ
q

+ θ
p ‖∞ . ‖f‖.
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So (13) holds and we conclude E ∈ H1(curl;R3). �

Proof of Theorem 1: For f satisfying assumption (A) as in the theorem we define ψ by Proposition 9.
Then ψ : R3 × R3 → R3 satisfies assumption (B) and accordingly, by Theorem 8, the functional J has a
ground state solution P ∗ ∈ X \{0}. By Proposition 9, I ′(E) = 0 with E ∈ H1(curl;R3)∩

[
Γ−1/pLp(R3;R3)+

Γ−1/qLq(R3;R3)] is equivalent to J ′(P ) = 0 with P ∈ X . Then [11, Theorem 15] shows that E⋆(x) :=
ψ(x, P ⋆(x)) defines a ground state solution for I, which is all we had to prove. �

Acknowledgments

Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) – Project-ID 258734477
– SFB 1173.

References

[1] A. Ambrosetti and G. Prodi. A primer of nonlinear analysis, volume 34 of Cambridge Studies in Advanced Mathematics.
Cambridge University Press, Cambridge, 1995. Corrected reprint of the 1993 original.

[2] A. Azzollini, V. Benci, T. D’Aprile, and D. Fortunato. Existence of static solutions of the semilinear Maxwell equations.
Ric. Mat., 55(2):283–297, 2006.

[3] T. Bartsch, T. Dohnal, M. Plum, and W. Reichel. Ground states of a nonlinear curl-curl problem in cylindrically symmetric
media. NoDEA Nonlinear Differential Equations Appl., 23(5):Art. 52, 34, 2016.

[4] T. Bartsch and J. Mederski. Nonlinear time-harmonic Maxwell equations in an anisotropic bounded medium. J. Funct.

Anal., 272(10):4304–4333, 2017.
[5] T. D’Aprile and G. Siciliano. Magnetostatic solutions for a semilinear perturbation of the Maxwell equations. Adv. Differ-

ential Equations, 16(5-6):435–466, 2011.
[6] L. Grafakos. Modern Fourier analysis, volume 250 of Graduate Texts in Mathematics. Springer, New York, second edition,

2009.
[7] L. Grafakos. Classical Fourier analysis, volume 249 of Graduate Texts in Mathematics. Springer, New York, third edition,

2014.
[8] D. D. Haroske. Sobolev spaces with Muckenhoupt weights, singularities and inequalities. Georgian Math. J., 15(2):263–280,

2008.
[9] A. Hirsch and W. Reichel. Existence of cylindrically symmetric ground states to a nonlinear curl-curl equation with non-

constant coefficients. Z. Anal. Anwend., 36(4):419–435, 2017.
[10] R. Mandel. Uncountably many solutions for nonlinear Helmholtz and curl-curl equations. Adv. Nonlinear Stud., 19(3):569–

593, 2019.
[11] R. Mandel. Ground states for maxwell’s equations in nonlocal nonlinear media, 2021. arXiv:2110.04006.
[12] J. Mederski. Ground states of time-harmonic semilinear Maxwell equations in R3 with vanishing permittivity. Arch. Ration.

Mech. Anal., 218(2):825–861, 2015.
[13] J. Mederski, J. Schino, and A. Szulkin. Multiple solutions to a nonlinear curl–curl problem in R3. Arch. Ration. Mech.

Anal., 236(1):253–288, 2020.
[14] S. Petermichl. The sharp weighted bound for the Riesz transforms. Proc. Amer. Math. Soc., 136(4):1237–1249, 2008.
[15] A. Szulkin and T. Weth. The method of Nehari manifold. In Handbook of nonconvex analysis and applications, pages

597–632. Int. Press, Somerville, MA, 2010.

1Karlsruhe Institute of Technology, Institute for Analysis, Englerstraße 2, 76131 Karlsruhe, Germany


	1. The dual problem
	2. Proof of Theorem 1
	Acknowledgments
	References

