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Abstract Seamless image stitching depends not only on the ac-
curate alignments of camera images, but also on the compen-
sation of illumination inconsistencies. Even if two images are
aligned perfectly, the seam is still visible if the images have a
distinct vignetting or different exposure. Image stitching is used
to expand the field of view, but a visible seam can lead to signif-
icant errors in subsequent visual perception tasks. As a result,
we present a straightforward and accurate method for vignetting
and exposure correction for stitched images. Firstly, we estimate
the camera response function that maps irradiance to intensity.
Then, the vignetting model is determined, which is applied to
the irradiance images. After that, the exposure of the stitched
images is corrected with the irradiance values at the seam. Fi-
nally, the irradiance is converted back into intensity using the
camera response function. Our approach is evaluated using data
recorded by our experimental vehicle and the public nuScenes
dataset. Thereby, we test the performance of our method using
the IoU of the histograms as well as the mean absolute error of
the intensity values in the overlapping image regions. Further-
more, we demonstrate the real-time capability of our approach.

Keywords Autonomous driving, panorama, image stitching, vi-
gnetting, exposure, illumination
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(a) Sensor setup prototype
for UNICARagil project.

Driving direction

Left facing camera
Front facing camera
Lidar

(b) Schematic top view of the UNICARagil sensor setup to
visualize sensor coverage of color cameras and lidar.

Figure 1: The images from the two lower color cameras of the UNICARagil sensor modul
are stitched to a 270◦ horizontal panoramic image to improve object detection
and other perception tasks.
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1 Introduction

Autonomous vehicles heavily depend on camera sensors to perceive
their surroundings. Object detection, visual localization and mapping
are fundamental challenges in automated driving based on camera im-
ages. Instead of performing perception tasks for each individual im-
age, the images can be fused to a panorama beforehand [1]. Thus, the
horizontal viewing angle can be significantly expanded using image
stitching. This facilitates object detection, especially when an object is
cut off at the image boundaries by a limited field of view. Image stitch-
ing precisely aligns individual images based on image features or lidar
measurements. However, the seam is still visible due to vignetting and
different exposure times. On the one hand, as shown in [2], vignetting
is caused by a radial falloff in irradiance at the image boundaries, while
on the other hand, the cameras adjust the exposure time to the current
lighting conditions. As a result, the seam between stitched images can
lead to false features in object detection and other processing tasks.

In this paper, we propose a straightforward method for compensat-
ing vignetting and correcting exposure for multiple stitched images in
a time-critical environment. This distinguishes our method from many
approaches that aim to compensate for vignetting in individual images
using more complex models [3–5]. Hence, we estimate the camera re-
sponse function (CRF) and the vignetting model before runtime. After
the images are stitched, the vignetting model is applied and the expo-
sure is corrected. Our approach is tested on the sensor setup prototype
built as part of the publicly funded project UNICARagil [6, 7], as well
as on the public nuScenes dataset [8]. The prototype of the sensor
setup mounted on a vehicle of the Karlsruhe Institute of Technology
is shown in Fig. 1(a). In this setup, the camera images from the front-
facing camera and the left-facing camera are stitched together to create
a panorama. The sensor coverage of the two cameras and the lidar,
which allows better alignment of the images, is shown in Fig. 1(b).

2 Related Work

Since cameras are widely used, inexpensive sensors, many articles have
already addressed vignetting and exposure correction. Goldman and
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Chen provide a good overview of the causes of vignetting and sug-
gest a general approach by modeling the vignetting model as 6th order
even polynomial in [2]. In addition, the approaches of Zheng et al.
in [3, 4] and Cho, Lee, and Lee in [5] focus on vignetting correction for
single images. Furthermore, the approach of Kordecki, Palus, and Bal
propose the use of a non-radial vignetting model in [9].

Raw
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Irradiance Images
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Vignetting and
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Figure 2: Workflow for vignetting compensation and exposure correction in image stitch-
ing.

3 Vignetting and Exposure Correction

Our approach consists of four individual steps. The workflow of our
approach is depicted in Fig. 2. First, the camera response functions
of all cameras are estimated. Then, the vignetting model is generated
and applied. Afterwards, the correction of the exposure between the
stitched camera images is performed. In the last step, the corrected
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(a) Image stitching without vignetting and exposure correction.

(b) Image stitching with vignetting compensation but without exposure correction.

(c) Image stitching with vignetting and exposure correction.

Figure 3: Comparison of image stitching with and without vignetting compensation and
exposure correction. The images are recorded with the UNICARagil sensor
setup prototype in Fig. 1.
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irradiance values are converted back into intensities. The quantitative
effect of our approach is shown in Fig. 3 for an exemplary pair of
stitched images.

3.1 Calibration of the Camera Response Function

Both the vignetting compensation and the exposure correction are per-
formed based on the irradiance, which is calculated from the inten-
sities using the non-linear camera response function. Therefore, we
determine the camera response function of our sensor setup before the
actual runtime. The camera response functions are estimated by expo-
sure series in a static scene with known exposure times as in [10]. For
each of the color cameras in Fig. 1, we obtain three response functions
for the three color channels. However, we found that the camera re-
sponse functions are approximately identical for the cameras and all
color channels. The qualitative evaluation of UNICARagil sensor data
shows decent results for vignetting and exposure correction using the
approximated camera response function. For this reason, we store only
the approximated camera response function for the entire panorama,
which is shown in normalized form in Fig. 4(a). After vignetting and
exposure correction in 3.2 and 3.3 the camera response function is used
to convert the irradiance values back to intensity values.

3.2 Estimation of the Vignetting Model

To compensate for vignetting, we found that in our case a model
can be sufficiently created by approximating the vignetting by the
cosine-fourth-power law. This estimates the radial irradiance falloff
at the boundaries of the camera images. To get a better result for the
panoramic image we use a spherical camera model in our approach,
that is described in more detail in [1]. As with the pinhole camera
model, the intrinsic parameters can be specified in the matrix A as in
Eq. 1, where f denotes the focal length and (u0, v0) describes the prin-
cipal point. Another advantage of the spherical camera model is that
the pixel coordinate is proportional to the angle of incidence. This re-
sults in Eq. 2, which models the vignette as a function of the distance to
the principal point r and the focal length f . In addition, the variables a
and b are used to fit the vignetting model. The values are determined
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(a) Approximated and normalized
camera response function of the
UNICARagil sensor setup.

(b) Normalized vignetting model in the spher-
ical camera frame.

Figure 4: Both the camera response function (a) and the vignetting model (b) are com-
puted before the actual runtime, to be applied to the camera images afterwards.

empirically based on a sequence recorded with the UNICARagil sensor
module and result in our case in a = 3.4 and b = 0.1. In Fig. 4(b) the
normalized vignetting model in the spherical camera frame is shown.
Just like the camera response function, the vignetting model is also
created before runtime to achieve real-time capability.

A =

 f 0 u0
0 f v0
0 0 1

 (1)

g(u, v) = a cos4(r/ f ) + b,

r =
√
(u− u0)2 + (v− v0)2, a, b ∈ R+

0

(2)

3.3 Exposure Correction

After the vignetting model is applied, the brightness between the
stitched images is not fully adjusted due to a difference in exposure, as
can be seen in Fig. 3(b). To perform exposure correction, an individ-
ual exposure compensation factor c is determined for each image. For
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this purpose, we calculate the quotient crel from the cumulative irradi-
ances E along the vertical seam in the overlapping region for a pair of
stitched images in Eq. 3. Based on the quotient crel , we derive in the
following step the individual exposure correction factors for the single
images in Eq. 4 by an additional constraint to ensures that the average
of the factors is equal to one. If a panorama consists of more than one
seam n, several quotients crel,n are obtained, from which the individual
exposure factors can be calculated. For multiple stitched images with
vertical seams n, we use the transitional condition cright,n = cle f t,n+1. In
Fig. 3(c) the stitching result after exposure correction is shown.

crel =
height

∑
v=0

Ele f t(u(v), v)
Eright(u(v), v)

(3)

cle f t =
2

crel + 1
, cright =

2crel
crel + 1

(4)

4 Experimental Results and Evaluation

We evaluate the presented approach on the UNICARagil sensor setup
shown in Fig. 1 as well as on the sequences 1 to 10 of the nuScenes
dataset [8]. In the latter case, we use the images from the front-facing
camera and the front-left-facing camera to create a panorama. Since
we do not know what kind of cameras are used in the nuScenes setup
and we cannot reconstruct the camera response function from the avail-
able data, we assume a linear response function as an approximation.
Besides qualitative results in Fig. 3, we show the performance of our
method using two different metrics in 4.1 and 4.2. First, the intersection
over union of the histograms in the overlapping region of the stitched
images is used. The second metric used is the mean absolute error of
intensity differences in the overlapping region. Furthermore, we ana-
lyze in 4.3 the runtime of the vignetting compensation and exposure
correction for stitched images and show its real-time capability.
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4.1 Intersection over Union of Histograms

To measure the accuracy of image stitching, we compare the histograms
of the two overlapping regions of the single images. This is done be-
fore and after vignetting and exposure correction to show the improve-
ment due to our approach. For a better comparison, the images are
converted to 8-bit grayscale so that the histogram values are between 0
and 255 with a bin size of 1. The similarity of two histograms Hi can be
measured by calculating the intersection over union (IoU). The IoU be-
tween two histograms is calculated according to Equation 5. To prevent
the resulting panorama from being extremely over- or underexposed,
only pixels intensities with values unequal 0 and 255 are considered
for evaluation. Table 1 shows the average IoU values of the histograms
before and after vignetting and exposure correction on the recording
with our UNICARagil sensor setup and on the nuScenes dataset. The
increasing IoU using our approach shows that the histograms of the
two overlapping regions are better aligned than without our approach.

IoU =
∑255

n=0 min(Hle f t(n), Hright(n))

∑255
m=0 max(Hle f t(m), Hright(m))

(5)

Table 1: Comparison of the average IoU of the histograms from the overlapping areas of
the stitched images. The stitching quality is compared between using only raw
images to processed images using our approach for vignetting and exposure
correction for the two different image sequences.

Raw images Processed images
UNICARagil 46.29 % 55.94 %
nuScenes 38.43 % 46.45 %

4.2 Mean Absolute Error

Since identical histograms can be derived from different images, we
additionally evaluate the local similarity between pixel intensities with
the mean absolute error. Compared to Zheng et al. we do not measure
the difference to a ground truth vignetting function [3]. Instead, we
also use the overlapping regions of the single images and calculate
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the mean absolute error as another similarity measure to evaluate the
image stitching performance. Thereby, we convert the images to 8-bit
grayscale and calculate the mean of the absolute differences pixelwise,
as shown in Equation 6. Similar to 4.1, we use only pixel pairs with
values unequal 0 and 255 for evaluation. The mean absolute error is
calculated by dividing by the number of pixel pairs and averaging it
by the number of samples in the sequences. The results before and
after vignetting and exposure correction are depicted in Table 2 for the
sequence recorded with the UNICARagil sensor setup as well as for the
nuScenes dataset. The evaluation clearly shows that the mean absolute
error decreases if our approach is applied to the images.

MAE =
∑width

u=0 ∑
height
v=0 |gle f t(u, v)− gright(u, v)|

u · v
(6)

Table 2: Comparison of the average mean absolute error of the pixel intensities from the
overlapping areas of the stitched images. This allows the comparison between
using only raw images to processed images using our approach as in 1.

Raw images Processed images
UNICARagil 21.58 7.71
nuScenes 37.56 10.99

4.3 Runtime Analysis

In addition to the metrics, which show an improvement in accuracy, we
evaluated the real-time capability of our approach. To optimize our ap-
proach in terms of its execution time, we run the processing operations
directly on the graphics card. This is an option as soon as the entire
image processing in an autonomous vehicle is performed on the graph-
ics card since copying data to and from the graphics card takes a lot of
time. This offers further advantages, for example, for object detection
with machine learning. The improved runtime is an exceptional fea-
ture of our simplified approach to vignetting and exposure correction
compared to the approaches in [3, 5]. In Table 3, we compare the aver-
age runtimes of vignetting compensation and exposure correction on
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CPU and GPU. On the computer for evaluation, we use Ubuntu 18.04.6
LTS as operating system. As CPU an Intel® Xeon® Prozessor E5-2640 v3
running at 2.6 GHz with 64 GB of RAM and as GPU a NVIDIA GeForce
RTX 2080 Ti are installed. The table clearly shows that we achieve real-
time capability at a frame rate of 10 Hz with an average processing time
of 31.36 ms by using the GPU. Further improvements can be expected
on the latest generation of NVIDIA graphics cards.

Table 3: Comparison of the average runtimes of our approach on vignetting and expo-
sure correction on CPU and GPU.

CPU GPU
Runtime in ms 155.35 31.36

5 Conclusion

In this paper we presented a straightforward and effective method on
vignetting and exposure correction for multiple camera images and
image stitching. Our approach relies on a known camera response
function and a previously estimated vignetting model that are applied
on the images to be stitched. First, the irradiance is calculated from in-
tensity using the inverse camera response function and our vignetting
model is applied. Then, the optimal exposure correction factors for
the single images are estimated from the pixels at the seam to improve
the quality of the panorama. After vignetting and exposure correc-
tion, the intensities are obtained from the modified irradiance values.
In summary, the vignetting of the single images is compensated and
the transition at the seam of the panorama due to different exposure is
corrected. We evaluated our approach by calculating the IoU between
the histograms of the overlapping regions of the stitched images before
and after vignetting and exposure correction and have clearly demon-
strated that the IoU increases significantly after applying our approach.
In addition, we have shown that the mean absolute error of the over-
lapping regions after vignetting and exposure correction also decreases
strongly. Both quantitative results confirm the significant improvement
in image stitching quality after using our approach. This can lead to
higher precision in object detection and other perception tasks. Finally,
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we have also shown that our approach can be executed on a graphics
card in real-time. To further extend our approach, we plan to integrate
joint optimization of exposure correction factors for multiple seams of
a full 360◦ horizontal panoramic image in the future.
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