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Abstract

Due to their ability to encompass complex multi-phase problems, multiphase-field and multi-order parameter methods are increasing in popularity. Multiple model formulations and modifications have been published since their original emergence but a comprehensive comparison has not yet been conducted. We establish the triple junction as a well-defined benchmark for the construction of interfacial energy contributions. Metrics such as the overall free energy of the system and the dihedral angle at the junction are derived from analytic considerations and subsequently evaluated in numerical studies. Various multiphase-field and multi-order parameter models are compared quantitatively over a large range of interfacial energy ratios. The analytic derivations for the two benchmark cases form a strong foundation for identification of model-specific errors or a limited application range. The mutual comparison of combinations of various gradient and potential energy terms yields new insights into the sources of spurious phase generation. The systematic combination of terms covers previously published models as well as new combinations. This work provides guidelines for the choice of a suitable, problem-specific model formulation and the development of new models. Furthermore, our goal is to be as comprehensible as possible to ensure high reproducibility and facilitate the start for beginners in the field.
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1. Introduction

Over the last decades, phase-field methods have been established as the method of choice for the simulation of microstructures with evolving interfaces. A general feature of phase-field approaches is the diffuse interface between coexisting phases. The term phase refers to thermodynamically distinct states that occur in a phase diagram as a function of temperature, pressure, composition, and so on. In the phase-field community, the usage of this term extends to differentiate between crystalline polymorphs or grains with different orientations but equal chemical properties. The diffuse interface is characterized by a continuous and steep transition of the phase-field variable, which generally could be molar fraction \( c \) \cite{1}, an order parameter \( \eta \) \cite{2,4} or the volume fraction \( \phi \) \cite{5,6} of the respective phase. In many fundamental works of the phase-field method \cite{1,7,8}, the diffusiveness of interfaces is considered a natural property of the transition region between stable phases which holds true on a small scale. In many applications, the phase-field method is primarily used due to its strength to describe curved and evolving surfaces but the physical length scale of the diffuse interface is well below the microstructural scale of interest. This introduces the
notion of diffuse representation of sharp-interface problems which calls for effective re-scaling of the diffuse interfacial width while preserving its physical interfacial energy to correctly model the interplay of curvature driven phase transformations with other coupled multi-physics. Applications of the phase-field method range from solidification such as dendritic growth \cite{9} or lamellae for eutectic systems \cite{6, 10, 11} to fields such as microstructure evolution in fuel cells \cite{12} or intercalation in battery materials \cite{13, 14}. For all these applications, the simulation outcome heavily depends on the correct modeling of competing driving forces and, irrespective of the possibly coupled multiphysics, always depends on interfacial energies and, thus, curvature driving forces.

In multiphase systems, interfaces intersect at common points, so-called junctions, where the balance of interfacial tensions is fulfilled in equilibrium. In the non-equilibrium case, the deviation from equilibrium may be quantified by incorporating finite triple-junction mobilities \cite[p. 379]{15}. Given the fact that no model takes this effect explicitly into account, any deviation from the force balance is a model artifact. The balance of interfacial tensions is not explicitly imposed in multiphase-field models, but rather subtly introduced by construction of a suitable functional. Some multi-phase extensions of interfacial energies lead to spurious phases (also called ghost phases) which distort the force balance in junctions of polycrystalline systems.

Generalizations of the phase-field method to multi-phase systems were developed in two different ways, both acting as a nucleus for the growth of scientific communities. In 1994, Chen and Yang \cite{3} published a model employing many nonconserved order parameters evolving through time-dependent Ginzburg-Landau equations and started the model branch of \textit{multi-order parameter models} (also called continuum-field models). The work by Steinbach \textit{et al.} \cite{5} in 1996 marks the beginning of \textit{multiphase-field models} which are characterized by the notion of phase-fields $\phi$ representing the volume fraction. Both branches have been further developed since. As a result, many model formulations are based on the same principles but differ in details. For instance, various formulations of the potential energy term (also called barrier energy or homogeneous term) can be found in current literature \cite{6, 16-18}. Many published models have been validated computationally using Young’s law for triple junctions or employing mathematical techniques to compare with sharp interface solutions. Asymptotic analysis is a powerful tool which has been used to show the match with analytic predictions in the sharp-interface limit. However, this method has mainly been applied to two-phase interfaces. Very few authors check the validity of Young’s law analytically \cite{19, 20}. The occurrence of spurious phases is still a common problem in practical simulations with finite interface width as they alter the energy of the system and, thus, distort equilibrium angles in higher-order junctions. Even though there are ways to avoid them, implications of the different approaches for the model behavior were not investigated extensively in the past. Furthermore, some works modify the evolution equations of phases (e.g. by neglecting cross-terms \cite{5, 21, 22}) to reduce computational cost, often without quantifying the possible error or stating the limits of this assumption. Last but not least, multi-phase field formulations have historically been developed by various research groups, each of them following their own notation and advancing their own branch of model development. There has been little effort to address the mutual comparison of phase-field formulations. The work by Moelans, Wendler and Nestler \cite{23} compares two phase-field models, employing a steady-state triple junction amongst others but is limited to dihedral angles in the range $\theta \in [89, 140]$. Toth \textit{et al.} \cite{18} were the first, to the best of our knowledge, to define a list of criteria that should be fulfilled for any multiphase-field formulation. Using these criteria, the authors compare established models with a newly developed one. For the scope of this work, we employ some of the criteria and only consider model formulations which fulfill the following conditions \cite{18}:

- In accordance with the “principle of formal indistinguishability”, physical results should be independent of the labeling of variables (i.e. independent of the order of computation).
- Over time, the total free energy should decrease monotonically (second law of thermodynamics) and tend towards the equilibrium solution which minimizes the free energy of the system.
- The model should be general in the sense that adding or removing a new phase is straight-forward and it should be possible to recover the respective models from each other, e.g. all formulations naturally reduce to the well-known equations of a two-phase interface for $N = 2$. 


Other criteria from \cite{18} will be evaluated in Sec. 4. The goal of this work is to shed some light on the similarities and differences among various branches of multi-phase field (MPF) as well as multi-order parameter (MOP) models, performed in three consecutive steps. In Sec. 2, commonly used gradient and potential energy contributions for both MPF as well as MOP models are compared using a unified notation. Subsequently, we elaborate on the differences between the two families of models by specifying evolution equations, underlying assumptions as well as the inclusion of physical model parameters separately for MOP (Sec. 2.3) and MPF models (Sec. 2.4). We then establish the triple junction as a benchmark case for MPF and MOP models starting from sharp interface analytics for a static and steady-state case in Sec. 3. Multiple authors have previously used a triple junction setup to validate their specific modeling approach \cite{17, 20, 23–26} which is well-suited for the following reasons:

- All critical modeling choices for extension from the two-phase to the multi-phase case have to be made to arrive at a triple junction. It should then be straight-forward to increase the number of phases to $N$.
- The energetic landscape of the potential term can still be visualized employing the Gibbs simplex constraint, similar to a ternary diagram (see \cite{25} and Sec. 2.2).
- Triple junction angles are analytically known from Young’s law.
- The occurrence of ghost phases can be quantified.
- The simulation setup is simple enough (concerning initial and boundary conditions, domain size, computational effort) to be suitable for benchmarking.

The steady-state motion of the triple junction has often been compared with an analytical solution derived from a small-slope approximation \cite{23, 27} without discussing the limits of this approximation. Especially at high ratios of the pair-wise interfacial energies, the approximate solution deviates strongly from the mathematically exact solution \cite{15, 28} which impacts the drawn conclusions. This issue has been addressed in a recent note by Eiken \cite{29}. Sec. 4 is dedicated to the quantitative comparison of various modeling approaches using well-defined metrics such as total energy of the system and the dihedral angle at the triple junction. Finally, we conclude this work in Sec. 5 and hope to provide guidelines for users of the phase-field method by discussing the subtle differences between the formulations.

2. Model formulation

Multiphase-field models are formulated in terms of a tuple of $N$ phase variables $\phi = \{\phi_\alpha, \phi_\beta, \ldots\}$ where $\phi_\alpha$ denotes the volume fraction of the $\alpha$-phase and thus $\phi_\alpha \in [0,1]$ and $\sum_\alpha \phi_\alpha = 1$ should be fulfilled \cite{6, 16, 30, 31}. Multi-order-parameter models, on the other hand, employ a tuple of order parameters $\eta = \{\eta_\alpha, \eta_\beta, \ldots\}$ that indicate the respective phase but have no direct physical interpretation \cite{2, 4}. Nevertheless, in these models the energy landscape is designed in such a way that local minima promote stable states which can each be mapped to a certain phase. Thus, the bulk of phase $\alpha$ is usually identified as the region where the value of $\eta_\alpha$ is close, but not necessarily equal, to the location of the respective minimum. Depending on the energy formulation, stable states of $\eta$ can e.g. be $-\eta_0, 0, \eta_0$ where $\eta_0$ depends on the energy fitting parameters \cite{32} or 0, 1 \cite{33}. Due to the large variety of notation conventions used among the phase-field community, it is difficult to grasp differences among the various model formulations. Often, the same symbols denote substantially different parameters and even some terms can have divergent meanings (e.g. the term obstacle potential barrier denotes a different parameter in MPF as in MOP models). For this reason, Table C.6 gives an overview of various notations used in selected original publications while the model formulation within this work aims at unifying the various notations. For the formulation of the energy functional and possible choices of energy contributions, we restrict ourselves to formulations with stable states 0 and 1. We use the symbol $\eta$ for the formulation of MOP evolution equations in Sec. 2.3 and $\phi$ for MPF models in Sec. 2.4 to differentiate between the aforementioned physical interpretations. In terms of computation, this is reflected by the fact that the Gibbs simplex constraint (see Appendix D) needs to
be explicitly enforced in MPF models. The free energy contributions in Sec. 2.1 and 2.2 are formulated in terms of $\phi$ which is an arbitrary choice.

In a general sense, the energy functional can be formulated as

$$F(\phi, \nabla \phi, \ldots) = F_{\text{int}}(\phi, \nabla \phi) + F_{\text{bulk}}(\phi, \ldots)$$  \hspace{1cm} (1)$$

where we assume a separation of interfacial and bulk energy terms following the notion discussed in the introduction that sharp interfaces can be replaced by a diffuse representation well above the atomic scale of diffuse transition regions. The interfacial term represents the surface energy of phases in contact with each other. In a sharp interface representation, this energy contribution is constrained to surfaces but in the context of the phase-field approach, it turns into a volumetric contribution smeared over the diffuse interface region such that $F_{\text{int}} = \int_V F_{\text{int}} dV$ holds. The integral should converge to the same energy even for finite interfacial widths. The bulk contribution can possibly contain chemical, mechanical, thermal, electrical or other driving forces for phase transformation but is not subject of the following investigations.

The interfacial volume integral of phase-field formulations is generally constructed as the sum over two contributions

$$F_{\text{int}}(\phi, \nabla \phi) = \int_V f_{\text{grad}}(\phi, \nabla \phi) + f_{\text{pot}}(\phi) dV$$  \hspace{1cm} (2)$$

namely a gradient term and a potential term (also called homogeneous free energy [17] or barrier function [18]) which will be discussed in detail in the following sections.

2.1. Gradient energy formulations

As a generalization of the two-phase case $\kappa |\nabla \phi|^2$, we formulate the gradient term for multiple phases $\alpha, \beta, \ldots N$ as

$$f_{\text{grad}}(\nabla \phi) = \frac{1}{2} \sum_\alpha \sum_\beta (\nabla \phi_\alpha : \kappa_{\alpha\beta} : \nabla \phi_\beta)$$

$$= \frac{1}{2} \sum_\alpha \sum_\beta \kappa_{\alpha\beta} (\nabla \phi_\alpha \cdot \nabla \phi_\beta)$$  \hspace{1cm} (3)$$

where $\kappa_{\alpha\beta}$ could be a tensor including directional dependence of interfacial energies. For isotropic systems, it reduces to a scalar $\kappa_{\alpha\beta}$. Note that there are various other ways to include anisotropic surface energies within phase-field formulations [13, 34]. Some model formulations only employ the main diagonal of the $\kappa_{\alpha\beta}$-matrix, i.e. $\kappa_{\alpha\beta} = 0, \forall \alpha \neq \beta$ which results in

$$f_{\text{grad}}(\nabla \phi) = \frac{1}{2} \sum_\alpha \kappa_{\alpha} |\nabla \phi_\alpha|^2.$$  \hspace{1cm} (4)$$

This formulation carries the problem that for a number of phases $N > 3$ there are less parameters $\kappa_{\alpha}$ than possibly different pairwise interfacial energies $\gamma_{\alpha\beta}$ which leads to the alternative formulation based on interpolation of the pairwise parameters $\kappa_{\alpha\beta}$

$$f_{\text{grad}}^{\text{interpolate}}(\phi, \nabla \phi) = \tilde{\kappa} \sum_\alpha |\nabla \phi_\alpha|^2$$

where $\tilde{\kappa} = \sum_\alpha \kappa_{\alpha\beta} h_{\alpha\beta}(\phi) / \sum_\alpha h_{\alpha\beta}(\phi)$. A popular choice is $h_{\alpha\beta} = \phi_\alpha^2 \phi_\beta^2$ [17] [33], but generally the definition of an appropriate interpolation function can be challenging. Due to the interpolation, this formulation is not only a function of gradients $\nabla \phi_\alpha$ but also the $\phi_\alpha$-values. Alternatively, setting the main diagonal to zero $\kappa_{\alpha\alpha} = 0$ leads to a second set of frequently used gradient formulations [16]. As the interfacial energy $\gamma_{\alpha\beta}$ between two phases should be independent of the labeling of variables (see principle of formal indistinguishability [18]), we enforce symmetry $\kappa_{\alpha\beta} = \kappa_{\beta\alpha}$. The gradient term can thus be written as the summation over pairwise dot products

$$f_{\text{grad}}^{\text{dot}}(\nabla \phi) = - \sum_\alpha \sum_\beta > \alpha \kappa_{\alpha\beta} \nabla \phi_\alpha \cdot \nabla \phi_\beta$$  \hspace{1cm} (6)$$
where the minus sign is introduced for convenience of the $\kappa_{\alpha\beta}$ fitting values. Note that the factor $1/2$ is consumed by assumption of symmetry and reduction to the upper right entries of the matrix $(\sum_{\beta>\alpha})$.

Another formulation of the gradient term which has been used in works of Steinbach [5], Tiaden [35] and Nestler [6, 36]

$$f_{\text{grad}}^\text{weighted}(\phi, \nabla \phi) = \sum_{\alpha} \sum_{\beta>\alpha} \kappa_{\alpha\beta} \phi_\alpha \nabla \phi_\beta - \phi_\beta \nabla \phi_\alpha$$

(7)

cannot be derived from the postulated Eq. [3] but is closely related to formulation Eq. [6] in the sense that terms are introduced as pairwise interactions with parameters $\kappa_{\alpha\beta}$. It includes a generalized gradient based on an antisymmetric weighting of the two gradients for each two-phase interface and traces back to the theory of irreducible representation (see Landau and Lifschitz [37]). An important feature that both equations [5] and [7] share is that the $\alpha\beta$ term vanishes in all other interfaces where one of the two phases is inactive ($\phi_\alpha = 0$ and $\nabla \phi_\alpha = 0$ or $\phi_\beta = 0$ and $\nabla \phi_\beta = 0$). This ensures that the interfacial energies are mutually decoupled, which simplifies the parameterization of the model. All the above mentioned formulations reduce to $\kappa_i |\nabla \phi_{ai}|^2$ in two-phase interfaces if $\phi_\beta = 1 - \phi_\alpha$ (which implies $\nabla \phi_\beta = -\nabla \phi_\alpha$) is fulfilled.

2.2. Potential energy formulations

The double-well and double-obstacle formulations which have typically been used for phase-field models with one parameter $f_{\text{well}}(\phi) = \Omega \phi^2 (1 - \phi)^2$ and $f_{\text{ob}}(\phi) = \Omega \phi (1 - \phi)$ (see Appendix A) can be generalized intuitively in two possible ways. The first one is motivated by setting $\phi = \phi_\alpha$ and defining the second phase as $\phi_\beta = 1 - \phi$ which results in

$$f_{\text{well}}^1(\phi) = \sum_{\alpha} \sum_{\beta>\alpha} \Omega_{\alpha\beta} \phi_\alpha^2 \phi_\beta^2$$

and

$$f_{\text{ob}}^1(\phi) = \sum_{\alpha} \sum_{\beta>\alpha} \Omega_{\alpha\beta} \phi_\alpha \phi_\beta.$$

The second option is a summation over all occurring phases where we set $\phi = \phi_\alpha$ in the single phase terms

$$f_{\text{well}}^2(\phi) = \frac{1}{2} \sum_{\alpha} \Omega_{\alpha} \phi_\alpha^2 (1 - \phi_\alpha)^2$$

and

$$f_{\text{ob}}^2(\phi) = \frac{1}{2} \sum_{\alpha} \Omega_{\alpha} \phi_\alpha (1 - \phi_\alpha).$$

Other formulations are generally possible under the constraint that they naturally reduce to the double-well or obstacle potential within each two-phase interface to reproduce the physical interfacial energy $\gamma_{\alpha\beta}$ of each $\alpha\beta$-phase pair. This implicitly requires the additional criterion that two-phase interfaces should represent a stable equilibrium and thus be free of additional phases [18]. The occurrence of additional phases is often referred to as “spurious phases” or “ghost phases” as they are unphysical and alter the resulting interfacial energy. For a more detailed investigation of the above free energy formulations, a three-phase system is considered in the following paragraph.

As mentioned by Folch and Plapp [25], the visualization of the energy landscape over the Gibbs simplex of a triple junction (similar to a ternary diagram) is helpful to acquire geometric intuition. As we make use of the sum constraint $\sum \phi_\alpha = 1$ for parametrization, the energies shown in Fig. [4] are exact for multiphase-field models while differences can arise for multi-order parameter models. However, as the models discussed in this paper assume stable states of $\eta$ at 0 and 1, most conclusions hold true for both classes of model formulations. By plotting the above formulations with the same value of $\Omega$ for all phases (or phase pairs), we can immediately see that the first generalization of the multi-well potential exhibits a saddle at the triple point $\phi_\alpha = \phi_\beta = \phi_\gamma = 1/3$ while for the second approach, the energy of dual interfaces is lower than anywhere in the triple phase region. For the obstacle potential, both formulations yield identical results and the energies of two-phase interfaces are generally lower than triple junctions. Differences will be discussed in more detail within the following subsections.
2.2.1. Multi-well energies

Throughout the phase-field community, several multi-phase extensions of the well-potential have been applied. Folch and Plapp [25] use formulation $f_{\text{well}}^2(\phi)$ for a ternary system. From Fig 1a, it is clear that formulation $f_{\text{well}}^1$, which is purely based on $\phi_2^2\alpha\phi_2^2\beta$ terms, suffers from low energy in the triple junction. As the three-phase case becomes energetically favorable compared to two-phase interfaces, models based on this approach suffer from ghost phases and distorted interfacial energies. Some multi-well formulations try to circumvent this issue by adding additional terms that penalize higher-order junctions through single phase contributions that need to be constructed such that they reduce correctly in the two-phase case.

$$ f_{\text{well}}^{\text{Moelans}} = \tilde{\Omega} \left( \sum_{\alpha} \sum_{\beta > \alpha} \chi_{M} \phi_{\alpha}^2 \phi_{\beta}^2 + \sum_{\alpha} \left( \phi_{\alpha}^4 - \phi_{\alpha}^2 \right) + \frac{1}{4} \right) $$

(8)

$$ f_{\text{well}}^{\text{Toth}} = \tilde{\Omega} \left( \frac{1}{2} \sum_{\alpha} \sum_{\beta > \alpha} \phi_{\alpha}^2 \phi_{\beta}^2 + \sum_{\alpha} \left( \phi_{\alpha}^4 - \phi_{\alpha}^3 \right) + \frac{1}{12} \right). $$

(9)

Alternatively, triple-phase terms can be added

$$ f_{\text{well}}^{\text{Garcke}} = \sum_{\alpha} \sum_{\beta > \alpha} \Omega_{\alpha\beta} \phi_{\alpha}^2 \phi_{\beta}^2 + \sum_{\alpha} \sum_{\beta > \alpha} \sum_{\gamma > \beta} \Omega_{\alpha\beta\gamma} \phi_{\alpha}^2 \phi_{\beta}^2 \phi_{\gamma}^2 $$

(10)

to alter the triple junction energy. Other higher-order monomials have been used in works of Steinbach et al. [5] and Tiaden et al. [35]. The similarity between the potentials (9) and (8) is most apparent when both are written for a homogeneous system (as in ideal grain growth)

$$ f_{\text{well}}^{\text{Moelans}} = \Omega \left( \chi_{M} \sum_{\alpha} \sum_{\beta > \alpha} \phi_{\alpha}^2 \phi_{\beta}^2 + \sum_{\alpha} \left( \phi_{\alpha}^4 - \phi_{\alpha}^2 \right) + \frac{1}{4} \right) $$

(11)

$$ f_{\text{well}}^{\text{Toth}} = \Omega \left( \chi_{T} \sum_{\alpha} \sum_{\beta > \alpha} \phi_{\alpha}^2 \phi_{\beta}^2 + \sum_{\alpha} \left( \phi_{\alpha}^4 - \phi_{\alpha}^3 \right) + \frac{1}{12} \right). $$

(12)

The formulations only differ in the polynomial contributions, but interestingly, they reduce to the same expression in the two-phase interface such that the condition $\Omega(2\chi + 1) = 2\Omega_{\text{ref}}$ should be fulfilled (see Appendix A and Appendix B). The parameter $\chi$ performs a weighting between the dual terms and single-phase
monomials. Fig. 2 shows the energetic landscape over the triple junction for both formulations with constant \( \Omega_{\text{ref}} \) but varying values of \( \chi \).

To predict the energy barrier and phase fractions in an interface between two phases, we compute the connecting minimum energy path (MEP) between global minima via the nudged elastic band method \([38, 39]\). Results are shown in Fig. 2 as white dashed lines in the two-dimensional colorplots. Only for the special values of \( \chi^M = 1.5 \) and \( \chi^T = 0.5 \), the behavior of a two-phase system is reproduced. For other values of \( \chi \), we expect ghost phases as the minimum energy path involves nonzero values of a third phase. The illustration underlines that not only the values of the potential function within the Gibbs simplex constraint are relevant but also the position of the saddle point which defines the energetic barrier. The saddle point that separates \( \alpha \) and \( \beta \) phases is located at \( \phi_\alpha = \phi_\beta = (1 - x)/2 \) and \( \phi_\gamma = x \), where \( x \) depends on the value of \( \chi \). In the limit of \( \chi \to \infty \), both model formulations reduce to the binary terms in \( f_{\text{well}}^2 \) and the saddle point is located at \([1/3, 1/3, 1/3]\). Decreasing the value of \( \chi \) leads to higher triple point energies until, eventually, two-phase interfaces become energetically favorable and thus a stable solution of the system. The two energy landscapes are identical with formulation \( f_{\text{well}}^2 \) for the values \( \chi^M = 1.5 \) and \( \chi^T = 0.5 \). The saddle point lies on the two-phase interface at \([1/2, 1/2, 0]\] which makes these cases attractive in the sense that they are naturally bounded to the Gibbs simplex and make projection algorithms as discussed in Appendix D redundant. Formulation \( f_{\text{well}}^2 \) has an infinite amount of stable solutions that lie on a circle around the Gibbs triangle for \( \chi = 0.5 \) \([4] \) and, thus, is limited to \( \chi \geq 0.5 \). The formulation \( f_{\text{well}}^2 \) only reaches this limiting case asymptotically for \( \chi \to 0 \) which allows a wider range of input parameters. Note that for values smaller than 0.5, the saddle point is located at \( x < 0 \) which lowers the simulated interfacial energy for multi-order parameter models and, in the case of multi-phase field models, needs explicit handling of the Gibbs simplex constraint.

Hence, it seems beneficial to limit the value \( \chi \) to a small range of values around 1.5 for Eq. (11) and
0.5 for Eq. (12), respectively, to reach the desired features of multi-well formulations. Moelans et al. studied the influence of $\chi^M$ (there called overlap parameter) on the shape of equilibrium phase field profiles and the interfacial energy in two-phase interfaces in more detail in the context of MOP models [17]. If interfacial energies are pair-wise different, this inhomogeneity can be introduced in Eqs. (11) and (12) either via the potential barrier height $\Omega = (\sum \Omega_{\alpha\beta} \phi^2_\alpha \phi^2_\beta)/(\sum \phi^2_\alpha \phi^2_\beta)$ or via the weighting parameter $\chi = (\sum \chi_{\alpha\beta} \phi^2_\alpha \phi^2_\beta)/(\sum \phi^2_\alpha \phi^2_\beta)$. Implications of these two choices are discussed in [17] and studied in detail in the simulation section [4].

The third formulation Eq. (10) raises the energy in the triple junction, but only in the limit of $\Omega_{\alpha\beta\gamma} \to \infty$ are two-phase interfaces energetically favorable. For finite values of $\Omega_{\alpha\beta\gamma}$, a small fraction of ghost phases remains as can be observed from the simulations in Sec. 4. An additional problem with the triplet terms $\Omega_{\alpha\beta\gamma} \phi^2_\alpha \phi^2_\beta \phi^2_\gamma$ is the great number of numerical fitting parameters that results from many phase variables $N$ as it scales with $\propto N^3$. Furthermore, these numerical parameters might cause issues in applications that employ heterogeneous nucleation mechanisms (e.g. martensitic transformations [40] or battery materials [41]) as they crucially influence the nucleation barriers of new phases within existing interfaces.

2.2.2. Multi-obstacle energies

In the case of the obstacle potential, both generalizations shown in Fig. [11] are identical which traces back to the re-formulation

$$\frac{1}{2} \sum_\alpha \Omega \phi_\alpha(1 - \phi_\alpha) = \frac{1}{2} \sum_\alpha \Omega \phi_\alpha \sum_{\beta \neq \alpha} \phi_\beta = \Omega \sum_\alpha \sum_{\beta \neq \alpha} \phi_\alpha \phi_\beta. $$

This generally holds as long as $\Omega$ is identical for all phase-pairs. Formulation $f^2_{ob}$ suffers from the problem that there are less parameters $\Omega_\alpha$ than possible phase-pairs for $N > 3$ which is why we restrict all following simulation examples including the obstacle potential to

$$f_{ob}(\phi) = \sum_\alpha \sum_{\beta > \alpha} \Omega_{\alpha\beta} \phi_\alpha \phi_\beta $$

(13)

which has been extensively used in works from the groups of Steinbach [16] and Nestler [6].

2.3. Multi-order parameter evolution equations

Within the MOP approach, the kinetics of phase transformations are described by the evolution of a tuple of non-conserved order parameters $\eta = \{\eta_\alpha, \eta_\beta, \ldots\}$. These fields do not have a direct physical interpretation, although the volume fractions of individual entities can be calculated using interpolation functions [33]. Following the Hamilton’s principle, the equilibrium solution is given by $\delta F = 0$ and we assume linear relaxation of the system free energy towards its minimum. The evolution of order parameters $\eta_\alpha$ is then governed by

$$\frac{\partial \eta_\alpha}{\partial t} = -L \left( \frac{\partial f}{\partial \eta_\alpha} - \nabla \cdot \frac{\partial f}{\partial \nabla \eta_\alpha} \right) $$

(14)

where $f$ denotes the total energy density given by $f = f_{\text{grad}} + f_{\text{pot}}$ in this case. $L$ denotes the kinetic coefficient. As discussed before, the energy terms need to be constructed such that stable equilibria can be associated with the bulk of a phase which excludes the obstacle potential (Eq. (13)) as a potential candidate.

A homogenous system can be described employing the gradient energy Eq. (5) and one of the multi-well potentials Eq. (11) or Eq. (12) which leads to three model parameters $\kappa$, $\Omega$ and $\chi$ defining interfacial energy $\gamma$ and width $\text{int}$. $\kappa$ denotes the gradient energy coefficient, $\Omega$ scales the multi-well barrier height and $\chi$ is a weighting factor as discussed in Sec. 2.2. Note that the order-parameter profiles at the interface are symmetrical in the homogenous case (i.e. $\eta_\beta = 1 - \eta_\alpha$ and thus intersect at $\eta_\alpha = \eta_\beta = 0.5$) only if $\chi^M = 1.5$. Similarly, $\chi^T = 0.5$ is necessary for the potential formulation $f^T_{\text{well}}$. For convenience of parameter fitting,
we restrict our investigations to cases where $\chi = 1.5$ and $\chi^T = 0.5$ in every two-phase interface which yields the two potential functions

$$f_{\text{well}}^{\text{Moelans}} = \frac{\Omega}{2} \left( \frac{3}{2} \sum_{\alpha} \sum_{\beta > \alpha} \eta^2_\alpha \eta^2_\beta + \frac{1}{4} \sum_{\alpha} \left( \eta^4_\alpha - \frac{\eta^3_\alpha}{3} \right) \right)$$  \hspace{1cm} (15)$$

$$f_{\text{well}}^{\text{Tot}} = \frac{1}{2} \sum_{\alpha} \sum_{\beta > \alpha} \eta^2_\alpha \eta^2_\beta + \frac{1}{12} \sum_{\alpha} \left( \eta^4_\alpha - \frac{\eta^3_\alpha}{3} \right)$$  \hspace{1cm} (16)$$

Both will be investigated in combination with the gradient energy Eq. (3). In non-homogenous systems, the interfacial energies can be pair-wise different which can be incorporated into MOP models with various assignment strategies. The homogenous parameters $\tilde{\kappa}$ and $\tilde{\Omega}$ can be replaced by interpolation of pairwise parameters, e.g. $\tilde{\kappa} = (\sum_{\alpha} \sum_{\beta > \alpha} \kappa_{\alpha\beta} \eta^2_\alpha \eta^2_\beta )/(\sum_{\alpha} \sum_{\beta > \alpha} \eta^2_\alpha \eta^2_\beta )$ \cite{[18]}. This interpolation has also been used in other works \cite{[18],[33]}. Other interpolation functions are not subject of this work. To correctly reproduce the interfacial energy $\gamma_{\alpha\beta}$ in any two-phase interface, it is theoretically sufficient to interpolate only one of the above parameters as $\gamma_{\alpha\beta} = \frac{1}{3} \sqrt{\kappa_{\alpha\beta} \Omega_{\alpha\beta}}$ holds. If the additional constraint of equal interfacial width for all interfaces should be fulfilled, both the gradient energy coefficient $\tilde{\kappa}$ and $\tilde{\Omega}$ need to vary spatially depending on $\eta$. In this work, we compare three assignment strategies for parameter fitting which are summarized in Table 1 and based on the properties of a two-phase interface in Appendix A.2. The parameter $\varepsilon$ scales the interfacial width

<table>
<thead>
<tr>
<th>Strategy</th>
<th>gradient coeff.</th>
<th>barrier height</th>
<th>interfacial width</th>
<th>kinetic coeff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$-constant</td>
<td>$\tilde{\kappa} = \varepsilon \gamma_0 = \text{const.}$</td>
<td>$\Omega_{\alpha\beta} = \frac{\gamma_{\alpha\beta}}{\varepsilon \gamma_0}$</td>
<td>$l_{\text{int}} = \frac{4}{3} \varepsilon = \text{const.}$</td>
<td>$L_{\alpha\beta} = \frac{\varepsilon \gamma_0}{\varepsilon \gamma_0}$</td>
</tr>
<tr>
<td>$l$-constant</td>
<td>$\kappa_{\alpha\beta} = \varepsilon \gamma_{\alpha\beta}$</td>
<td>$\Omega_{\alpha\beta} = \frac{\gamma_{\alpha\beta}}{\varepsilon \gamma_0}$</td>
<td>$l_{\text{int}} = \frac{4}{3} \varepsilon = \text{const.}$</td>
<td>$L_{\alpha\beta} = \frac{\varepsilon \gamma_0}{\varepsilon \gamma_0}$</td>
</tr>
<tr>
<td>$\Omega$-constant</td>
<td>$\kappa_{\alpha\beta} = \varepsilon \frac{\gamma^2_{\alpha\beta}}{\varepsilon \gamma_0}$</td>
<td>$\tilde{\Omega} = \frac{\varepsilon \gamma_0}{\varepsilon \gamma_0}$</td>
<td>$l_{\text{int}} = \frac{4}{3} \varepsilon = \text{const.}$</td>
<td>$L_{\alpha\beta} = \frac{\varepsilon \gamma_0}{\varepsilon \gamma_0}$</td>
</tr>
</tbody>
</table>

and $\gamma_0$ is the reference interfacial energy. The kinetic coefficient $L$ can be pair-wise different either due to varying phase boundary mobilities $M_{\alpha\beta}$ or due to varying interfacial width (it then becomes a function of the $\gamma_{\alpha\beta}/\gamma_0$-ratio, see Table 1). Thus, it can be re-defined in the spirit of the previous interpolation as $L = (\sum_{\alpha} M_{\alpha\beta} \eta^2_\alpha \eta^2_\beta )/(\sum_{\alpha} \sum_{\beta > \alpha} \eta^2_\alpha \eta^2_\beta )$. If the resulting numerical interfacial width cannot be derived analytically (i.e. $\chi^M \neq 1.5$ or $\chi^T \neq 0.5$), the correct fitting of $L_{\alpha\beta}$ according to physical values $M_{\alpha\beta}$ becomes a non-trivial task. In a fully variational framework, the interpolation of model parameters leads to additional terms in the evolution equation, e.g.

$$\frac{\delta f_{\text{grad interpolated}}}{\delta \eta_\alpha} = \frac{1}{2} \frac{\partial \tilde{\kappa}}{\partial \phi_\alpha} \sum_\alpha |\nabla \phi_\alpha|^2 - \nabla \cdot (\tilde{\kappa} \nabla \phi_\alpha)$$  \hspace{1cm} (17)$$

but they are often neglected \cite{[17]}. See Appendix B for an overview of variational derivatives.

2.4. Multiphase-field evolution equations

The first obvious difference between the multi-order parameter and multiphase-field approaches is the notion of $\phi_\alpha$ representing the volume fraction of phase $\alpha$ which makes it necessary to fulfill the Gibbs simplex constraint

$$\phi \in \mathbb{R}^N : \sum_{\alpha=1}^N \phi_\alpha = 1, \quad 0 \leq \phi_\alpha \quad \forall \alpha.$$  \hspace{1cm} (18)$$

If the sum constraint is fulfilled and all phase fractions are larger than zero, we implicitly ensure $\phi_\alpha \in [0,1]$ $\forall \alpha = 1, \ldots, N$. Given that the initial conditions comply with Eq. (18), two conditions need to be fulfilled
during the evolution of phase-field variables, namely \( \sum_{n=1}^N \partial \phi_n / \partial t = 0 \) and \( 0 \leq \phi_n \). The first condition is ensured by correctly formulating the evolution equations, either by introducing a Langrange multiplier [6]

\[
\frac{\partial \phi_n}{\partial t} = -L \frac{\delta f}{\delta \phi_n} - \lambda
\]  

(19)
or by suitable choice of the mobility matrix which results in the sum over binary interactions as introduced by Steinbach and Pezolla [16]

\[
\frac{\partial \phi_\alpha}{\partial t} = -\frac{1}{N \varepsilon} \sum_{\beta \neq \alpha} \tilde{N} \alpha \beta \left( \frac{\delta f}{\delta \phi_\alpha} - \frac{\delta f}{\delta \phi_\beta} \right)
\]  

(20)

where \( \tilde{N} \) denotes the amount of locally present phases and \( \varepsilon \) scales the interfacial width as will be shown in the following paragraph. The mobility matrix \( M_{\alpha \beta} \) needs to be symmetric and all rows and columns should sum up to zero [18]. This is ensured if all entries \( M_{\alpha \beta} \), \( \alpha \neq \beta \) are chosen such that they match the experimental interfacial velocity of the \( \alpha \beta \)-phase pair, \( M_{\alpha \beta} = M_{\beta \alpha} \), and the entries of the main diagonal are defined as \( M_{\alpha \alpha} = -\sum_{\beta} M_{\alpha \beta} \). The second criterion, \( 0 \leq \phi_n \), is either fulfilled by construction of the energetic landscape [25] as discussed in Fig. 2 or needs to be enforced explicitly via algebraic constraints or projection schemes as discussed in Appendix D. Note that the kinetic coefficient \( L \) in Eq. (19) needs to be interpolated from pair-wise mobilities while Eq. (20) directly incorporates the physical parameters \( M_{\alpha \beta} \).

Another subtle difference is that the interfacial energy terms in MPF formulations are typically formulated as the summation of binary terms which, in combination with the two-phase interface solutions [Appendix A.2], allows for re-formulation of simulation parameters. The replacement of \( \kappa_{\alpha \beta} = \varepsilon \gamma_{\alpha \beta} \) and \( \Omega_{\alpha \beta} = K \gamma_{\alpha \beta} / \varepsilon \) leads to an effective decoupling of interfacial energy and width which allows to keep the width of the diffuse interface constant throughout all phase pairs [6]. In this work we employ and compare the formulations

\[
f_{\text{Moelans}}^\text{well} = \frac{9}{\varepsilon} \sum_{\alpha} \sum_{\beta>\alpha} \frac{3 \gamma_{\alpha \beta}}{4} \phi_\alpha^2 \phi_\beta^2 + \frac{9}{\varepsilon} \sum_{\alpha} \sum_{\beta>\alpha} \gamma_{\alpha \beta} \phi_\alpha^2 \phi_\beta^2 \left( \frac{1}{4} + \sum_{\alpha} \left( \phi_\alpha^4 - \frac{\phi_\alpha^2}{2} \right) \right)
\]  

(21)

\[
f_{\text{Toth}}^\text{well} = \frac{9}{\varepsilon} \sum_{\alpha} \sum_{\beta>\alpha} \frac{\gamma_{\alpha \beta}}{2} \phi_\alpha^2 \phi_\beta^2 + \frac{9}{\varepsilon} \sum_{\alpha} \sum_{\beta>\alpha} \gamma_{\alpha \beta} \phi_\alpha^2 \phi_\beta^2 \left( \frac{1}{12} + \sum_{\alpha} \left( \phi_\alpha^4 - \frac{\phi_\alpha^2}{3} \right) \right)
\]  

(22)

\[
f_{\text{Garcke}}^\text{well} = \frac{9}{\varepsilon} \sum_{\alpha} \sum_{\beta>\alpha} \gamma_{\alpha \beta} \phi_\alpha^2 \phi_\beta^2 + \frac{9}{\varepsilon} \sum_{\alpha} \sum_{\beta>\alpha} \gamma_{\alpha \beta} \phi_\alpha^2 \phi_\beta^2 \left( \frac{1}{12} + \sum_{\alpha} \left( \phi_\alpha^4 - \frac{\phi_\alpha^2}{3} \right) \right)
\]  

(23)

\[
f_{\text{ob}} = \frac{16}{\varepsilon \pi^2} \sum_{\alpha} \sum_{\beta>\alpha} \gamma_{\alpha \beta} \phi_\alpha \phi_\beta
\]  

(24)

where the prefactors \( K = 9 \) for the multi-well and \( K = 16 / \pi^2 \) for the multi-obstacle formulation ensure that the parameter \( \gamma_{\alpha \beta} \) corresponds to the physical interfacial energy of the \( \alpha \beta \)-phase pair. Eq. (21)-(24) will be studied in combination with the two gradient formulations Eq. (6) and (7). The factors in Eqs. (21) and (22) are chosen such that in every two-phase interface \( \chi^M = 1.5 \) and \( \chi^T = 0.5 \) are fulfilled.

3. Analytics of triple junctions for our validation cases

3.1. Grain-boundary geometry in static equilibrium

At triple lines, each pair-wise isotropic interfacial energy leads to a force (per unit length) that acts tangentially on the surface and hence normal to the direction of the triple-line element (see Fig. 3a). The force magnitude scales with the respective interfacial energy. Neglecting the line tension of the triple line and non-equilibrium contributions such as by a finite triple-junction mobility, the balance of forces results in an equilibrium condition at the triple junction which can be expressed as [15 p. 379]

\[
\sum_{\alpha, \beta \in T, \alpha < \beta} \gamma_{\alpha \beta} t_{\alpha \beta} = 0.
\]  

(25)
Here, $T = \{1, 2, 3\}$ is the set of occurring phases, $t_{\alpha\beta}$ is the unit vector tangential to the $\alpha\beta$ interface and pointing away from the triple line, normal to the unit vector pointing along the triple line $t_{TL}$, i.e. $t_{\alpha\beta} \cdot t_{TL} = 0$. Analogously, we can re-write the force balance in terms of unit normal vectors $n_{\alpha\beta} = t_{\alpha\beta} \times t_{TL}$ which yields $\sum \gamma_{\alpha\beta} n_{\alpha\beta} = 0$. Applying a dot product with $n_{12}$ to Eq. (25), one can eliminate $\gamma_{12} t_{12}$ and obtain a scalar equation that reads

$$
\gamma_{13} \cos (n_{12} \angle t_{13}) + \gamma_{23} \cos (n_{12} \angle t_{23}) = 0 .
$$

(26)

With the angles defined in Fig. 3a i.e. $n_{12} \angle t_{13} = \theta_{23} + \pi/2$ and $n_{12} \angle t_{23} = \theta_{13} - \pi/2$, one finds

$$
\frac{\gamma_{23}}{\sin (\theta_{23})} = \frac{\gamma_{13}}{\sin (\theta_{13})} = \frac{\gamma_{12}}{\sin (\theta_{12})} .
$$

(27)

where $\theta_{\alpha\beta}$ denotes the dihedral angle opposite to the $\alpha\beta$ interface (measured in the plane normal to $t_{TL}$). Repeating this procedure with one of the other two normal vectors finally yields the set of equations

$$
\frac{\gamma_{12}}{\sin (\theta_{12})} = \frac{\gamma_{13}}{\sin (\theta_{13})} = \frac{\gamma_{23}}{\sin (\theta_{23})} .
$$

(28)

which is well-known as Young’s law.

For our validation, we employ the two-dimensional setup shown in Fig. 3b. We assume two of the three interfacial energies to be equal, i.e. $\gamma_{\alpha 0} = \gamma_{\beta 0} = \gamma_{0}$ and the third $\gamma_{\alpha\beta}$ will be varied. This problem is thus well described by one angle

$$
\theta = \theta_{\alpha\beta} = 2 \arccos \left( \frac{\gamma_{\alpha\beta}}{2\gamma_{0}} \right) .
$$

(29)

In equilibrium, surfaces form straight lines due to energy minimization and, thus, the dihedral angle can be expressed in terms of the triple point position $h_{GB}$

$$
\theta = 2 \arctan \left( \frac{W}{2h_{GB}} \right) .
$$

(30)

and hence

$$
h_{GB} = W \frac{\gamma_{\alpha\beta}}{2 \sqrt{4\gamma_{0}^{2} - \gamma_{\alpha\beta}^{2}}} .
$$

(31)
As we are interested in the total interfacial energy of the system, the length of each interface is multiplied with the corresponding energy. The length of the vertical GB equals

\[ l_{\alpha\beta} = H - h_{\text{GB}} = W \left( \frac{H}{W} - \frac{\gamma_{\alpha\beta}}{2 \sqrt{4\gamma_0^2 - \gamma_{\alpha\beta}^2}} \right) \]  

(32)

and the diagonal grain boundaries have lengths

\[ l_0 = l_{\alpha0} = l_{\beta0} = \sqrt{\frac{W^2}{4} + h_{\text{GB}}^2} = W \frac{\gamma_0}{\sqrt{4\gamma_0^2 - \gamma_{\alpha\beta}^2}} \]  

(33)

which follows from Eq. (31). The total interfacial energy of the system is given by

\[ E_{\text{total}} = l_{\alpha\beta} \gamma_{\alpha\beta} + 2l_0 \gamma_0 = W \left( \frac{H}{W} \gamma_{\alpha\beta} + \sqrt{\frac{\gamma_0^2}{4} - \frac{\gamma_{\alpha\beta}^2}{4}} \right). \]  

(34)

### 3.2. Grain-boundary geometry in steady state motion

For the second validation case, we are interested in the steady-state motion of a curved grain boundary (GB), symmetrically centered between two vertical grain boundaries as shown in Fig. 4 moving with a constant vertical velocity \( V \). The value of \( V \) is initially unknown and will be part of the derivation. The derivation closely resembles the one shown in Gottstein and Shvindlerman [15, p. 384], although the authors discuss the result in a different context and formulate the solution inversely (solve for \( x(y) \) instead of \( y(x) \)). An almost identical derivation to the one shown is given in an early work of Mullins [28]. Nevertheless, we highlight the necessary steps to keep the document self-contained. If we assume the GB to have an isotropic grain-boundary energy \( \gamma_0 \) (in J m\(^{-2}\)) and isotropic mobility \( M_0 \) (in m\(^4\)/J/s), the normal velocity \( v_n \) is proportional to its curvature \( \kappa \), i.e. obeys the governing equation

\[ v_n = M_0 \gamma_0 \kappa \]  

(35)

in the absence of bulk driving forces. Note that the signs of \( v_n \) and \( \kappa \) are defined such that the movement is towards the center of curvature. If the geometry of the grain boundary is given by function \( y(x) \), where

![Figure 4: Schematic of the considered grain-boundary geometry. Relevant quantities occurring in the following derivations are labeled in the sketch.](image)

\[ x \] is the horizontal and \( y \) the vertical coordinate, the curvature can be expressed by its first two derivatives

\[ \kappa = -\frac{y''(x)}{\left(1 + (y'(x))^2\right)^{3/2}}. \]  

(36)
To fix the grain boundary in the moving frame of reference, we set the position of the triple junctions at 
\(x = \pm W/2\) to zero such that 
\(y(\pm W/2) = 0\). The slope of the grain boundary at these points is constant 
\(m = \cot(\theta/2)\) according to Young’s law and given in terms of the dihedral angle \(\theta\) which yields 
\(y’(-W/2) = m\) and \(y’(W/2) = -m\). Note that \(v_n\) is only equal to \(V\) for \(\theta = 180°\) or at \(x = 0\), but is more generally described 
by the Pythagorean theorem as

\[ V = v_n \sqrt{1 + (y'(x))^2}. \]  

(37)

Combining Eqs. (35) - (37), the general problem can be expressed as an ordinary differential equation

\[ y''(x) = -\frac{V_{M_0 \gamma_0}}{W} \left(1 + (y'(x))^2\right). \]  

(38)

Details for solving this equation are given in Appendix E.1 The steady-state velocity is then obtained as

\[ V = \frac{2M_0 \gamma_0}{W} \arctan(m). \]  

(39)

For \(m \ll 1\) (and thus \(\arctan(m) \approx m\)), Eq. (39) reduces to the small-slope approximation \(V/m \approx 2M_0 \gamma_0/W\). Additionally, one may express the velocity in terms of \(\theta\) by \(\arctan(m) = \pi/2 - \theta/2\), which results in the remarkably simple form

\[ V = \frac{M_0 \gamma_0}{W}(\pi - \theta). \]  

(40)

A comparison of the interface velocities from the small-slope approximation and the general formula is shown in Fig. 5a. The solution of Eq. (38) subject to the mentioned boundary conditions can be written as

\[ y(x) = \frac{W}{\pi - \theta} \ln \left(\frac{\cos(\frac{\pi - \theta}{W}x)}{\sin(\frac{\theta}{2})}\right). \]  

(41)

The resulting geometries are shown in Fig. 5b in comparison with the results obtained from the small-slope approximation. An interesting result is that the aspect ratio of the GB \(h_{GB}/W = y(0)/W\) is related to the dihedral angle as follows

\[ \frac{h_{GB}}{W} = \frac{\ln(\sin(\theta/2))}{\theta - \pi}. \]  

(42)

We use this expression to determine the resulting dihedral angle from simulations.
4. Simulation studies

4.1 Simulation setup

For our benchmark problem, we start with physical values in the order of typical microstructure simulations listed in Table 2 and make them non-dimensional, as would be common practice for any application to a specific material system. Three reference quantities are applied to de-dimensionalize the problem, namely the reference time $t_{ref} = 100 \text{ s}$, length $x_{ref} = 1 \mu\text{m} = 10^{-6} \text{ m}$ and energy $\Omega_{ref} = 10^6 \text{ J/m}^3$, which yields

$$\tilde{W} = \frac{W}{x_{ref}}, \quad \tilde{\gamma}_{\alpha\beta} = \frac{\gamma_{\alpha\beta}}{\Omega_{ref} x_{ref}} \quad \text{and} \quad \tilde{M} = \frac{M}{\Omega_{ref} t_{ref}}.$$  \hspace{1cm} (43)

Note that the choice of parameters is somewhat arbitrary and the simulation results could be re-scaled differently by changing the reference values.

The initial conditions of the problem are identical for the two following sub-problems. They are sketched in Fig. 3b and can be summarized as follows: We start with initially sharp interfaces and fill $0 \leq x \leq W$ and $80 < y \leq 100$ with $\phi_0 = 1$ and, furthermore, $0 \leq x \leq W/2$ and $0 \leq y \leq 80$ with $\phi_\alpha = 1$ and the other half $W/2 < x \leq W, 0 \leq y \leq 80$ with $\phi_\beta = 1$. The respective other phases are equal to zero. A similar validation example has been used in [42]. For all cases, we employ Neumann boundary conditions (BCs) $\nabla \phi_\alpha \cdot \vec{n} = 0$, $\forall \alpha$ at the top and bottom of the domain. At the left and right domain boundary

- Dirichlet BCs are used for sub-problem (1) according to the initial setup, i.e. phase boundaries are pinned at $[0,80]$ and $[W,80]$;
- Neumann BCs with $\nabla \phi_\alpha \cdot \vec{n} = 0$, $\forall \alpha$ are used for subproblem (2) which in this case reflects mirror symmetry. Alternatively, the domain length can be doubled to $2W$ in combination with periodic BCs.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Physical value</th>
<th>Simulation value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width of domain</td>
<td>$W$</td>
<td>$100 \mu\text{m}$</td>
<td>100</td>
</tr>
<tr>
<td>Height of domain</td>
<td>$H$</td>
<td>$[100,\ldots,400] \mu\text{m}$</td>
<td>$[100,\ldots,400]$</td>
</tr>
<tr>
<td>Spatial resolution</td>
<td>$\Delta x$</td>
<td>$W$/cells</td>
<td>1</td>
</tr>
<tr>
<td>Interfacial energy</td>
<td>$\gamma_{\alpha0} = \gamma_{\beta0} = \gamma_0$</td>
<td>$1.0 \text{ J/m}^2$</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>$\gamma_{\alpha\beta}$</td>
<td>$[0.1,\ldots,2.0] \gamma_0 \text{ J/m}^2$</td>
<td>$[0.01,2.0]$</td>
</tr>
<tr>
<td>Mobility</td>
<td>$M_{\alpha0} = M_{\beta0} = M_0$</td>
<td>$10^{-14} \text{ m}^4/(\text{Js})$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$M_{\alpha\beta}$</td>
<td>$10^{-14} \text{ m}^4/(\text{Js})$</td>
<td>1</td>
</tr>
</tbody>
</table>

All simulations are conducted using codes based on finite difference stencils and an explicit Euler time-stepping. MPF simulations were performed using PACE3D [36,43] which is an in-house code. Furthermore, all the models (MOP as well as MPF) were implemented for the specific case of three phases in MATLAB together with the necessary post-processing tools to acquire the metrics presented in the following sections. The MATLAB code has been made publicly available [44].

4.2 Static triple junction

The first benchmark case employed in this work is a triple junction that reaches a static equilibrium as sketched in Fig. 3b and 6. Below, the metrics for quantitative comparison of the various model formulations with the analytical considerations in Sec. 3.1 are defined:
• The **total interfacial energy** is computed as the energy density integral over the simulation domain, and its total value is compared to the sharp interface solution from Eq. (34). Convergence to equilibrium state is quantified by the relative energy change over time \( \epsilon = \frac{|F^n - F^{n-1}|}{F^n} \) and all the simulations presented are below a threshold of \( \epsilon = 10^{-5} \);

• The **dihedral angle** \( \theta \) of the triple junction is computed from the position of the triple point (Eq. (30)) and compared with the analytical solution from Young’s law in Eq. (29). The numerical triple point is defined as the intersection of isolines \( \phi_0 = \phi_\alpha \) and \( \phi_0 = \phi_\beta \);

• Spurious occurrence of \( \phi_\alpha, \phi_\beta \) and \( \phi_0 \) in the respective other two-phase interface is quantified as the **maximum value of the phase** as shown in Fig. 6.

As the domain height \( H \) limits the range of observable triple junction angles, we conduct simulation studies with \( H = 100 \) and \( H = 200 \). The results are equal within the applicable range of \( \gamma_{\alpha\beta} \) values. The temporal evolution towards equilibrium is shown exemplarily in Fig. 6.

![Figure 6: Evolution of phase \( \phi_0 \) towards static equilibrium shown exemplarily for \( \gamma_{\alpha\beta} = \gamma_0 \) and domain size 100 \( \times \) 100. Subfigures show a) state close to the initial conditions, b) an in-between state and c) the final state in equilibrium. Spurious phases are quantified by occurrence in the respective other two-phase interface as sketched by linescans in c) and the detailed plots in d).](image)

We start with a comparison of MOP models. As the evolution of order parameters is not directly coupled, the potential function needs to provide stable equilibria for \( \eta = 0 \) and \( \eta = 1 \) which excludes the obstacle potential. Furthermore, simulations based on formulation \( f_{\text{Garcke}} \) (Eq. (10)) exhibit large areas where all three order parameters are equal zero \( \eta_\alpha = \eta_\beta = \eta_\gamma = 0 \) which cannot be interpreted in a physically meaningful manner. Therefore, it is not applicable to the framework of MOP models. It seems that the single phase monomials in \( f_{\text{Moelans}} \) and \( f_{\text{Toth}} \) are a necessary prerequisite for MOP models. Similarly, the two gradient formulations based on binary contributions (Eqs. (6) and (7)) fail at producing reasonable results which reduces the possible model choices to gradient term Eq. (5) in combination with the potential functions \( f_{\text{Moelans}} \) (15) and \( f_{\text{Toth}} \) (16). An overview of all model combinations employed in this work with references to the original works is given in Table 3.

<table>
<thead>
<tr>
<th>MOP</th>
<th>( f_{\text{interpolate}} ) (Eq. 5)</th>
<th>( f_{\text{Moelans}} )</th>
<th>( f_{\text{Toth}} )</th>
<th>( f_{\text{Garcke}} )</th>
<th>( f_{\text{obstacle}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPF</td>
<td>( f_{\text{dot}} ) (Eq. 6)</td>
<td>new</td>
<td>new</td>
<td>new</td>
<td>new</td>
</tr>
<tr>
<td></td>
<td>( f_{\text{weighted}} ) (Eq. 7)</td>
<td>new</td>
<td>new</td>
<td>[16] 21</td>
<td>[6] 21</td>
</tr>
</tbody>
</table>

Table 3: Overview of model combinations employed in this work with references to original works. All new combinations are marked as such.
The mutual comparison of two well formulations together with the three assignment strategies (see Table 1) yields six combinations. We use \( \gamma_0 \) from Table 2 as the reference value and \( \varepsilon = 5 \Delta x \) for the parameter fitting outlined in Table 1. This results in a constant interfacial width of 6.67 in the \( \alpha \) and \( \beta \)-interfaces while the \( \alpha \beta \)-interface scales with the \( \gamma_{\alpha\beta}/\gamma_0 \)-ratio for all cases where \( \kappa \) or \( \Omega \) are constant.

Table 7 shows that all six model variants reproduce the analytic solutions with little error in the range of \( \gamma_{\alpha\beta}/\gamma_0 = [0.75, 1.25] \) which can be attributed to the absence of spurious phases. For the ratios of 0.5 and 1.5, only a small fraction of spurious phases occurs and the results match reasonably well with analytics. For \( \gamma_{\alpha\beta}/\gamma_0 = 0.1 \) and \( = 0.25 \) the simulations with parameter fitting based on \( \Omega \)-constant are numerically unstable in our case as the interfacial width is reduced to \( \approx \Delta x \). This issue can be addressed by global mesh refinement, discretization schemes that allow for local mesh refinement or adjusting the parameter assignment. In any case, the resolution of interfacial widths that vary by an order of magnitude comes with additional computational cost which is the biggest drawback of assignment strategies that do not keep \( l_{\text{int}} \) constant. Furthermore, the diffuse interface needs to be resolved with enough grid points to reduce the discretization error as has been nicely illustrated by Eiken [29]. For high \( \gamma_{\alpha\beta}/\gamma \)-ratios, the large fraction of \( \phi_0 \) in the \( \alpha \beta \)-interface leads to a deviation of the overall system free energy and, furthermore, hinders the motion of the triple junction. Above a certain \( \gamma_{\alpha\beta}/\gamma \)-ratio, the observed angle is larger than the analytically expected one, however, it cannot be evaluated with the metrics defined above. Due to the large fraction of ghost phases, the isolines \( \phi_0 = \phi_\alpha \) and \( \phi_0 = \phi_\beta \) do not intersect anymore such that the actual position of the triple junction becomes numerically ill-defined. Consequently, the data points are missing.

Figure 7: MOP comparison of metrics for the static triple junction with 100 \( \times \) 200 domain size. The studies encompass gradient formulation Eq. (5) in combination with two well potentials. Simulations in subfigures a)-d) were performed with \( f_{\text{Toth well}} \) (red markers) while \( f_{\text{Moelans well}} \) has been used in subfigure e)-h) (orange markers). The three assignment strategies from Tab. 1 are marked as indicated by the legend in a) and e). These legends apply to all plots in the respective row. Analytical solutions are shown as black lines.

---

1 In the original work [18], this potential term has been combined with the gradient term \( f_{\text{grad} \omega} \) within the MPF framework. This combination is not covered within this paper.
in the left column plots of Fig. 7. Overall, the difference between the well formulations and the various assignment strategies is surprisingly small. Spurious phases can be generated by both the gradient term $f_{\text{interpolate}}$ and the potential as all three assignment strategies result in a similar amount of spurious phases. None of the model combinations captures de-wetting at $\gamma_{\alpha\beta}/\gamma_0 = 2$.

For the multiphase-field method, we compare the eight possible combinations of the gradient formulations Eq. (6) and (7) and the potentials Eq. (21)-(24). The numerical parameter $\varepsilon$ scales the width of the diffuse interface and is set to 5, which corresponds to $10^{-12}$ grid points within the diffuse interface region. To check the influence of $\varepsilon$ with regard to the overall domain width $W$, a comparative study has been carried out with a grid resolution of 0.5 which corresponds to a $200 \times 400$ grid and $\varepsilon = 2.5$. The differences in total energy and dihedral angle were found to be below $1\%$. The results in Fig. 8 clearly show that the deviations of the dihedral angle and total free energy from the analytic solutions are directly linked to the occurrence of spurious phases. Generally, all combinations including the gradient term $f_{\text{weighted}}$ (denoted by circular markers) show larger deviation from the analytical solutions and higher fractions of ghost phases. We conclude that the driving force resulting from the functional derivative of Eq. (7) is one possible source of spurious phase generation. Furthermore, it should be noted that the implementation of the functional derivative of $f_{\text{weighted}}$ contains about 20 times more arithmetic operations, thus resulting in simulation times that are significantly longer than the equivalent potential term combined with the gradient formulation $f_{\text{dot}}$.

As discussed in Sec. 2.2, the potential formulation $f_{\text{Garcke}}^{\text{well}}$ tends to energetically favor triple phase regions over two-phase interphases which results in spurious phases and a deviation from the analytical solutions. The fraction of ghost phases can be reduced by increasing the numerical parameter $\Omega_{\alpha\beta\gamma}$ which scales the triplet energy contribution. The parameter study in Fig. 9 shows that for small values of $\Omega_{\alpha\beta\gamma}$, a high fraction of spurious phases distorts the equilibrium solutions. Very high values of $\Omega_{\alpha\beta\gamma}$ result in numerical
pinning (i.e., the triple junction does not move) such that the resulting dihedral angle is \( \approx 180^\circ \) for all \( \gamma_{\alpha\beta} \in [0, 2] \). For this benchmark, we found that a value of \( \Omega_{\alpha\beta\gamma} = 100 \Omega_{\alpha\beta} \) yields the best solution (see results Fig. 9). Nevertheless, the combination of \( f_{\text{dot}grad}^{\text{Well}} \) and \( f_{\text{Well}}^{\text{Garcke}} \) generally exhibits larger deviation from the analytical solution than combination with the other two potential terms. This can be traced back to the higher amount of spurious phases resulting from the potential term. Only three combinations effectively suppress spurious phases over a large range of \( \gamma_{\alpha\beta}/\gamma_0 \), namely the gradient term \( f_{\text{dot}grad} \) in combination with the well potentials \( f_{\text{Well}}^{\text{Tot}} \) and \( f_{\text{Well}}^{\text{Moelans}} \) or with the obstacle potential \( f_{\text{Obstacle}} \). Consequently, these are also the only three combinations which correctly capture de-wetting of the \( \alpha \) and \( \beta \) phase for \( \gamma_{\alpha\beta}/\gamma_0 = 2 \). Results obtained from \( f_{\text{Well}}^{\text{Tot}} \) and \( f_{\text{Well}}^{\text{Moelans}} \) differ less than 1% due to the fact that for \( \chi^T = 0.5 \) and \( \chi^M = 1.5 \) the energetic landscapes are identical.

![Figure 9: Influence of numerical parameter \( \Omega_{\alpha\beta\gamma} \) in \( f_{\text{Garcke}}^{\text{Grad}} \) (Eq. (10)) on spurious phase generation and model error. Simulations were performed employing \( f_{\text{Tot}}^{\text{Grad}} \). Analytical solutions are shown as black lines.](image)

There are many works that employ the second gradient formulation \( f_{\text{Grad}}^{\text{Weighted}} \) in combination with a modified obstacle potential \([6, 10, 42]\). Similarly to the study in Fig. 9, a triplet term \( \Omega_{\alpha\beta\gamma} \) can be introduced to counteract the spurious phases generated from the functional derivative of the gradient term. The publication by Hötzer et al. \([42]\) is dedicated to the calibration of the numerical parameter \( \Omega_{\alpha\beta\gamma} \) in which the authors conclude that, first of all, it largely influences the equilibrium contact angles and, secondly, strongly depends on the specific pair-wise interfacial energies in every triple junction. This, together with the fact that for many phases \( N \) there could theoretically be \( \propto N^3 \) fitting parameters \( \Omega_{\alpha\beta\gamma} \), makes this approach very complicated and numerically inefficient. Note that the initial problem is the occurrence of spurious phases which can more efficiently be addressed by replacing \( f_{\text{Grad}}^{\text{Weighted}} \) with \( f_{\text{Grad}}^{\text{Grad}} \).

### 4.3. Steady-state motion of a triple junction

The second benchmark is a triple junction in steady-state motion which results from the first benchmark with modified BCs on the left and right boundary. The relevant metrics for quantitative comparison are

- **The dihedral angle** is computed from the height of the profile \( h_{\text{GB}} \) using the analytic expression \([42]\). \( h_{\text{GB}} \) is measured as the distance between the interface position at the left boundary \( y_{\text{GB}0}^0 = \phi_n \) (or right boundary as the problem setup is symmetric) and the \( y \)-coordinate of the triple point. Convergence to steady-state is quantified by the temporal change of the profile height with respect to the domain width \( \epsilon = |h_{\text{GB}}^n - h_{\text{GB}}^{n-1}|/W \);

- **The velocity** is measured as the temporal change of the \( y \)-coordinate of the interface at the left boundary \( V = (y_{\text{GB}0}^{n-1})^n - (y_{\text{GB}0}^0 = \phi_n)^{n-1}/\Delta t; \)

- **The (mis-)match of numerical results for the grain boundary geometry** with regard to the analytical solution (Eq. (14)) is quantified by a relative error measure introduced by the \( L^2 \)-norm as

\[
L_2 = \|y_{\text{numeric}} - y_{\text{analytic}}\|_2 = \frac{1}{W} \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i^{\text{numeric}} - y_i^{\text{analytic}})^2}
\]
where \( y_{\text{numeric}} \) and \( y_{\text{analytic}} \) are both discrete representations evaluated at the same nodes in \( x \)-direction.

The reference for the \( y \)-values of the GB profile is set to zero at the left and right boundary, i.e. \( y_{x=0} = 0 \).

For MOP simulations, we employ the same model variants as in the first benchmark. The results shown in the first row of Fig. 10 are consistent with the results obtained from the static triple junction case. All model variations match the analytic reference reasonably well within the range of \( \gamma_{\alpha\beta}/\gamma_0 \in [0.5, 1.5] \). For the ratio of 0.1 numerical pinning is observed which results in an angle close to 180° and a velocity which is lower than the analytically expected one. For high \( \gamma_{\alpha\beta}/\gamma_0 \)-ratios, on the other hand, large deviation from the reference solution can be observed which, again, can be traced back to the occurrence of spurious phases distorting the equilibrium angles as well as the kinetics of the triple junction.

On the MPF side, we compare four model variants, namely all four potential terms Eqs. (21)-(24) in combination with \( f_{\text{grad}} \). At this point we exclude the other gradient term \( f_{\text{weighted}} \) due to the previous results. Similar to the previous benchmark, the well-potential \( f_{\text{Garcke}} \) shows the largest deviation from the analytical solution due to appearance of spurious phases. Furthermore, the triplet term scaled by \( \Omega_{\alpha\beta\gamma} \) exhibits a drag force on the triple junction as discussed by Eiken [29]. As discussed before, large values of \( \Omega_{\alpha\beta\gamma} \) (yellow dots in Fig. 9) lead to pinning of the triple junction which is the extreme case of this drag effect. The other three model combinations yield a close match with the analytical solutions. One peculiarity of the obstacle potential can be seen in the L2-norm results in Fig. 10. Due to the finite interface width, the choice of \( \varepsilon = 5\Delta x \) can lead to 12 or 13 grid points within the diffuse interface where the second is slightly favorable energetically. This leads to a symmetry breaking force and the \( x \)-position of the TP tends to stabilize at 49.5 or 50.5. This numerical issue can be circumvented if \( \varepsilon \) is chosen such that the interface...
width to \( \Delta x \) ratio corresponds to an integer, e.g. \( \varepsilon = 4 \cdot 12 \Delta x / \pi^2 \approx 4.86 \Delta x \). The results for the dihedral angle and velocity are almost identical but the L2-norm differs drastically due to the shift in GB geometry. To illustrate the effect we plot results obtained with \( \varepsilon = 4.86 \Delta x \) as blue diamonds and \( \varepsilon = 5 \Delta x \) using blue crosses.

5. Conclusion

The triple junction has been established as a well-defined benchmark for quantitative comparison of various multiphase-field and multi-order parameter models. Thorough analytical consideration as well as problem-specific metrics lay the foundation for quantitative comparison. The systematic combination of various gradient and potential formulations yields new insights into the influence on generation of spurious phases which we identify as the main source for model error. The proposed benchmark is simple enough to be highly reproducible and yet captures most critical aspects of capillary effects in multi-phase systems.

The simulation studies show that the generation of spurious phases is directly linked to a deviation from analytic solutions. Possible sources for ghost phases can come from both the gradient and potential energy contribution and are unraveled by systematic combination of these terms. All MOP model variants yield similar results despite the differences between potential terms and parameter assignment strategies. All of them reproduce the analytic solutions with little model error for surface energy ratios around one which makes them especially attractive for the simulation of systems with small heterogeneity. However, they fail at reproducing correct triple junction angles for extreme ratios \( \gamma_{\alpha\beta} / \gamma_0 \). None of the model variants under investigation is able to capture de-wetting for \( \gamma_{\alpha\beta} / \gamma_0 = 2 \). Other parameter assignment strategies or re-formulation of the gradient term might offer a solution in these cases.

For the MPF models, the studies reveal that \( f_{\text{weighted}} \) generally performs worse than \( f_{\text{dot}} \) as it introduces an additional source of spurious phases. The two well-potentials \( f_{\text{Toth}} \) and \( f_{\text{Moelans}} \) yield almost the same results and, overall, coincide with analytical solutions. The third well-potential \( f_{\text{Garcke}} \) leads to a higher fraction of ghost phases and, thus, deviates more strongly from the reference solution. The obstacle potential results in a close match with analytical solutions and, in our case, comes with an advantage in computational efficiency. The first reason for this is the simple form of the respective variational derivative and, secondly, as the equilibrium profile is given by a sinus function, the interface has a finite width and computation of phase evolution can be reduced to cells that exhibit a spatial gradient in phase-field values. Note that this computational advantage cannot be generalized because computational efficiency results from a complex interplay of numerical implementation, time stepping and the inclusion of the Gibbs simplex constraint.

By comparing the results obtained from both model families, MPF and MOP, it becomes evident that application of the Gibbs simplex constraint allows for a wider range of potential formulations but adds more computational complexity. For MPF models it seems preferable to formulate energetic contributions in terms of pairwise interaction terms as the evolution equations reflect this dual nature as well. This allows for simulation of high \( \gamma_{\alpha\beta} / \gamma_0 \) as well as \( M_{\alpha\beta} / M_0 \)-ratios.

While the present work focuses on the accuracy of various model formulations, the benchmarks could additionally be used to study effects of spatial discretization, time-stepping or other implementation details. This work was inspired by other efforts to connect the scientific community around phase-field modeling through benchmark problems [45][47] which have been collected on PFHub [48]. We try to cover the most common model formulations but are aware that the comparison is by no means complete. We hope the proposed benchmark serves the scientific community to collectively create a more complete picture and enhance future model developments.

Data availability

The source code to reproduce the simulations and post-processing can be obtained from the github repository \( \text{https://github.com/daubners/triple-junction-benchmark} \).
Acknowledgments

This work contributes to the research performed at CELEST (Center for Electrochemical Energy Storage Ulm-Karlsruhe) and was funded by the German Research Foundation (DFG) under Project ID 390874152 (POLIS Cluster of Excellence). This work was partly performed with the financial support of the impulse and networking fund of the Helmholtz Association (Elektrochemische Materialien für Hochtemperatur-Ionenleiter (TwinSOC, grant number: KW-BOSCH-2)). Contributions are provided through the MTET programme No. 38.04.04, supported by the Helmholtz association, which is gratefully acknowledged.

References


[44] Github repository with code used for this publication: https://github.com/daubners/triple-junction-benchmark
Appendix A. Two-phase interphase

Appendix A.1. Energy functional

We start from a functional defined in terms of one order parameter, assuming spatial isotropy

$$\mathcal{F}(\phi, \nabla \phi) = \int_V \kappa |\nabla \phi|^2 + f_{\text{pot}}(\phi) dV.$$  

The potential energy is typically formulated in terms of a double-well or double obstacle function where the parameter $$\Omega$$ scales the energetic barrier to be overcome

$$f_{\text{well}}(\phi) = \Omega \phi^2 (1 - \phi)^2$$
$$f_{\text{ob}}(\phi) = \Omega \phi (1 - \phi) \quad \forall \phi \in [0,1] \text{ and } \infty \text{ otherwise.}$$

The evolution equation for $$\phi$$ is given under the assumption of energy minimization with linear kinetics

$$\dot{\phi} = -L \left( \frac{\partial}{\partial \phi} - \nabla \cdot \frac{\partial}{\partial \nabla \phi} \right) (f_{\text{grad}} + f_{\text{pot}})$$

which finally leads to

$$\dot{\phi} = -L \left[ -2\kappa \nabla^2 \phi + \frac{\partial f_{\text{pot}}}{\partial \phi} \right] \quad \text{where} \quad \frac{\partial f_{\text{pot}}}{\partial \phi} = \begin{cases} 
2\Omega \phi (2\phi - 1) & \text{well} \\
\Omega (1 - 2\phi) & \text{obstacle} 
\end{cases}$$  \hspace{1cm} (A.1)

Appendix A.2. Interfacial properties

Following the procedure in Cahn and Hilliard [1], we can derive the interfacial properties of the diffuse interface. The equilibrium solution is given by $$\dot{\phi} = 0$$ which yields for a 1D flat interface

$$2\kappa \nabla^2 \phi = \frac{\partial f_{\text{pot}}}{\partial \phi} \rightarrow \kappa \left( \frac{\partial \phi}{\partial x} \right)^2 = f_{\text{pot}} \rightarrow dx = \sqrt{\kappa / f_{\text{pot}}} d\phi.$$  

The surface energy of a flat interface is given by the excess Gibbs free energy across the diffuse region

$$\gamma = \int_{-\infty}^{\infty} \kappa (\nabla \phi)^2 + f_{\text{pot}} dx = 2 \int_{-\infty}^{\infty} f_{\text{pot}} dx = 2 \int_{0}^{1} \sqrt{\kappa f_{\text{pot}}} d\phi = \sqrt{\kappa \Omega} \begin{cases} 
1/3 \quad \text{(well)} \\
\pi/4 \quad \text{(obstacle)} 
\end{cases}$$  \hspace{1cm} (A.2)

While the obstacle potential leads to a sinus profile which has a finite interfacial width, the well potential leads to a tanh function. For both cases the interfacial width can be defined by the linear tangent fit in $$\phi = 0.5$$ such that

$$l_{\text{int}} = \frac{1}{d\phi/dx} \bigg|_{\phi=0.5} = \sqrt{\frac{\kappa}{f_{\text{pot}}(\phi = 0.5)}} = \sqrt{\frac{\kappa}{\Omega}} \begin{cases} 
4 \quad \text{(well)} \\
2 \quad \text{(obstacle)} 
\end{cases}$$  \hspace{1cm} (A.3)

Appendix B. Functional derivatives

Appendix B.1. Gradient term

<table>
<thead>
<tr>
<th>$$f_{\text{grad}}$$</th>
<th>$$\delta f_{\text{grad}} / \delta \phi_\alpha$$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$$\frac{1}{2} \sum_\alpha \kappa_\alpha</td>
<td>\nabla \phi_\alpha</td>
</tr>
<tr>
<td>$$\frac{1}{2} \sum_\alpha \frac{\kappa_\alpha \theta_\alpha^2}{\varphi_\alpha^2} \sum_\alpha</td>
<td>\nabla \phi_\alpha</td>
</tr>
<tr>
<td>$$\sum_\alpha \sum_{\beta &gt; \alpha} \kappa_{\alpha\beta} [\phi_\alpha \nabla \phi_\beta - \phi_\beta \nabla \phi_\alpha]^2$$</td>
<td>$$\sum_{\beta \neq \alpha} 2 \kappa_{\alpha\beta} (2\phi_\alpha</td>
</tr>
<tr>
<td>$$- \sum_\alpha \sum_{\beta &gt; \alpha} \kappa_{\alpha\beta} \nabla \phi_\alpha \cdot \nabla \phi_\beta$$</td>
<td>$$\sum_{\beta \neq \alpha} \kappa_{\alpha\beta} \nabla^2 \phi_\beta$$</td>
</tr>
</tbody>
</table>
Appendix B.2. Potential term

Table B.5: Common potential term formulations and their variation with respect to $\phi_\alpha$

<table>
<thead>
<tr>
<th>$f_{pot}$</th>
<th>$\delta f_{pot}/\delta \phi_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{2} \sum_\alpha \sum_{\beta &gt; \alpha} \Omega_{\alpha \beta} \phi_\alpha \phi_\beta + \Omega \left( \frac{1}{4} + \sum_\alpha \left( \frac{\phi_\alpha}{4} - \frac{\phi_\beta}{4} \right) \right)$</td>
<td>$\phi_\alpha \sum_{\beta \neq \alpha} \Omega_{\alpha \beta} \phi_\beta^2 + \Omega \phi_\alpha \left( \frac{1}{12} + \ldots \right)$</td>
</tr>
<tr>
<td>$\frac{3}{4} \sum_\alpha \sum_{\beta &gt; \alpha} \Omega_{\alpha \beta} \phi_\alpha^2 \phi_\beta^2 + \frac{1}{16} \Omega \left( \frac{1}{4} + \sum_\alpha \left( \frac{\phi_\alpha^4}{4} - \frac{\phi_\alpha^2}{4} \right) \right)$</td>
<td>$\frac{3}{2} \phi_\alpha \sum_{\beta \neq \alpha} \Omega_{\alpha \beta} \phi_\beta^2 + \frac{1}{2} \Omega (\phi_\alpha^3 - \phi_\alpha) + \frac{1}{2} \frac{\partial \Omega}{\partial \phi_\alpha} \left( \frac{1}{12} + \ldots \right)$</td>
</tr>
<tr>
<td>$\sum_\alpha \sum_{\beta &gt; \alpha} \Omega_{\alpha \beta} \phi_\alpha^2 \phi_\beta^2 + \frac{1}{\Omega} \sum_\alpha \sum_{\beta &gt; \alpha} \sum_{\gamma &gt; \beta} \Omega_{\alpha \beta \gamma} \phi_\alpha^2 \phi_\beta^2 \phi_\gamma^2$</td>
<td>$2 \phi_\alpha \sum_{\beta \neq \alpha} \Omega_{\alpha \beta} \phi_\beta^2 + 2 \phi_\alpha \sum_{\beta \neq \alpha} \sum_{\gamma &gt; \beta} \Omega_{\alpha \beta \gamma} \phi_\beta^2 \phi_\gamma^2$</td>
</tr>
<tr>
<td>$\sum_\alpha \sum_{\beta &gt; \alpha} \Omega_{\alpha \beta} \phi_\alpha^2 \phi_\beta$</td>
<td>$\sum_{\beta \neq \alpha} \Omega_{\alpha \beta} \phi_\beta$</td>
</tr>
</tbody>
</table>

Appendix C. Model notations

Table C.6: Comparison of notations used in different publications and in this paper.

<table>
<thead>
<tr>
<th>parameter</th>
<th>multi-order parameter</th>
<th>multi-phase field</th>
</tr>
</thead>
<tbody>
<tr>
<td>gradient energy coeff. (J/m)</td>
<td>$\kappa_i$</td>
<td>$4\sigma_{\alpha \beta} \eta_{\alpha \beta} / \pi^2$</td>
</tr>
<tr>
<td>multi-well parameter(s) (J/m$^3$)</td>
<td>$\alpha, \beta, \gamma$</td>
<td>$9\gamma_{\alpha \beta} / \varepsilon$</td>
</tr>
<tr>
<td>multi-obstacle barrier (J/m$^3$)</td>
<td>$m_{\alpha, \beta, \gamma}$</td>
<td>$16\beta_{\alpha \beta} \varepsilon^2$</td>
</tr>
<tr>
<td>kinetic coefficient (m$^3$/Js)</td>
<td>$L_i$</td>
<td>$M_{\alpha \beta} / \varepsilon$</td>
</tr>
<tr>
<td>interface energy (J/m$^2$)</td>
<td>$\sigma_{\alpha, \beta}$</td>
<td>$\gamma_{\alpha \beta}$</td>
</tr>
<tr>
<td>interface width (m)</td>
<td>$l_{gb}$</td>
<td>$2\eta_{\alpha \beta} / \pi$</td>
</tr>
</tbody>
</table>

Appendix D. Gibbs simplex constraint

In multiphase-field models, the phase-field variable $\phi_\alpha$ corresponds to the volume fraction of the respective phase which makes it necessary to fulfill the Gibbs simplex constraint

$$\phi \in \mathbb{R}^N : \sum_{\alpha=1}^N \phi_\alpha = 1, \quad 0 \leq \phi_\alpha \quad \forall \alpha. \quad (D.1)$$

If the sum constraint is fulfilled and all phases fractions are larger than zero, we implicitly ensure $\phi_\alpha \in [0, 1]$ $\forall \alpha = 1, \ldots, N$. Given that the initial conditions comply with Eq. (D.1), there are two conditions that need to be fulfilled during the evolution of phase-field variables, namely

$$\sum_\alpha \frac{\partial \phi_\alpha}{\partial t} = 0 \quad \text{and} \quad 0 \leq \phi_\alpha \quad \forall \alpha.$$  

The first conditions is ensured by correct formulation of the evolution equations, either by introducing a Langrange multiplier (see Eq. (19)) or by suitable choice of the mobility matrix which results in the sum over dual-interactions in Eq. (20). If the choice of energy contributions can lead to nonphysical values of $\phi_\alpha < 0$, this violation of constraint Eq. (D.1) needs to be handled separately. Depending on the discretization of time stepping, there are two possible options
1. **Projection-based approach:** We separate the total problem into two a priori simpler problems where the first one is computation of the evolution equations (e.g. \( \phi^{\text{new}} = \phi^{\text{old}} + \Delta t(...)) neglecting the additional constraints and thus violation of \( \phi_{\alpha} \in [0,1] \) might occur. In a subsequent step, the tuple of phase variables \( \phi \) is projected back onto the admissible set (sort of "pushed back into the Gibbs triangle"). Differences in pairwise mobilities must be taken into account for this procedure to ensure correct treatment of the underlying physics.

2. **Holistic approach:** The condition \( 0 \leq \phi_{\alpha} \) enters the system of equations as an algebraic constraint. For large numbers of phases \( N \) the problem grows disproportionally with \( \propto N^2 \) as for every cell/grid point \( N - 1 \) evolution equations plus \( N \) algebraic constraints must be computed.

While the projection method can be implemented in a fully explicit and local manner (i.e. cell-wise computation of the prediction \( \phi^{\text{new}} \) and projection \( \phi^{\text{new}} \)), the holistic approach needs global convergence of \( \phi \)-values and all interdependend physical fields (e.g. concentration \( c \)).

**Projection into the Gibbs triangle**

For the binary case of \( \phi_{\alpha} = \phi \) and \( \phi_{\beta} = 1 - \phi \), it is sufficient to check for the criterion \( \phi < 0 \) and, if fulfilled, set \( \phi = 0 \). Similarly, values of \( \phi > 1 \) are pushed back to \( \phi = 1 \). This results in one line of (pseudo-)code

\[
\phi^{\text{new}} = \max(0, \min(\phi^{\text{new}}, 1)).
\]  

(D.2)

For the general case of \( N \) phases, the procedure is more complicated and will be illustrated over the Gibbs simplex of a triple junction. A detailed discussion of various projection methods can be found in [49]. Far enough from the triple junction (where 'far enough' depends on the width of the diffuse interface), the three-phase system should reduce to a binary interface or bulk (\( \phi_{\alpha} = 1 \)). Assuming \( \phi_{\gamma} = 0 \), any change of phase-variables occurs along the \( \alpha\beta \)-side of the triangle highlighted in green in Fig. [D.11]. A violation of Eq. (18), e.g. \( \phi_{\alpha} < 0 \) (and thus \( \phi_{\beta} > 1 \)) as sketched by circle 1, can essentially be handled by Eq. (D.2) and the projection along the green arrow yields \( \phi_{\alpha} = 0 \) and \( \phi_{\beta} = 1 \). The second scenario is well within the

![Gibbs triangle with adjacent domains](image1)

![Mobility-weighted projection operation](image2)

Figure D.11: Visualization of the Gibbs simplex for a triple junction as the purple triangle while domains fulfilling the sum constraint but violating the positivity constraint \( \phi_{\alpha} \leq 0 \) are shown in light gray. The sketch can be interpreted as the top-view onto the energy landscape as shown in a). The mobility-weighted projection into the Gibbs simplex is shown in b) for the case of a binary interface (1) and a general three-phase case (2).
of mobility ratios results in the operation sketched with a black arrow and would, thus, allow $\phi_\gamma$ to zig-zag its way along the lower side of the triangle, resulting in faster kinetics accelerated by the Gibbs simplex algorithm. The general $N$-dimensional procedure is sketched in the following pseudo-code

**Algorithm 1:** Gibbs simplex implementation for $N$ phases

```plaintext
for $\alpha = 1 \ldots N$ do
  if $\phi_\alpha < 0$ then
    activateGibbsSimplex[$\alpha$] = true;
    count_violations++;
  if (count_violations==0) then return; all phases fulfill $\phi_\alpha \in [0,1]$ done=false;
M_red=zeros[N,N]; $M_{red} \in \mathbb{R}^{N \times N}$: reduction of $M_{\alpha\beta}$ to phases violating $\phi_\alpha \leq 0.$
  while not done do
    for $\alpha = 1 \ldots N$ do
      if (!activateGibbsSimplex[$\alpha$]) then continue;
      b[$\alpha$] = $-\phi_\alpha$;
      $M_{red}[\alpha,\alpha] = M_{\alpha\alpha}$;
      for $\beta = \alpha + 1 \ldots N$ do
        if (!activateGibbsSimplex[$\beta$]) then continue;
        $M_{red}[\alpha,\beta] = M_{\alpha\beta}$;
        $M_{red}[\beta,\alpha] = M_{\alpha\beta}$;
      solve($M_{red} x = b$ for $x$); any vector-matrix solving algorithm, e.g. Gauss elimination.
    done=true;
  for $\alpha = 1 \ldots N$ do
    $\phi_\alpha^{new} = \phi_\alpha^{old} + M_{\alpha\beta} x_{\beta}$
    if ($\phi_\alpha^{new} < 0$) then done=false;
```

Appendix E. Analytic details for GB in steady state motion

Appendix E.1. Solving the geometry ODE

The grain boundary geometry can be described by the ordinary differential equation

$$y''(x) = -\frac{V}{M_0 \gamma_0} \left(1 + (y'(x))^2\right).$$  \hspace{1cm} (E.1)

To simplify the analysis, we introduce the following dimensionless quantities $u \equiv \frac{y}{W}$, $z \equiv \frac{y'}{W}$ and $v \equiv (VW)/(M_0 \gamma_0)$. It follows, that $y'(x) = z'(u)$ and $y''(x) = z''(u)/W$ and, hence, we obtain

$$z''(u) = -v \left(1 + (z'(u))^2\right).$$  \hspace{1cm} (E.2)

The boundary conditions remain unchanged such that $z(\pm 1/2) = 0$ and $z'(\pm 1/2) = \mp m$ hold. Eq. (E.2) is a nonlinear first order differential equation for $z'$ which can be solved by separation and integration. The dimensionless steady-state velocity is obtained as a function of the triple-junction slope $m$

$$v = 2 \arctan(m),$$  \hspace{1cm} (E.3)

i.e. in dimensional form

$$V = \frac{2M_0 \gamma_0}{W} \arctan(m).$$  \hspace{1cm} (E.4)
The non-dimensional solution of the grain boundary geometry is

\[ z(u) = \ln \left( \frac{\cos(2 \arctan(m)u) - \ln(\cos(\arctan(m)))}{2 \arctan(m)} \right), \tag{E.5} \]

which can be expressed in terms of \( \theta \) as

\[ z(u) = \ln \left( \frac{\cos((\pi - \theta)u) - \ln(\sin(\theta/2))}{\pi - \theta} \right). \tag{E.6} \]

Re-expressing this solution with physical quantities results in Eq. (41). The aspect ratio of the GB, \( h_{GB}/W = y(0)/W \) is related to the dihedral angle by

\[ \frac{h_{GB}}{W} = \frac{\ln(\sin(\theta/2))}{\theta - \pi}. \tag{E.7} \]

By inverting the above equation, \( \theta \) can be determined as a function of the aspect ratio given that \( h_{GB}/W \) is known. A good approximation for the inversion is given by

\[ \theta \left( \frac{h_{GB}}{W} \right) \approx \theta_0 = \left( \frac{7}{5} \exp \left( -\frac{h_{GB}}{W} \right) \right)^{7/2}. \tag{E.8} \]

Refinements are done using Newton iterations \( \theta_{i+1} = \theta_i + \Delta \theta_i \), where the update per step is defined as

\[ \Delta \theta_i = \exp \left( -\frac{h_{GB}}{W} \right) \sin^{\pi/\theta} \left( \frac{\theta_i}{2} \right) - \frac{1}{\pi - \theta_i} \cot \left( \frac{\theta_i}{2} \right) (\pi - \theta_i)^2. \tag{E.9} \]

The Newton procedure converges rapidly within four iterations with an estimated error of \(|\Delta \theta_i| < 10^{-12}\). We use this procedure to determine the resulting dihedral angle from simulation results.

Appendix E.2. Small-slope Approximation

The assumption \(|y'| \ll 1\) leads to \( V \approx v_n \), which is a small-slope approximation (SSA) of the problem described in Sec. 3.2. Anticipating that \(|y'| \) is on the order of \( m \) leads to \( m \ll 1 \). Within the SSA, the curvature is a constant \( \kappa = 1/R \) and the grain boundary geometry is described by the circular arc

\[ y(x) = \sqrt{R^2 - x^2} + y_m \tag{E.10} \]

with radius \( R \) and midpoint \( y \)-coordinate \( y_m \). From the Dirichlet BCs, we derive \( y_m = -\frac{W}{2} \tan(\theta/2) \). Compliance with the Neumann conditions stated above, yields a relation for the curvature in the small-slope approximation

\[ R = \frac{W}{2} \sqrt{1 + m^2} \tag{E.11} \]

Accordingly, the interface velocity can be written in terms of the slope \( m \)

\[ V = M_0 \gamma_0 \frac{2m}{W \sqrt{1 + m^2}} \approx M_0 \gamma_0 \frac{2m}{W} \tag{E.12} \]

where the approximation is based on \( m \ll 1 \). By exploiting \( m = \cot(\theta/2) \), \( R \) and the velocity \( V \) can be expressed in terms of the angle \( \theta \)

\[ R = \frac{W}{2} \frac{1}{\cos(\theta/2)} \quad \text{and} \quad V = M_0 \gamma_0 \frac{2 \cos(\theta/2)}{W}. \tag{E.13} \]

This relation was used in [23] (Eq. (33)) while the limitation to small slopes has not been not mentioned.