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German Abstract – Kurzfassung

Heutzutage ist durch viele wissenschaftliche Studien nachgewiesen, dass die Erde längst dem
Klimawandel unterworfen ist. Daher muss die gesamte Menschheit vereint handeln, um die
schlimmsten Katastrophenszenarien zu verhindern. Ein vielversprechender Ansatz - wenn nicht
sogar der vielversprechendste überhaupt - um diese angesprochene, größte Herausforderung in der
Geschichte der Menschheit zu bewältigen, ist es, den Energiehunger der Menschheit durch die
Erzeugung erneuerbarer und unerschöpflicher Energie zu sättigen. Die Photovoltaik (PV)-
Technologie ist ein vielversprechenderAnwärter, die leistungsstärkste erneuerbare Energiequelle zu
stellen, und spielt aufgrund ihrer direkten Umwandlung des Sonnenlichtes und ihrer skalierbaren
Anwendbarkeit in Form von großflächigen Solarmodulen bereits jetzt eine große Rolle bei der
Erzeugung erneuerbarer Energie. Im PV-Sektor sind Solarmodule aus Siliziumwafern die derzeit
vorherrschende Technologie. Neu aufkommende PV-Technologien wie dieDünnschichttechnolo-
gie haben jedoch vorteilhafte Eigenschaften wie einen sehr geringen Kohlenstoffdioxid (CO2)-
Fußabdruck, eine kurze energetische Amortisierungszeit und das Potenzial für eine kostengünstige
monolithische Massenproduktion, obwohl diese derzeit noch nicht final ausgereift ist. Um die
Dünnschichttechnologie jedoch gezielt in Richtung einer breiten Marktreife zu entwickeln, sind
numerische Simulationen eine wichtige Säule für das wissenschaftliche Verständnis und die
technologische Optimierung. Während sich traditionelle Simulationsliteratur häufig mit materi-
alspezifischen Herausforderungen befasst, konzentriert sich diese Arbeit auf industrieorientierte
Herausforderungen auf Modulebene, ohne die zugrundeliegenden Materialparameter zu verän-
dern.

Um ein allumfassendes, digitales Modell eines Solarmoduls zu erstellen, werden in dieser Ar-
beit mehrere Simulationsansätze aus verschiedenen physikalischen Bereichen kombiniert. Zur
Abbildung elektrischer Effekte, einschließlich der räumlichen Spannungsvariation innerhalb des
Moduls, wird eine Finite Elemente Methode (FEM) zur Lösung der räumlich quantisierten
Poisson-Gleichung verwendet. Um optische Effekte zu berücksichtigen, wird eine generalisierte
Transfermatrix-Methode (TMM) verwendet. Alle Simulationsmethoden sind in dieser Arbeit
von Grund auf neu programmiert worden, um eine Verknüpfung aller Simulationsebenen mit dem
höchstmöglichen Grad an Anpassung und Verknüpfung zu ermöglichen. Die Simulation und die
Korrektheit der Parameter wird durch externe Quanteneffizienz (EQE)-Messungen, experimentelle
Reflexionsdaten und gemessene Strom-Spannungs (I-U)-Kennlinien verifiziert. Der Kernpunkt der
Vorgehensweise dieser Arbeit ist eine ganzheitliche Simulationsmethodik auf Modulebene. Dies
ermöglicht es, die Lücke zwischen der Simulation auf Materialebene über die Berechnung von
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Laborwirkungsgraden bis hin zur Bestimmung der von zahlreichen Umweltfaktoren beeinflusste
Leistung der Module im Freifeld zu überbrücken. Durch diese Verknüpfung von Zellsimulation
und Systemdesign ist es lediglich aus Laboreigenschaften möglich, das Freifeldverhalten von
Solarmodulen zu prognostizieren. Sogar das Zurückrechnen von experimentellen Messun-
gen zu Materialparameter ist mittels des in dieser Arbeit entwickelten Verfahrens des Reverse
Engineering Fittings (REF) möglich.

Das in dieser Arbeit entwickelte numerische Verfahren kann für mehrere Anwendungen genutzt
werden. Zunächst können durch die Kombination von elektrischen und optischen Simulatio-
nen ganzheitliche Top-Down-Verlustanalysen durchgeführt werden. Dies ermöglicht eine wis-
senschaftliche Einordnung und einen quantitativen Vergleich aller Verlustleistungsmechanismen
auf einen Blick, was die zukünftige Forschung und Entwicklung in Richtung von technolo-
gischen Schwachstellen von Solarmodulen lenkt. Darüber hinaus ermöglicht die Kombination
von Elektrik und Optik die Detektion von Verlusten, die auf dem nichtlinearen Zusammenspiel
dieser beiden Ebenen beruhen und auf eine räumliche Spannungsverteilung im Solarmodul zurück-
zuführen sind.

DieseArbeit verwendet die entwickeltennumerischenModelle ebenfalls fürOptimierungsprob-
leme, die an digitalen Modellen realer Solarmodule durchgeführt werden. Häufig auftretende
Fragestellungen bei der Entwicklung von Solarmodulen sind beispielsweise die Schichtdicke des
vorderen optisch transparenten, elektrisch leitfähigen Oxids (TCO) oder die Breite von mono-
lithisch verschalteten Zellen. Die Bestimmung des Optimums dieser mehrdimensionalen Ab-
wägungen zwischen optischer Transparenz, elektrischer Leitfähigkeit und geometrisch inaktiver
Fläche zwischen den einzelnen Zellen ist ein Hauptmerkmal der Methodik dieser Arbeit. Mit-
tels des FEM-Ansatzes dieser Arbeit ist es möglich, alle gegenseitigen Wechselwirkungen über
verschiedene physikalische Ebenen hinweg zu berücksichtigen und ein ganzheitlich optimiertes
Moduldesign zu finden. Auch topologisch komplexere Probleme, wie das Finden eines geeigneten
Designs für dasMetallisierungsgitter, können auf Grundlage der Simulation mittels der Methode
derTopologie-Optimierung (TO) gelöst werden. In dieserArbeit wurde das TO-Verfahren zum er-
stenMal für monolithisch integrierte Zellen eingesetzt. Darüber hinaus wurde gezeigt, dass sowohl
einfache Optimierungen der TCO-Schichtdicken als auch Topologie-Optimierungen stark von den
vorherrschenden Beleuchtungsverhältnissen abhängen. Daher ist eine Optimierung auf den
Jahresertrag anstelle des Laborwirkungsgrades für industrienahe Anwendungen wesentlich sin-
nvoller, da die mittleren Jahreseinstrahlungen deutlich von den Laborbedingungen abweichen. Mit
Hilfe dieser Ertragsoptimierung wurde in dieser Arbeit für die Kupfer-Indium-Gallium-Diselenid
CuIn1−xGaxSe2 (CIGS)-Technologie ein Leistungsgewinn von über 1% im Ertrag für einige ge-
ografische Standorte und gleichzeitig eine Materialeinsparung für die Metallisierungs- und TCO-
Schicht von bis zu 50% errechnet.

Mit Hilfe der numerischen Simulationen dieser Arbeit können alle denkbaren technologischen
Verbesserungen auf Modulebene in das Modell eingebracht werden. Auf diese Weise wurde das
aktuelle technologische Limit für CIGS-Dünnschicht-Solarmodule berechnet. Unter Verwen-
dung der Randbedingungen der derzeit verfügbaren Materialien, Technologie- und Fertigungstol-
eranzen und des derzeit besten in der Literatur veröffentlichten CIGS-Materials ergibt sich ein
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theoretisches Wirkungsgradmaximum von 24% auf Modulebene. Das derzeit beste veröf-
fentlichte Modul mit den gegebenen Restriktionen weist einen Wirkungsgrad von 19,2% auf [1].
Verbessert sich der CIGS-Absorber vergleichbar mit jenem von Galliumarsenid (GaAs) im Hin-
blick auf dessen Rekombinationsrate, ergibt sich ein erhöhtes Wirkungsgradlimit von etwa 28%.
Im Falle eines idealen CIGS-Absorbers ohne intrinsische Rekombinationsverluste wird in dieser
Arbeit eine maximale Effizienzobergrenze von 29% berechnet.
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Kurz zusammengefasst lässt

sich sagen, dass die in dieser Arbeit entwickelte

Simulationsmethodik die beiden physikalischen Ebenen

der Optik und der Elektrik in Dünnschicht-Solarmodulen

in einem digitalen Modell kombiniert. Dies

ermöglicht die Vorhersage von I-U-Kennlinien, die

Zuordnung und Quantifizierung von Verlustmechanismen,

die Optimierung von Modulgeometrien und die

Bestimmung der aktuellen technologischen Grenzen

der Dünnschicht-Solarmodultechnologie. Auf

diese Weise verleiht diese Arbeit numerischen

Dünnschicht-PV-Simulationen einen ganzheitlichen

Charakter und treibt zukünftige Solarmodulforschung und

-entwicklung und für allumfassende PV-Software voran.
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Abstract

Nowadays, it is proven bymany scientific studies that earth is subject to climate change. Therefore,
all of humanity must take united action to prevent the most catastrophic scenarios. To solve this
greatest challenge in the history of mankind, a promising approach, if not the most promising one,
is to quench mankind’s thirst for energy by using renewable and inexhaustible energy sources.
Photovoltaic (PV) technology is a promising candidate for the most relevant renewable energy
source and is already a big player in renewable energy production, due to its direct conversion of
the sun’s radiation and its scalable applicability in the form of large-scale solar modules. Within
the PV sector, the currently most prevalent technology are silicon-wafer-based solar modules.
Nevertheless, new emerging PV technologies like thin-film PV have superior features such as a
very low carbon footprint, short energy payback times, and a potential for cheap monolithic large-
scale production, although their development is currently less mature. In order to purposefully
improve thin-film technology towards market maturity, numerical simulations are a strong tool
for scientific understanding and technological optimization. While traditional simulation literature
often deals with material-specific challenges, this work is focused on industry-oriented issues at
device level without addressing the actual material parameters.

To create a comprehensive digital model of a solar device,multiple simulation approaches from
different physical fields are combined in this work. When considering electrical effects including
the intra-device voltage distribution, a finite element method (FEM) is used for solving the
spatially quantized Poisson’s equation. To account for optical effects, a generalized transfer-
matrix method (TMM) is implemented. All simulation methods are programmed from scratch
to allow a linkage of all simulation levels with the highest possible degree of adaptation and
interconnection. The simulation methodology is verified by external quantum efficiency (EQE)
measurements, experimental reflection data, and measured current-voltage characteristics (I-V
characteristics). The key point of this work’s methodology is an all-in-one, holistic simulation
methodology on the device level. This allows bridging the gap between simulating at material level,
calculating laboratory efficiencies, and determining actual device performances in the field, which
are influenced by multiple environmental factors. Due to this connection of cell simulation and
system design, it is possible to predict the outdoor behavior of solar devices by only knowing the
laboratory characteristics, and even calculate backwards fromactual experimentalmeasurements
to material parameters. The latter procedure is developed within this work and is called reverse
engineering fitting (REF).

The numerical procedure developed in this work can be used for multiple applications. Foremost,
all-in-one top-down loss analyses can be executed due to the combination of electrical and optical
simulations. This allows for a scientific classification and quantitative comparison of all power
loss mechanisms at the same time, which guides future research and development towards the
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technological bottlenecks of solar modules. Moreover, the combination of electrics and optics
enables users to detect losses that are based on the non-linear interplay of those two levels, a result
of the spatial voltage distribution across the solar device.

This work uses the developed numerical models for optimization problems carried out on digital
models of real-world solar devices. Frequently posed problems in solar module development are,
for instance, the thickness of the front transparent conducting oxide (TCO) layer or the width
of monolithically interconnected cells. A key feature of this work’s methodology is determin-
ing the optimum of these multi-dimensional trade-offs between optical transmittance, electrical
conductivity, and geometrical inactive area between the individual cells. The FEM approach of
this work is able to consider all mutual interactions throughout different physical levels and
finds a globally optimized module design. Even topologically more complex problems, such as
finding a suitable pattern for the metallization grid can be accomplished, using the method of
topology optimization (TO). In this work, the procedure of TO has been used for the first time
for monolithically integrated cells. Moreover, it has been shown that straightforward optimizations
of TCO layer thicknesses as well as topology optimizations strongly depend on the prevailing
irradiation conditions. Therefore, an optimization for annual yield instead of power conver-
sion efficiency (PCE) at standard test conditions, meaning 1000 W/m2 irradiance, 25◦C module
temperature, and AM1.5G spectral distribution (STC) much more reasonable for industry-oriented
applications, since annual mean irradiations significantly differ from STC in the laboratory. By
using this yield optimization, a gain of over 1% in yield for some geographic locations and at the
same time material consumption savings for the grid and TCO layer of up to 50% are calculated
for the copper indium gallium diselenide CuIn1−xGaxSe2 (CIGS) technology.

Using thiswork’s numerical simulations, all conceivable technological improvements on themodule
level can be introduced into the model. This way, the current technological limit for thin-film
CIGS solarmodules is calculated. Within the boundary conditions of currently availablematerials,
technologies, and production tolerances and the currently best CIGSmaterial published in literature,
a theoretical efficiency maximum of 24% on module level is found, while the currently best
published module with the given restrictions has a PCE of 19.2% [1]. If the CIGS absorber
improves comparably to the one of gallium arsenide (GaAs) in terms of recombination rates, an
advanced limit of around 28% is determined. In case of an ideal CIGS absorber without any
intrinsic recombination losses, a maximum upper PCE limit of 29% is calculated in this work.
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In a nutshell, the simulation

methodology developed in this work combines the two

different physical levels of optics and electrics in

thin-film solar devices in one digital model. This

allows for the prediction of I-V characteristics, the

allocation and quantification of loss mechanisms, the

optimization of device geometries, and the exploration

of the limits of thin-film solar module technology.

By doing so, this work adds a holistic character to

numerical thin-film PV simulations and supports future

solar module research and all-in-one PV software

development.
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1
Introduction and Motivation

“
"We have long known, on the basis of a massive scientific record,
that the urgency of acting to mitigate climate change is real and
cannot be ignored."

– Barack Obama

This quote from former United States president Barack Obama [2] clearly emphasizes the need for
immediate action on climatic issues. To act as quickly as possible is an inevitable next step for all
of humanity. In fact, already a rising number of environmental disasters can already be observed
in the last decades [3]. The observed upward trend is prominently seen in weather-based disasters
and not in geophysically caused events. This prompts the assumption that this progress arises
from anthropogenic changes in the atmosphere and most likely is, most likely, the result of global
warming. Even more specific about the physical problems is a quote by technology entrepreneur
Elon Musk.

“
"We are running the most dangerous experiment in history right
now, which is to see howmuch carbon dioxide the atmosphere can
handle before there is an environmental catastrophe."

– Elon Musk

He directly addresses carbon dioxide (CO2) emissions as the main contribution to climatic change.
Indeed, the increased CO2 emissions are indeed correlated with the world’s primary energy con-
sumption [4, 5] and climate change [6]. Humanity probably faces its largest single challenge in
meeting the global energy demand while reducing harmful greenhouse gases in the atmosphere.
Accomplishing this challenge requires scientific research, industrial production, and, finally, a very
large installation volume of environmentally friendly electricity generation technologies [7].
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1 Introduction and Motivation

The world’s current energy generation is mainly based on burning fossil fuels, which releases large
quantities of emission into the atmosphere, most of all CO2. Therefore, humankind as a whole,
regardless of individual political beliefs, religious views, or places of origin, faces the task to
transform into a carbon-neutral species by reducing its carbon footprint. Ultimately, the existence
of fossil fuels is limited either way. Thus, the question is not whether we should use renewables,
but when do we start utilizing them on a large scale?

Furthermore, mankind will consume more and more energy for the sake of increasing prosperity
and technological advancement. The overall consumed energy in 2021 of 155PWh [8] in equal
to an average power generation of 17.7TW. This is roughly four orders of magnitude lower
than the 174000TW of power arriving from the sun to the earth via radiation [9] and results
in an interpolated value of 0.725 on the interpolated Kardashev scale [10, 11]. Therefore, large-
scale renewable energy generation also pushes mankind further towards evolving into a highly
technologized and interplanetary species.

This urgent need for global action on climate stabilization has also been recognized in politics. In
1997 the Kyoto protocol set binding limits under international law for the emissions of greenhouse
gases in industrialized countries [12]. The subsequent Paris agreement in 2015 stipulated a limitation
of man-made global warming to well below 2K compared to pre-industrial levels [13]. However,
studies have shown that even the 2K target may not be sufficient to safely prevent irreversible
damages to the earth’s fragile environmental system [14].

Fortunately, there is an unstoppable trend for renewable energy generation [2], which seems to be
the solution to many problems, far beyond energy supply and global climate change [15]. In 2021,
renewables generated 13.8PWh, which corresponds to a share of 8.9%abs within global energy
production [8]. This ratio splits up into 6.8%abs generated by hydropower, 1.0%abs by wind,
0.6%abs by solar, and 0.5%abs by other renewable energy sources. These figures show that there
is huge potential for global improvement and, due to the rising energy demand [4], a rising market
that is also economically viable [16].

Since the largest source of energy in the solar system is by far the sun, it is most reasonable to
directly convert sunlight to a technically useful energy form like electricity. In fact, nature has
developed exactly this idea of converting solar energy into chemical binding energy within biomass
on a large scale, namely by evolving the Calvin cycle [17] within the process of photosynthesis. Its
performance of light-to-biomass efficiency is limited at 4.6% for C3 photosynthesis (pure Calvin
cycle) and 6% for C4 photosynthesis (pre-incorporation of four-carbon molecules) [18]. While
there have been ideas for using photosynthesis to meet humanity’s growing thirst for energy [19, 20],
the first direct photovoltaic (PV) cell was developed in 1954. PV system provide higher efficiencies
and are a more scalable technology. This device was made from a silicon p-n junction and had an
efficiency of solar radiation to electrical power of 6% [21].

As the PV technology is extensively scalable, it is very suitable to generate clean electrical en-
ergy. Moreover, the natural peaks in power consumption during daytime match perfectly with
the maximum point in daily solar irradiance. PV technology was said to be very expensive for a
long time, which is not true any more nowadays. As a matter of fact, installing PV modules is
even economically profitable [22]. In regions with high irradiation intensities, PV is the cheapest
power-generating technology of all time [23].

The wafer-based silicon technology is the currently prevalent PV technology, with a global annual
production of 137 GWp, corresponding to 95% of all PV production in 2020 [24]. While crystalline
silicon PV modules and wind turbines are the workhorses of the initial push towards a worldwide
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1 Introduction and Motivation

renewable energy generation on the TW scale, new emerging PV technologies like the thin-film
technology are evolving [25]. These new systems are technologically less mature, but have clear
advantages in terms of carbon footprint. Whereas crystalline silicon modules entail around 50 to
60 grams of CO2 equivalent emission per kilowatt hour, thin-film modules only exhibit around 12
to 20 g/kWh [26]. These values are far ahead of the 1100 g/kWh for coal-based power generation,
450 g/kWh for power from natural gas, or 50 g/kWh for nuclear power generation [27]. Additionally,
thin-film modules combine high cell efficiencies [28, 29, 30], rapid energy payback due to a low
consumption of energy and active material [31, 32], and the potential for cheap monolithic and large-
scale manufacturing at moderate temperatures [33, 34, 35]. Thin-film technology offers a wide range
of applications: the integration into efficient tandem applications [36, 37, 38, 39], their possibility for
ink-based fabrication techniques [40], their application in photoelectrochemical (PEC) hydrogen
production [37, 41, 42, 43], and the feasibility for flexible substrates [36, 44, 45, 46], which even leads to
wearable PV modules [47].

In order to stay within Swanson’s law [48] and to be able to compete with the current market-
dominating wafer-based silicon technology [49, 50], thin-film modules need to offer comparably
high cell and module efficiencies. For gallium arsenide (GaAs), the current record cell efficiency in
laboratory environments is given by 29.1% [28], for perovskites by 25.5% [51], for copper indium
gallium diselenide CuIn1−xGaxSe2 (CIGS) by 23.4% [52], and for cadmium telluride (CdTe) by
22.1% [53]. On the module level, however, record efficiencies are much lower [54, 55, 56]. Since
large-scale power generation is based on large-area modules, targeted research on this level is of
crucial necessity [57]. One of the best goal-driven ways to systematically analyze internal device
physics is automated computer-aided modeling [58]. It is, therefore, not surprising that thin-film
solar devices are under frequent investigation by simulation approaches from different aspects such
as drift-diffusion modelling [59], optical simulations [60], as well as electrical approaches [61, 62].
Even more than stand-alone laboratory experiments, simulations offer the possibility to understand
physical processes and help to minimize loss paths in the current state-of-the-art technology. A
qualitative allocation and quantitative characterization of all relevant loss mechanisms is hence
of utmost importance in order to minimize parasitic power losses. Since the correlations within
solar devices are too complex for a sufficiently precise algebraic calculation, numerical simulation
models are necessary. The most common way to do so are finite element method (FEM) models
[61, 62, 63, 64, 65, 66, 67, 68]. Using this powerful technique, individual lossmechanisms can be detected,
allocated and quantified. Individual mechanisms have been investigated a lot, especially electrical
shunts [61, 62], ohmic resistances in the TCO and the grid [69], contact resistances [70, 71], spatial
distributions of local MPP mismatches [64, 72], and shaded p-n junction area [73]. However, in
literature, there is a lack of a single comprehensive thin-film analysis that contains all losses, from
the physical limit down to the actual module power. FEM models allow to match all relevant
losses to their physical mechanisms and bring them into proportion to each other. As electrical,
electronical, and optical effects interfere with each other, a coupling of several physical models will
be needed for developing a digital model of a solar device. Such a holistic simulation methodology
is valuable to guide further development efforts towards increased module performance.

Since outdoor solar modules are almost never operated under standard test conditions, meaning
1000 W/m2 irradiance, 25◦C module temperature, and AM1.5G spectral distribution (STC), but
are exposed to real-world conditions, meteorological effects need to be considered [74]. With
an industry-oriented approach, goals in development not only need to be set towards increased
efficiencies of single cells in the laboratory, but also towards higher net energy yields of entire
modules in the field. Such real-world loss analyses and optimizations constitute the point where
the benefit of this work comes in.
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This work starts with explaining the fundamentals of thin-film PV cells and modules, in order to
understand the necessary basics. Afterwards, a short overview of the published literature on the
topic is given, followed by a methodology chapter. All algorithms in this part are self-implemented
within this workwithout the use of commercial third-party software. The subsequent result chapters
are, one by one, about holistic loss analyses, real-world yield prediction, module optimization, and
technological efficiency limits.

Each chapter starts with a guiding scientific question to clearly focus the reader’s perspective on a
defined goal within this chapter. At the end of each chapter, this question will be answered in a
few simple words, presenting the core issue in a nutshell. Thereby, this work gradually introduces
jargon-specific buzzwords and tries to avoid unnecessarily smart-sounding and long expressions in
order to make the results of this work available to a huge spectrum of people [75].
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2
Fundamentals of Photovoltaic Devices

T his chapter gives a brief introduction to solar cells and modules in order to create a basic
understanding and define all necessary quantities. The starting point will be the electro-

chemical description of a semiconductor. For a solar cell, the current flow must be directed, which
can be achieved by a p-n junction of two differently doped semiconductors. Although this work
is not about semiconductor physics, p-n junctions are the essential part for most solar cells and
its current–voltage characteristic (I–V characteristic) is a fundamental knowledge for this thesis.
Hence, its basic setup and electrical modeling will be explained. Since for real applications so-
lar modules instead of single cells are needed, the interconnection of the cells will be explained
afterwards. Finally, upper theoretical efficiency limits of solar devices are outlined and discussed.

This Chapter’s Guiding Scientific Question

How do solar devices convert photon energy into electric energy and how is
this effect used in large-scale applications?
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2 Fundamentals of Photovoltaic Devices

2.1 Electronical Description of Semiconductors

Within a periodic crystal lattice the energetic positions of electrons are no longer determined by
molecular orbitals. However, their dispersion relation is significantly affected by the influence of
the lattice. The energetic position of electrons in solids form continuous bands in the reciprocal
space, which is called band structure. In modern physics there are several methods to calculate
this structure. The most common ones are the tight binding model [76] and the density functional
theory (DFT) [77, 78]. Experimental measurements are often done via angle-resolved photoemission
spectroscopy (ARPES) [79, 80, 81]. The most crucial bands of a semiconductor are the two bands
at the edge of electron occupation. The highest occupied band at zero temperature is called the
valence band with its highest possible energy Ev. At non-vanishing temperature electrons can also
be excited into the band with the next higher energy. This band is called conduction band and
consists of a lowest possible energy Ec. The intermediate regime with no allowed states between
those two bands is called band gapEgap. A significant outcome of band structures are the effective
electron and hole massesm∗e andm∗h. In principle these values are tensors due to the possibility of
different crystal axis. However, for isotropic materials they can be determined via the reciprocal
curvature of the energetic bands [82] using the wavenumber k and the reduced Planck constant ~.

m∗e = ~2

(
d2Ec

dk2

)−1

(2.1a)

m∗h = ~2

(
d2Ev

dk2

)−1

(2.1b)

Furthermore, the quasi Fermi levels of electrons and holes are calledEF,e andEF,h. They mark the
highest occupied state under unexcited conditions [83]. At a given temperature T the charge carrier
densities of electrons and holes within the Boltzmann statistic [84] for decent doping densities are
given by [85]

n (EF,e) = 2

(
m∗ekBT

2π~2

) 3
2

︸ ︷︷ ︸
=Nc

exp

(
EF,e − Ec

kBT

)
(2.2a)

p (EF,h) = 2

(
m∗hkBT

2π~2

) 3
2

︸ ︷︷ ︸
=Nv

exp

(
Ev − EF,h

kBT

)
, (2.2b)

where kB is the Boltzmann constant. In electrochemical equilibrium charge carrier densities are
denoted with the subscript i. In this statistic, there are equally many electrons as holes ni = pi.
The resulting intrinsic Fermi level EF,i is then given via

EF,i =
Ec − Ev

2
+
kBT

2
log

(
Nv

Nc

)
=
Ec − Ev

2
+

3kBT

4
log

(
m∗h
m∗e

)
. (2.3)

The second line in Equation (2.3) can be concluded by using Equations (2.2a) and (2.2b). ForT = 0
or the same band curvature of conduction and valence band the intrinsic Fermi level is exactly in
the middle of the band gap. By introducing impurity atoms into an intrinsic semiconductor
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2.2 Electronical Behavior of P-n Junctions

lattice (doping) the Fermi level can be shifted towards the conduction band (n-doping) or towards
the valence band (p-doping). Applying an external voltage or exposing the semiconductor to
illumination leads to the creation of electron-hole pairs. However, this leads to a conflict since
many free electrons tend to push the Fermi level upwards and many free holes tend to push it
downwards. The solution is to define two separate quasi Fermi levels for both charge carriers.

EF,e = EF,i + kBT log

(
n

ni

)
(2.4a)

EF,h = EF,i − kBT log

(
p

pi

)
(2.4b)

As mentioned for the electrochemical equilibrium is n = ni and p = pi. Therefore, both second
terms in the Equations (2.4a) and (2.4b) vanish, resulting in a single Fermi level for both charge
carrier types. All mentioned energetic positions are shown in Figure 2.1. Furthermore, the

0

-qeΦ

Ec

EF,e

EF,i

EF,h

Ev

-qeΦ

μe

kBT⋅log(n/ni)

kBT⋅log(p/pi)

μh

f(E)Dv(E)

(1-f(E))⋅Dv(E)

Dc(E)
f(E)⋅Dc(E)

Figure 2.1: Energetic levels within a semiconductor. Starting from the vacuum level the electrical and chemical
potentials define the valence and conduction band edges. Within the band gap the intrinsic Fermi level and
both electron and hole quasi Fermi levels are located. Additionally the Fermi-Dirac distribution for a finite
temperature is shown. Based on its shape the conduction band is filled with electrons (blue areas) or holes
(orange areas).

electrical potential Φ and two chemical potential energies µe and µh for electrons and holes are
visually illustrated. Each band consists of an electronical density of states Dv and Dc. Blue areas
mark the fraction of states occupied with electrons, whereas orange regions represent holes. The
distribution obeys the Fermi-Dirac distribution f(E) [83, 86].

2.2 Electronical Behavior of P-n Junctions

This work focuses on electrical and optical simulations mostly without electronical semicon-
ductor effects. However, for electrical simulations, a material level current–density–voltage
curve (J–V curve) is needed as input. Hence, in this paragraph, the current voltage character-
istic for a p-n junction will be derived from basic semiconductor properties.
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2 Fundamentals of Photovoltaic Devices

To gain power from solar cells, a directed current flux is needed within the device. This entails
a charge carrier separation in the absorber material after electron-hole pairs are generated. One
possible way to accomplish this requirement is a p-n junction. Its electronical characteristics are
described in the following.

2.2.1 Electronical Status in Electrochemical Equilibrium

Using donor and acceptor atoms, free charge carriers can be introduced into the material without
touching the electrical neutrality. An n-type semiconductor contains free electrons as majority
charge carriers, whereas in a p-type semiconductor holes are mainly responsible for charge trans-
port, as seen in Figure 2.2a. Bringing together two differently doped semiconductors creates a
concentration gradient across the interface. Therefore, both majority charge carriers diffuse into
the other region, where they act as minority charge carriers and directly recombine with the preva-
lent majority carriers. Due to the recombination near the interface, free charge carriers are rare.
A carrier depletion region evolves. Since the doped atomic cores contain an electrical charge,
a region with a positive charge density on the n-type side and a negative region forms on the
p-type side. This entire area is called the space charge region. A spatial distribution of the charge
density ρ (x) always implies an electric field according to Maxwell’s equations [87] and an electrical
potential according to Poisson’s equation [88]. Within the Schottky model the charge densities are
approximated as Heaviside step functions implying a linear electric field and a hyperbolic electrical
potential. Due to the created electric field the remaining free carriers experience a restoring force.
An imaginary establishing drift current increases until it compensates the diffusion current. Due
to the mutual cancellation of the two imagined currents, there is no net current flow. Figure 2.2a
shows the band diagram in equilibrium state. The Fermi levels of both half spaces have matched
at the interface leading to curvatures of the conduction and valence band. Therefore, a built-in
voltage Vdiff evolves.

n-type p-type

EF,i

Ec

Ev

+

+

+

+

+

+

+

+
+

positively
charged

negatively
charged

space charge region

diffusion current
drift current

diffusion current
drift current

eVdiff

(a) After the electrochemical equilibrium has evolved the
valence and conduction band have bent to match the
intrinsic Fermi level. Electrons and holes have diffused
into the other layer as minority charge carriers leading
to a space charge region at the interface. The emerged
built-in voltage Vdiff acts as an energetic barrier for an
electrical current.

n-type p-type

Ec

Ev

EF,e

EF,h

+
+

+

+
+

+

++

diffusion current
drift current

diffusion current
drift current

space charge region

(b) Applying a voltage in forward bias bends the bands
again and the quasi Fermi levels split within the space
charge region. Under illumination electron-hole pairs
are created. The established electric field guide the
charge carriers in a collective direction leading to an
increased drift current, which can be used as generated
power.

Figure 2.2: Band structure of a p-n junction in electrochemical equilibrium and under illumination.
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2.2 Electronical Behavior of P-n Junctions

To calculate the band diagram mathematically, the van Roosbroeck equation system [89, 90] needs
to be solved. It contains Poisson’s equation [88] and the continuity equations for both electrons and
holes.

−ε0εr∆Φ(r) = qe ·
(
p (EF,h(r))−N (EF,e(r)) +N+

D (r)−N−A (r)
)

(2.5a)
∇ · j

e
(r) = qe ·

(
R (EF,e(r), EF,h(r))−G(r)

)
(2.5b)

∇ · j
h
(r) = qe ·

(
G(r)−R (EF,e(r), EF,h(r))

)
(2.5c)

Here, ε0 is the vacuum permittivity, εr the relative permittivity, r the three-dimensional space
coordinate, qe the elementary charge, N+

D and N−A the densities of ionized built-in donor and
acceptor dopants, j

e
and j

h
the electron and hole current densities and R (EF,e, EF,h) and G the

recombination and generation rates. This system can be numerically efficiently solved by using
Scharfetter-Gummel currents [91] in drift-diffusion models [59, 92]. It yields the electrical potential
Φ and the quasi Fermi levels EF,e and EF,h as a function of space.

2.2.2 Applying Voltage in Forward Direction to the P-n Junction

To overcome the energy barrier qeVdiff an external applied voltage V can be used. Connecting
the p-type semiconductor with the negative contact leads to a reverse bias. The electric field is
amplified, which creates a larger drift current. A new equilibrium is formed with a larger space
charge region. Therefore, the voltage barrier has increased to Vdiff + V . Only the minority charge
carriers can be used for a negligibly low reverse saturation current.

Under forward bias (positive contact on p-type side) the external field counteracts the built-in
potential. This reduces the barrier height to Vdiff − V . As a result the space charge region shrinks
and the drift current decreases. Under the applied voltage both electrons and holes are generated.
Since more electrons lead to an increase of the Fermi level and more holes lead to a decrease, the
intrinsic Fermi level is no longer a adequate description of the p-n junction. The solution are two
quasi Fermi levels, as they are defined in Equations (2.4a) and (2.4b). Since both charge carrier
densities n and p are larger than the intrinsic concentrations ni and pi, both quasi Fermi levels split
within the space charge region. From Equations (2.2a) and (2.2b) it can be seen that the shifted
quasi Fermi levels lead to exponentially more free majority charge carriers. Therefore, the current
across the junction increases exponentially with the external voltage V . Mathematically this is
formulated in the Shockley equation [93] with the reverse saturation current density j0 [94].

j(V ) = j0

(
exp

(
qeV

kBT

)
− 1

)
(2.6)

2.2.3 Applying Illumination to the P-n Junction

In order to make use of the photoelectric effect [95], a p-n junction under illumination with forward
bias needs to be considered. Absorbed photons create electron-hole pairs within the absorbing
layers of the solar cell. The electrical field causes a charge separation of the free charge carriers.
Hence, a macroscopically directed photocurrent is established leading to an increased drift current
as seen in Figure 2.2b. Since the electrical field follows the direction of the applied voltage
the generated photocurrent is opposed to the voltage. The electrons can be extracted as a direct
current (DC) at the n-type side of the p-n junction and guided across a load resistance. After their
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2 Fundamentals of Photovoltaic Devices

energy was used at the load resistance, the electrons are feed back into the p-side, where they
recombine with the majority holes. The photocurrent is therefore a voltage-independent current.
However, to maximize the electrical power density output p(V ) = −j(V ) · V , the voltage needs
to be as large as possible. Yet, for too high voltages the diffusion current increases exponentially,
as it can be seen in Equation (2.6). To gain the maximum possible power, a consideration must
be made between these two effects. From the band bending in Figure 2.2b it can be seen that the
maximum voltage is given as the difference between both quasi Fermi levels [85]. Using Equations
(2.4a) and (2.4b) it can be concluded

qeVdiff = EF,e − EF,h

= EF,i + kBT log

(
n

ni

)
− EF,i + kBT log

(
p

pi

)
= kBT log

(
n · p
ni · pi

)
= Egap − kBT log

(
Nc ·Nv

n · p

)
(2.7)

Hence, the maximum possible voltage is Egap either for T = 0 or if all states within the valence
and conduction band are occupied. The electronical goal therefore is to push the quasi Fermi levels
as near as possible towards the band edges, which is according to Equations (2.2a) and (2.2b)
possible with a huge doping.

2.2.4 J–V Characteristics and Distinctive Quantities

The above dependency of the current density j(V ) as a function of the applied voltage V is
visualized as a current–density–voltage characteristic (J–V characteristic) in Figure 2.3. Shown
are both current densities with and without illumination. Within the bottom right quadrant, power
is produced by irradiation, whereas in the top right quadrant external power is consumed. In a
first order approximation these curves are separated by a constant value. At the y-intercept the
short current density jsc can be identified, whereas at the x-intercept the open-circuit voltage Voc

is defined.

Another important quantity is the power density p. It can be calculated as the product of current
density and voltage.

p(V ) = j(V ) · V (2.8)

Both the power density and the current density can be expressed as the absolute quantities power
P and current I by the multiplication with the active solar cells area A.

P (V ) = p(V ) ·A (2.9a)
I(V ) = j(V ) ·A (2.9b)

The maximum power point (MPP) of a solar cell is defined as the optimum of the power curve as
a function of voltage. The corresponding quantities are named with the corresponding subscript
pMPP, jMPP, and VMPP. Hence, the derivative vanishes at VMPP.

dP (V )

dV
= 0 (2.10)
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Figure 2.3: I–V characteristic of a dark and illuminated solar cell. If the circuit is shorted the current density jsc flows.
However, for open clamps the voltage Voc is present. Multiplying the current density with the voltage yields
the power density. Its extremum denotes the maximum power point (MPP).

Another important quantity is the electrical fill factor (FF). It determines how efficiently the
maximum voltage Vop and current density jsc are utilized at the MPP and is calculated via

FF =
jMPPVMPP

jscVoc
. (2.11)

Finally, the power conversion efficiency (PCE) of an current–voltage curve (I–V curve) is defined
as the fraction of electrical output power Pout at the MPP with respect to the irradiation input power
Pin.

PCE =
PMPP

out

Pin
=
VMPP · IMPP

Pin
=

FF · Voc · Isc

Pin
(2.12)

Further characterizing quantities are the external quantum efficiency (EQE) and the internal quan-
tum efficiency (IQE). With these wavelength-dependent quantities the opto-electronical properties
of the solar cell can be examined. The EQE is defined as

EQE(λ) =
collected electrons(λ)

incident photons(λ)
, (2.13)

while the IQE is given by

IQE(λ) =
collected electrons(λ)

absorbed photons(λ)
. (2.14)

Reflection and a comparably low diffusion length typically damp the EQE and IQE for all wave-
lengths. Most window layers typically absorb at short wavelengths, which is why parasitic ab-
sorption and front surface recombination has strong impacts within the blue part of the EQE and
IQE spectrum. Long wavelengths are dominantly influenced by rear surface recombination and a
non-sufficient absorption of the absorber material.
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2 Fundamentals of Photovoltaic Devices

2.3 Physical Structure of Thin-film Solar Cells

As described in the previous section, most solar cells have p-n junction with a space charge region
and an electric field as seen in Figure 2.4 in order to achieve a properly directed current. This
current however is directed out of plane and needs to be extracted across the cell. Hence, electrically
conductive layers are introduced at the front and back side of the cell. The goal of these layers is
to collect the generated current across the cell and guide it towards an external cell contact. Since
materials with good conductivities are needed, metals would be the first approach. For the back side
of a (regular) cell, metals do not pose a problem and are often used as back contact [31]. However,
for the front side (or in case of tandem or bifacial applications for both sides), light needs to pass
through the conducting layer. Since metals do not transmit electromagnetic waves in the visible
range, where the sun spectrum has its maximum irradiation power density (will later be shown in
Figure 2.10), other materials need to be considered as light passing contacts. Requirements for
these materials are a preferably high optical transmittance at the visible range of the solar spectrum
and simultaneously a high electrical conductivity σ.

2.3.1 Characteristics of Transparent Conductive Oxides

One class of materials that combines these two requirements is the class of transparent conducting
oxides (TCOs) [38] and are therefore suitable for an electrode application. TCOs are semiconductors
with a comparably high doping. Therefore, their conductivity

σ = qe µn (2.15)

is rather high because of the large charge carrier density n due to the high doping level. Here, µ is
the mobility of the charge carriers and is given by

µ =
qeτ

m∗
, (2.16)

where m∗ is the effective charge carrier mass and τ the scattering time of the charge carriers. In
a solid state material, there exist multiple mechanisms of scattering, exemplarily the scattering at
grain boundaries in polycrystalline materials, phonon scattering, or impurity scattering. The total
scattering time τtot can be calculated via Matthiessen’s rule [96] by the summation of all reciprocal
times.

1

τtot
=
∑
i

1

τi
(2.17)

According to Equation (2.15), a higher doping of these materials leads to a high charge carrier
density and therefore improves the conductivity of TCOs. By using degenerated semiconductors,
their conductivity levels can even be comparably high as in metals [97]. However, the increased free
charge carrier density and plasma edge [98, 99]

ωp =

√
n qe

2

ε0m∗e
(2.18)
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2.3 Physical Structure of Thin-film Solar Cells

reduces their optical transmittance. Therefore, advanced techniques, such as enhancing the charge
carrier mobility [100] instead of the charge carrier density, need to be applied.

For each solar device configuration, this trade-off between optical transparency and electrical
conductivity needs to be re-evaluated and individually optimized.

2.3.2 Electrical Transport Support of Metallization Grid Structures

At some point, the method of improving a TCO layer reaches its technological limits, giving rise
to the idea of supporting metal structures. These metallization grid patterns are put on top of the
transparent front contact layer as seen in Figure 2.4. Grids are typically made out of metal and
hence cast shadows on the active solar cell. However, due to their high conductivity the grid lines
act as low-resistive highways for generated charge carriers. Using an appropriate design of the grid
structure, the decreased illuminated area due to shadowing is offset by a better conductivity.

back contact

front grid

n-type front contact

p-type absorber

+

+

electric
field

space charge region

Vop
Iout

Figure 2.4: Generic schematic of a solar cell. A space charge region is formed between a n-type and a p-type layer.
While on the back side a separate contact layer is introduced, the n-type semiconductor has the double
functionality to serve simultaneously as part of the p-n junction and as front contact layer. To improve the
front conductivity often metallic grid structures are used.

In conclusion, the front contact layers are always a trade-off between a good conductivity and a
high transmittance. An optimum of these two dependencies is not trivial at all but rather of great
interest within the solar community [101, 102, 103].

2.3.3 Load Resistance of a Solar Cell

At the external cell contact the operating voltageVop is applied. Simultaneously the totally extracted
current Iout can be measured leading to the I–V characteristic in Figure 2.3. By using Ohm’s law,
the corresponding load resistance RL can be calculated via

RL =
Vop

Iout
(2.19)
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2 Fundamentals of Photovoltaic Devices

to operate the cell at Vop. Since the solar cell is a non-linear component its differential resistance
need to be defined as

Rcell =
dVop

dIout
=

(
dIout

dVop

)−1

. (2.20)

Using the definition of the MPP it can be shown that

0
(2.10)
=

dP (Vop)

dVop

=
d(IoutVop)

dVop

=
dIout

Vop
Vop + Iout

dVop

dVop︸ ︷︷ ︸
=1

⇔ −Iout

Vop
=

dIout

dVop

⇔ −RL = Rcell.

With the definitions in Equations (2.19) and (2.20) it can be seen the maximum power is extracted
if the attached load resistance is exactly the same size as the differential internal resistance of the
solar cell. The opposite sign results from the fact that at one resistor energy is produced and at the
other one energy is consumed.

2.3.4 Spatially Resolved Cell Properties

At each point of the solar cell, the correlation of the local voltage drop Vlocal = Φfront − Φback

and the locally generated net current density j(Vlocal) in the direction out of the plane is given by
the current voltage relation in Figure 2.3. This I–V curve will be called the internal semiconductor
I–V characteristic on the material level. At the external contacts, where the current is extracted,
Vlocal will be exactly Vop for negligible external contact resistances. However, due to the finite
conductivities of both front and back contacts the front and back potentials Φfront and Φback and
therefore the local voltage drop Vlocal are not constant but rather spatially distributed as illustrated
in Figure 2.5. Such intra-device potential distributions have already been measured experimentally
[104, 105]. For a power-producing solar cell Vlocal is given by Vop at the contact point and increases
with rising distance. However, it will never be larger than Voc at any point of the cell since in
regions with Vlocal = Voc there are no lateral currents, which could further increase the voltage
drop. The slope of the potential distribution is primarily affected by the local contact resistances,
which can two-dimensionally vary across the cell [69]. In Figure 2.5 a constant resistivity in only
one dimension is shown for reasons of simplicity and improved intelligibility. Large resistances
lead to low conductivities and hence to a steep potential distribution.

On top of the large ohmic losses due to a high resistivity, the local voltage drop can have massive
influences on the local current generation. Due to a different local voltage drop each point of the
cell operates at a different voltage within the internal semiconductor I–V curve. Thus, the current
generation is also a function of space. In the most extreme case, parts of the cell with Vlocal = Voc

do not produce current at all. The external operating voltage Vop of the entire cell should therefore
not set to the MPP of the internal semiconductor I–V curve but rather be adapted so that most
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2.4 Electrical Modeling of Solar Cells

areas of the cell are operated near the MPP. Hence, Vop should be slightly below the MPP of the
internal semiconductor I–V curve. This mechanism of losing current generation is called a local
MPP mismatch [72, 64] and will be discussed in detail in Section 6.2.7. Thus, treating a solar cell as
a single component is always an approximation even for defect-free cells because of this intrinsic
electrical spatial inhomogeneity. The justification of this approximation crucially depends on the
sheet resistance of the contact layers and is no longer valid in the case of cells with comparably
high sheet resistances (e.g. thin layers or high specific resistances) or a large lateral current flow
(e.g. concentrator cells) [106, 107]. At the cell’s external contact point the operating voltage Vop and
the totally generated current Iout is measured. This relation results in a new I–V characteristic of
the entire cell, which mainly differs in the series resistance and generated current from the internal
I–V curve. Therefore, a distinction must always be made between the internal semiconductor
I–V curve and the external cell I–V curve. One goal of this work will be the transition from one
curve to the other in both directions.

Iout

Vop

Φ

Φfront(x)

Φback(x)

front contact

absorber

back contact

Vop

0

Vlocal(x)

front currents

back currents

RL

Figure 2.5: Spatially resolved potential distribution of a solar cell. At the cell’s external contact point the load resistances
RL is applied. This yields a voltage drop of Vop at this position. This one-dimensional schematic illustrates
how back and front potential drift towards a larger local voltage drop for finite conductivities of the contact
layers.

2.4 Electrical Modeling of Solar Cells

The electrical behavior of solar cells needs to be implemented into an equivalent-circuit diagram.
Equation (2.6) models the I–V curve for a simple p-n junction. The exponential term in this
equation represents the recombination of the free charge carriers. In real solar cells, different
mechanisms of recombination [108] can occur. To model the different effects with high accuracy,
an I–V characteristic can be calculated by adding up multiple exponential terms. This approach is
called multi-diode equivalent-circuit model. However, for most cells a single diode is of sufficient
accuracy, which is why this thesis will only cover single-diode equivalent circuits. An empirical
diode ideality factor nd

[109] is introduced to account for this lumping.

2.4.1 Single-Diode Equivalent-Circuit Model

In order to model not only a dark p-n junction but an illuminated solar cell, an additional current
generation term jph needs to be introduced. Moreover, for non-ideal cells an additional series
resistance rs is implemented. As can be seen from Figure 2.6, the voltage across the diode is
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reduced since rs acts as voltage divider. The voltage V = Φfront − Φback therefore is reduced
by the voltage across the series resistance j(V )rs. Using this expression immediately reveals a
numerical challenge to this equation: The expression is dependent on itself, which is called an
implicit equation. A solution to this issue is the Lambert W function [110], which is explained
in detail in Section 4.3.2.1. Finally, to model realistic solar cells, a shunting path across a shunt
resistance rsh needs to be implemented as well. The final equation for a single-diode equivalent-
circuit model under illumination is given by

j(V ) = −jph + j0

(
exp

(
qe

(
V − j(V )rs

)
ndkBT

)
− 1

)
︸ ︷︷ ︸

=jd

+
V − j(V )rs

rsh︸ ︷︷ ︸
=jsh

. (2.21)

Φfront

rsh

rs

jsh

Φback

jph jd

j

j0
nd

jph

Figure 2.6: single-diode equivalent-circuit model of a solar cell. A realistic solar cell is represented by an ideal cell with
a diode and a current source and the two parasitic series and shunt resistances.

2.4.2 Resulting Characteristic Solar Cell Parameters

As it will be seen later in Section 4.5, diode parameters are not a decent way to compare the
performance of solar cells unless they are fitted with highest accuracy. The solar cell parameters
Voc, jsc, and FF are more representative and can be received from three prominent points on the
I–V characteristic: the short-circuit point, the open circuit voltage point, and the MPP. All these
points are characterized by a mathematical restriction, which enables to calculate all quantities
from Equation (2.21).

The short-circuit current density jsc is defined as the negative current density at zero voltage.

jsc = −j(0) = jph − j0
(

exp

(
−qejscrs

ndkBT

)
− 1

)
+
jscrs

rsh
(2.22)

This formula is a implicit equation, meaning jsc depends on itself within this formulation. By
using the Lambert W function [110] it can be brought into an explicit formulation, which has been
done in [111, 112]. The Lambert W function is a mathematical function that represents the converse
relation of the expression f(x) = x · ex. For a sufficiently small series resistance, jsc is in good
approximation given by

lim
rs→0

jsc = jph. (2.23)
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The open-circuit voltage is determined by a vanishing current density j(Voc) = 0. Since the
resulting expression is an implicit equation, it is not trivially solvable for the voltage. Again, by
using the Lambert W function [110] it can be achieved by the expression

Voc =

(
rsh(jph + j0)− ndkBT

qe
· W

(
qej0rsh

ndkBT
· exp

(
qe rsh(jph + j0)

ndkBT

)))
. (2.24)

The MPP is defined as the extremum of the produced power in Equation (2.8). Inserting Equation
(2.21) for the current density, the constraint in Equation (2.10) needs to be solved for the voltage.
The resulting transcendental equation need to be solved numerically. In this work a Newton-
Raphson method [113] with Voc as initial guess will be used. The current density jMPP can be
calculated from the voltage VMPP via Equation (2.21).

jMPP = j(VMPP) (2.25)

2.4.3 Implications of Parasitic Influences on Diode Parameters and Solar
Cell Parameters

In its last consequence, every loss effect leads to a decreased solar cell efficiency. However, to
interpret the corresponding solar cell parameters, Figure 2.7 shows the most important correlations.
Especially for the reversed direction the flow chart can be used. It shows which solar cell parameter
is dominantly influenced by which loss mechanism and diode parameter. Solid lines indicate a
strong impact, whereas dashed lines represent a weak correlation.

Shading

Reflection

Parasitic absorption

Incomplete absorption

Bulk recombination

Surface recombination

Bad semiconductor conductivity

Bad contact layer conductivity

Contact resistances

Shunts

jph ↓

Rs ↑

Rsh ↓

j0 ↑

nd ↓

jsc ↓

Voc ↓

FF ↓

PCE ↓

optical

electronical

electrical

loss mechanism diode parameter solar cell parameter

Figure 2.7: Influence of loss mechanisms, diode parameters, and solar cell parameters. Solid lines denote a strong
influence, whereas dashed lines indicate weak impact.

It should be noted that the schematic is only valid in the near surrounding of the MPP. In extreme
cases each diode parameter can influence almost every solar cell parameter. All optical loss
mechanisms have a direct influence on the generated photocurrent and thus on the short-circuit
current. Marginally Voc and the FF are also affected due to the shift of the I–V curve. All
recombination mechanisms effect j0 and nd, which are mainly related to the open-circuit voltage.
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Finally, the FF is determined by the shunt and series resistance, which are mainly influenced by
ohmic resistances, contact resistances, and electrical leakage currents. Very high recombination
rates also affect the FF.

2.4.4 Diode Network Model

As described in section 2.3.4 the electrical properties across the cell are a function of space since
the voltage drop is intrinsically a space-dependent distribution. The simplest approach of a single-
diode equivalent-circuit model ignores these spatial differences and uses averaged mean values,
where all properties are lumped into a single component [114]. However, this approximation is not
sufficient for several solar cells and predicts incorrect I–V curves [107, 115]. In order to account for
a spatial sheet resistance distribution, diode network models have been introduced [116]. Figure
2.8 shows a schematic of such a diode network model. Basically the solar cell is divided into
small domains, which are assumed to be electrically equivalent within their restricted expansion.
These domains are extremely small and do not represent polycrystalline grains, despite the close
resemblance. Within every domain a single-diode equivalent-circuit model is installed from the
front contact point to the back contact point. Using several distributed single-diode equivalent
circuits, a spatial voltage distribution and thus a spatial current generation distribution can be
taken into account [117]. Even cells with spatially inhomogeneous properties can be modeled with
this approach [118, 119, 62]. On the front and back sides, the contact points of all domains are
connected within a resistor network. This enables the locally generated current to be collected
and guided towards a global cell contact. The value of these resistors reflects the spatially varying
sheet resistances across the solar cell. Although the resulting potential distribution is quantized,
with sufficiently fine domains it yields a good approximation to reality. The open-source circuit
simulation tool SPICE [120] is a possible way of implementing such such networks [121, 122].

front
resistor
network 

back
resistor
network 

many
single-diode
equivalent
circuit models

Figure 2.8: In a multi-diode network model, multiple subdomains contain a single-diode equivalent circuit. Every
subdomain is connected to its neighbors at the front and back via a resistor network. This allows a spatially
resolved representation of a solar cell.
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2.5 Connecting Multiple Cells with a Module Interconnect

At this point, the difference between a multi-diode network model and a multi-diode equivalent-
circuit model should be clearly emphasized. While the first was described above, the latter was
briefly broached in the introduction of Section 2.4. The purpose of multi-diode equivalent-circuit
models is to physically appropriately represent different recombination mechanisms. However, the
effects of a spatially extended solar cell are not taken into account. Within the multi-diode network
model consisting of several individual single-diode equivalent circuits, all recombination effects
are lumped all into each single diode, but a spatial dependence of the potential distribution and
inhomogeneities are part of the simulation concept. In principle, the combination of both models
is also conceivable.

2.5 Connecting Multiple Cells with a Module
Interconnect

To bring solar devices into large-scale application, single cells are not an appropriate option. Typical
devices should be of the order of several square meters for large-area power production. However,
cells with the extension over several meters would suffer from an extremely high series resistance,
as well as a high total current at a low voltage. According to Figure 2.7, a decreased FF would
significantly lower the total PCE. As the ohmic losses increase quadratically with the amount of
flowing current [123], a method for lowering the current while maintaining the total power is needed.
The method of choice for this requirement is to serially connect multiple cells to one module. It is
necessary to produce all cells with the same size resulting in roughly the same amount of generated
current. This equally distributed current flux is needed for a serial interconnection. If effects like
pollution, particle contamination [124], or partial shading [125, 126] break this symmetry, dark cells
act as a resistive dissipative component leading to issues like hot spots [127, 128] or other operation
complications, which can be anticipated by introducing bypass diodes [129, 130]. Moreover, a single
cell produces an output voltage on the same order of magnitude as the electronical band gap of
its absorber material. Since solar radiation in the visible spectrum is to be absorbed, this is less
than 1 V, which is a too low voltage to feed the generated power into the electrical grid. Within a
series circuit the voltages of all individual cells add up to a larger voltage, which is easier to handle.
Solar modules also consist of an encapsulating layer for the protection of potentially damaging
environmental influences.

Basically, two fundamental technologies for solar modules exist [131]. The wafer-based method is
mainly employed by bulk crystalline silicon solar cells, which are electrically wired by interconnect
ribbons [132]. The ribbons guide current from the front contact of one cell to be back contact of the
next one. With this method a serial connection after the production and sorting of the individual
cells is possible [133].

The competing technology to the ribbon-based serial interconnection is the monolithic integration
[134]. This in-situ method allows for an interconnection of multiple cells directly during the
manufacturing process. During the deposition of the front and back contact and absorber layers,
the films are electrically interrupted by needle scribing or laser scribing [135]. Using three trenches
P1, P2, and P3, it is possible to guide the current from the front contact of the first cell to the back
contact of the second cell within second trench in module interconnect (P2) as indicated by the
green arrows in Figure 2.9. The interruptions at the first trench in module interconnect (P1) and
the third trench in module interconnect (P3) prevent the current from flowing backwards. However,
badly insulating materials can lead to significant shunt currents (red arrows), which is particularly
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2 Fundamentals of Photovoltaic Devices

the case for the current across P1 [136, 137]. Between the trenches P1 and P2 and between P2 and
P3 gaps are left to compensate for technological inaccuracies. However, since no photocurrent can
be generated within the interconnect area, it is also called dead area. Therefore, the method of
interconnecting cells within a module comes with the cost of taking active area of the photovoltaic
device. It is therefore of great importance to keep the module interconnect as small as possible
while still maintaining the conductivity across P2 and the insulating behavior across P1 and P3.

front
contact

absorber

back
contact

P1 P2 P3gap12 gap23cell1 cell2

current path

P3
shunt

P1
shunt

front grid

Figure 2.9:Monolithic module interconnect between two thin-film solar cells. Across the filled trench P2 current can
flow from the front contact of the first cell to the back contact of the second cell. The trenches P1 and P3
prevent the current from flowing backwards and shunting the module.

2.6 Theoretical Efficiency Limit of Solar Devices

Solar devices suffer from multiple loss mechanisms. On the one hand, there are losses that can
be prevented like ohmic losses, contact resistances, shunts, reflection, or parasitic absorption.
However, there are a few fundamental losses, which cannot be physically overcome. The red line
in Figure 2.10 shows the spectral irradiance s(λ) of the reference global tilted solar spectrum
(AM1.5G) [138]. It combines the direct sunlight and the scattered fraction from the atmosphere.
The jagged appearance mainly rises from passing through earth’s atmosphere and the associated
absorption e.g. by water vapor. For defining the PCE, light with this spectral distribution hits the
solar device. Photons with a lower energy than the band gap of the absorber material cannot excite
electrons and thus are transmitted and do not contribute to the generated power. From this point
of view, the aim is therefore to keep the band gap as low as possible. Photons with a higher energy
than the band gap Egap, can be absorbed and create electron-hole pairs as described in Section
2.2.3. An excited electron receives the full amount of the photon energy. However, its thermal
relaxation towards the band gap is on a much shorter time scale than its extraction out of the p-n
junction [139]. Thus, the remaining energy is converted into heat and lost for power generation. The
resulting maximum photocurrent jSQ

ph with respect to these thermalisation and transmission losses
can be calculated via [140]

jSQ
ph =

qe

hc

∫ λgap

0
λ s(λ) dλ, (2.26)
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2.6 Theoretical Efficiency Limit of Solar Devices

where h is the Planck constant and c the speed of light. The combination of these loss mechanisms
marks the ultimate efficiency limit for solar devices [141, 142]. By using two or more stacked p-n
junctions in tandem devices, the spectral losses can be reduced [143]. However, this work focuses
only on single junction solar cells.
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Figure 2.10: The red line shows the spectral irradiance of AM1.5G. This means that the sun’s generated spectrum
passed 1.5 atmospheric length scales and thus exhibits absorption dips. In black the Shockley-Queisser
limit is shown, which marks the upper theoretical limit of solar devices.

Since the solar device is operated at a finite temperature T > 0 above absolute zero, it acts itself
as a black body and emits radiation. These recombination losses follow Planck’s law for idealized
black bodies [144] up to the band gap Egap of the absorber material [145, 146]. The corresponding
voltage-dependent current is given by [147]

jSQ
0 =

2πqe

h3c2

∫ ∞
Egap

E2

e
E

kBT − 1
dE (2.27)

with the photon energy E. As for an assumed ideal solar device the effects of rs and rsh vanish
and nd is exactly 1, Equation (2.21) is a trivial exponential correlation.

j(V ) = −jph + j0

(
e

qeV
kBT − 1

)
(2.28)

Since this is an explicit expression it can be solved for V . By inserting Equations (2.26) and (2.27)
and assuming a temperature of 300 K the voltage at the MPP VMPP can be analytically calculated
via the definition d/dV (j(V )·V ) = 0. KnowingVMPP and thus the corresponding current density
jMPP, it is a trivial task to calculate the PCE via Equation (2.12). Thus, the maximum efficiency
only depends on the band gap Egap of the absorber material. This dependence is shown as a black
line in Figure 2.10 and is called the Shockley-Queisser limit [148]. The maximum efficiency of
around 33% is at a band gap of 1.34 eV and is by far smaller than a comparable Carnot efficiency
[149] for a classic thermodynamic engine of 1−Tearth/Tsun of 94.8 % with the Earth’s temperature
Tearth of around 300 K under operating conditions and the sun’s temperature Tsun of 5778 K. The
difference in both numbers is mainly due to thermodynamic entropy.
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2 Fundamentals of Photovoltaic Devices

Answering this Chapter’s Guiding Scientific Question

How do solar devices convert photon energy into electric
energy and how is this effect used in large-scale
applications?

Incident photons that are not reflected, transmitted, or
parasitically absorbed create electron-hole pairs within
the absorber layer due to the photoelectric effect.
They are spatially separated and bidirectionally guided
towards the front and back sides of the solar absorber.
The adjacent contact layers further guide the charge
carriers towards a central contact point. This results
in ohmic losses and therefore builds a spatial gradient
in the voltage distribution. To keep this effect as
small as possible, multiple cells are serially connected
with a monolithic module interconnect for large-scale
applications.
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3
Current Literature Status

and Objective of this Thesis

T his chapter gives a short introduction into published literature on the topic of this thesis. It
starts with the simulation of photovoltaic devices in general and subsequently specifically

addresses spatially resolved solar device simulations. Afterwards, clearly formulated goals of this
work are outlined. These objectives are intentionally kept very short to give the reader a clear
motivation for the presence and necessity of this thesis.
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3 Current Literature Status and Objective of this Thesis

3.1 Current Status of Spatially Resolved Simulations
on Thin-film Photovoltaic Cells and Modules

With the increasing computing power of integrated circuits [150], computer simulations get
more and more popular in supporting scientific research and guiding its progress. Most of
the simulation programs and scripts written for solar cell physics are drift-diffusion models
[59, 92, 151, 152, 153, 154, 155, 156, 157, 158, 159]. Within this kind of simulation, material parameters like
the doping level or band gap are considered and by using an externally calculated generation rate,
a spatially resolved band diagram can be calculated. From this distribution, physical quantities
like the charge density distribution, internal currents, or I–V curves of the internal semiconductor
p-n junction can be concluded. Such simulations are mostly one-dimensional since there is of-
ten no necessity for more dimensions due to the thin-film nature without much lateral transport
effects except for the electrical current through the contact layers. However, for the investigation
of inhomogeneities, multi-dimensional simulation approaches in at least two or sometimes three
dimensions need to be considered [160].

Drift-diffusion models do not take into account lateral electric transport effects at the contacts.
However, this is necessary to simulate an I–V curve exactly how it is measured in the laboratory.
The easiest method to do so is to introduce a series and shunting resistance, where all transport
losses and shunting effects are lumped into one single resistor, respectively [161, 162, 163]. Even
early approaches of optimizing grid patterns have been performed with these analytic models
[164, 165, 166]. Such approaches are called single-diode equivalent-circuit models and have already
been introduced in this thesis in Section 2.4.1. Still today, this is a widely spread concept and is
a fast and easy way to obtain solar cell parameters and therefore compare multiple solar devices
with each other. In Section 4.5, a methodology to fit experimental data with the single-diode
equivalent-circuit model is introduced.

However, the assumed concept of a transport effect lumped into single resistors and therefore the
assumption of a uniform p-n junction across the entire solar device is no longer valid for cells
with high currents (e.g. concentrator cells [167]) or large sheet resistances (e.g. thin layers [69, 65],
high specific resistances [67] or large area [106]). Moreover, using this concept, much information
is lost about where and how electrical losses occur. Therefore, spatially resolved simulations are
necessary to overcome these issues. They effectively represent a diode network model, which is
an entire network of multiple single-diode equivalent circuits. Such diode network models have
been introduced in Section 2.4.4 and include a spatial distribution of sheet resistances [115, 116]. A
commonly used program to simulate diode network models is the open-source circuit simulation
tool SPICE [120]. This general-purpose program was often used in literature to calculate such
networks [121, 122, 168].

Due to the non-negligible resistivity of contact layers, a spatial gradient within the voltage distri-
bution of the electrical contacts evolves. In fact, the locally existing voltage steps between front
to back contacts tend to become strongly spatially dependent with decreasing conductivity of the
contacts or increasing area of the solar device. Therefore, the local operating voltages shift away
from the externally measured MPP of the entire device. For the silicon-wafer technology, this
problem has been tackled by using half-cut cells. Due to this local voltage-shifting effect, the gen-
erated current densities become spatially dependent as well, even for perfectly homogeneous solar
devices [117, 169], but even more for cells with local inhomogeneities [118, 170, 171, 172]. Assumptions
like doubling the cell area will double the measured current are not valid in general, as it will be
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3.1 Current Status of Spatially Resolved Simulations on Thin-film Photovoltaic Cells and Modules

shown in section 5.4. Scaling up the area of solar devices is a necessary step towards applied
PV. However, this changes the electrics of the entire cell and the calculation of its consequences
is a non-trivial task. Moreover, to properly simulate solar modules instead of single solar cells,
module interconnects need to be included in the model. For its physically correct modeling, a
locally variable voltage distribution is a necessary feature. In order to come up with this spatially
dependent voltage distribution, FEM simulations become irreplaceable [65, 67, 66, 68]. Some models
consider only one single contact layer that has ohmic losses and keep an optional second contact
layer (additional metallization grid or metallic back contact) entirely on the same potential for
reasons of runtime efficiency [173, 61]. This is a good approximation for sufficiently conductive
grid patterns, but not valid in general. Other simulation tools assume all contacting layers to be
ohmically lossy layers [174, 63], which yields more precise results and more detailed loss analyses,
but requires per simulated layer quadratically more computational power.

Spatially resolved FEM simulations have a huge variety of additional possible applications and
further advantages. A short overview of them is given in the following listing.

- FEMmodeling yields a visualization of the internal spatial distribution of electrical potentials
or other physical quantities. This furthers a deeper understanding of the ongoing physical
effects, which leads to a more targeted improvement of solar devices.

- Even experimentally inaccessible or hard-to-acquire data, such as the direction of current
flow or the charge carrier density, become accessible due to spatially resolved simulations.

- Simulations with a spatially distributed resistor arrangement offer the additional advantage to
study local impurities and inhomogeneities. Its origins, physical causes, and implications can
be examined in detail by multi-dimensional analyses, which cannot be achieved by models
with a lumped series resistance [62].

- Numerical simulations enable to shorten laboratory times by forecasting I–V curves and
PCEs for multiple sets of parameters (different layer thicknesses, changed sheet resistances,
modified illumination conditions, etc.). This enables rapid changes within computer-aided
models instead of resource-intensive experiments in the laboratory.

- Another benefit of computational simulations is the possibility for automated design opti-
mization, as well as finding suitable parameters for physical quantities or geometries or even
in topologically more challenging problems such as the optimization of the metallization
grid pattern. The latter aspect will be discussed at the end of this section.

- Probably the biggest advantage of numerical simulations with a spatially distributed resistor
network is the possibility to break down different loss mechanisms. Individual mechanisms
have been examined frequently, especially recombination losses [175], electrical shunts [62, 61],
ohmic resistances in the TCO and the grid [69], the spatial distribution of local MPP mis-
matches [64], shaded p-n junction area [73], contact resistances [71, 70], and optical losses
[176, 177]. However, multi-level FEM models are able to quantitatively separate all those loss
mechanisms and bring them into proportion with each other. The simultaneous simulation
of all the loss mechanisms is the only way of keeping track of their mutual influence. This
approach has already been published for silicon solar cells [178, 179]. However, for the thin-
film technology, only the physical principles have been outlined [180] and a first approach for
a semi-holistic simulation has been published [72] with the open-source software PVMOS
[181].
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The next consequent step after knowing all the loss mechanisms is the optimization of solar devices.
For simple, isolated problems, straight forward solutions with analytical calculations are possible,
as it is the case for the optimum width of a monolithically integrated cell within an module [182].
However, FEMs can be used for a huge variety of questions, like the optimization of the contact
layer thickness within an arbitrarily shaped cell [183]. For some problems, not only a single variable
needs to be optimized, but a high level of complexity and a large number of spatial degrees of
freedom is required. This is exemplarily the case for the one-dimensional ratio of gallium to gallium
and indium Ga/(Ga+In) concentrations (GGI) profile within the absorber of a CIGS device or the
two-dimensional grid-pattern design. For this kind of problem, more advanced strategies than a
simple optimizer are necessary. The most common approach to do so is the method of topology
optimization (TO). Similarly, TO can be applied to Poisson problems within a FEM model [184].
By using the methods of moving asymptotes [185], the design of two-dimensional grid patterns
can be optimized [186]. Such methodology has been applied to solar cells [187] and to solar pin-up
modules [188, 189], but not yet to monolithically integrated cells.

3.2 Objective of this Thesis

In a nutshell, the goal of this work is to develop and test a software to precisely simulate, holistically
analyze and globally optimize thin-film solar devices under laboratory and field conditions and
predict maximum efficiency potentials on the module level.

In detail, this includesmultiple smaller tasks and aims. The first one is to develop a numericalmodel,
which is capable of simulating the electrical and optical behavior of solar cells and modules. This
computer-aided designing requires an adaptive and flexiblemeshing algorithm, the development and
linkage of multiple physical models, and fast matrix solvers adapted to the problem formulation.
The optical and electrical models on the device level must realistically reproduce the physical
processes inside the device.

A major goal of this thesis is the all-in-one loss analysis starting from the internal absorber material
level down to the produced module power. This requires not only the correct physical calculation,
but also the possibility to allocate all relevant losses to their corresponding loss mechanisms and
extract their magnitude. Furthermore, to allow a holistic top-down loss analysis from the physical
efficiency limit down to the actual module power, the developed methodology needs to have an
interface to a drift-diffusion model. Since several quantities on the material level are difficult to
measure experimentally, and advantage of the holistic approach is that it enables to calculate in
the backwards direction and draw conclusions for these parameters from measured data, in order
not to have to rely on estimated values in the literature. The aspiration of this work is to apply
this approach not only under laboratory conditions but also under real-world conditions in the
field including temperature variations, illumination fluctuations and realistic module geometries.
All calculated simulation results need to be verified with independent, experimental real-world
measurements on physical devices. This is the only way to verify and prove a correct numerical
simulation procedure.

Moreover, this work aspires to not only calculate the performance and give a categorization of all
relevant losses, but also to develop new strategies of device optimization on the basis of physical
reasons. These procedures are supposed to be real-world oriented and work for yield computations
of monolithically interconnected cells instead of only performance improvements of single cells
under laboratory conditions.
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3.2 Objective of this Thesis

Finally, the last aim of this work is to use the evolved simulation methodology to calculate the
current technological efficiency limit of thin-film copper indiumgalliumdiselenideCuIn1−xGaxSe2

(CIGS) modules. For this purpose, only materials, technologies, and production tolerances that are
currently available are used.
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4
Modeling Solar Devices –

Optical and Electrical Simulation Methods

I n order to fulfill the objective of this thesis, a simulation methodology for thin-film solar devices
needs to be established. The goal of this chapter is to describe the developed simulation

procedure that is used in this work. A digital model is developed to simulate the behaviour of
solar cells and modules based on experimentally measured input data. Since this work aims for
a holistic but also flexible and connected approach of solar device simulation, no commercially
available programs have been used. Every algorithm and procedure described in this section
was programmed from scratch, which gives the operator a large degree of adaptability. Only this
in-house programming allows the holistic nature of this work’s solar simulation, as this enables
the complete interlinking of all used simulation methods. All developed simulation methods are
implemented into a simulation platform that is briefly introduced in Appendix A.

This Chapter’s Guiding Scientific Question

How can characteristic parameters of solar devices be optically and
electrically modeled by numerical simulations?
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The digital model developed in this work is divided into multiple modules representing the phys-
ical processes. These modules are interconnected to provide a full representation of the solar
device behaviour. A special consideration of the method developed here is the separation of the
semiconductor model, the optical model, and the electrical model. The semiconductor model is a
drift-diffusion model programmed elsewhere as described above to provide the I–V characteristic
for the given generation profile. The optical model provides the charge carrier generation profile
in the absorber material of the solar device. The electrical model describes how the local current
generated by the device is transported to the contacts where the power can be consumed. Since at
least one side of a solar cell employs a transparent contact with material properties that affect both
the optical and the electrical conditions, it is important to link these two models. The following
sections describe the techniques and physical models employed.

The electrical model is built up from five different layers as seen in Fig. 4.1. The central layer is
the absorber material (orange), representing the function of the solar cell where the photocurrent
is generated. In order to simulate their physical behavior, drift-diffusion models are used [59, 92].
Within this work however, the characteristic of the absorber layer is an input for the digital
model. In the simplest case, the entire electronic behavior is described by an I–V curve reaching
at least from 0V to the open-circuit voltage. On both sides of the absorber layer, an electrically
conducting contact layer (blue) is placed over the entire surface. Its function is to guide the
generated photocurrent towards an external contact point, where the total current Iout is measured
across an external load resistance at the operating voltage Vop. Afterwards, it is guided back
into the rear conducting layer to complete the circuit. Optionally, structured opaque metallic grid
layers (gray) can be placed on top of the contact layers. Although they cast shadows on the
absorber layer and hence prohibit a photocurrent generation underneath them, they can cause a
substantial improvement. Due to their comparably high electrical conductivity, the purpose of the
grid structures is to reduce the electrical collection losses.

Figure 4.1: Setup of a generic thin-film solar cell [107]. Within the absorber layer (orange) a certain photocurrent is
generated across the entire cell. Electrically conducting contacts (blue) and optional grid layers (gray) guide
the current towards the cell’s external contacts on the front and back side. These two contacts are connected
via a load resistance, where the total generated current Iout at the operating voltage Vop is measured.

Since optical and electrical effects are present within solar cells, both need to be considered within
the simulation. Optical effects can be described by a Lambert-Beer approach [190, 191]. Its input
data is the attenuation coefficient for each layer and their thickness. If the complex refractive data
of each layer within the stack is known, a more sophisticated approach can be accomplished via
a transfer-matrix method (TMM) [192, 60, 193, 194, 195]. In principle, the method of ray tracing can
be used for rather complex structures or high degrees of roughness, but it is often not worth the
runtime, since a TMMapproach provides sufficiently accurate results. For the electrical simulation,
Poisson’s differential equation for electrodynamics [88] needs to be solved. In the case of complex
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geometries, a segmentation into multiple finite elements is needed [62, 65, 181]. Such a FEM reveals
a system of coupled equations, which needs to be solved. A single finite element containing all
layers is shown in Figure 4.1.

This chapter is structured as follows. In the beginning, the method of meshing is presented and
technical terms are defined. Subsequently, the optical simulation methods are presented. Their
results will play a role in the electrical model afterwards. Finally, the determination of the external
measurable characteristics from the simulations is presented.

4.1 Spatial Quantization via Meshing Algorithm

Discretizing the partial differential equations into a numerically solvable problem requires a division
of the entire simulation domain into smaller subdomains. These subdomains will be called
finite elements. Each finite element consists of a central node, which is also named mesh point.
Furthermore, a borderline separates two neighboring finite elements. All borderlines surrounding
a finite element represent the enclosing shell of this element. The set of all finite elements is called
mesh.

In this work, a two-dimensional mesh is used. However, in order to sufficiently represent the
physical reality within thin-film solar cells, a second two-dimensional mesh with the same element
distribution is placed on top of the first one. This procedure generates a quasi-three-dimensional
meshing character. The goal of the used mesh is to represent a given input shape with its contours
in a precise way with as few finite elements as possible.

There are multiple ways to construct different types of meshes, e.g. a quadtree mesh [196]. However,
within this work, a Delaunay mesh [197] is used. It connects the finite elements to a network of
triangles, in a way that no other mesh point is contained within the circumcircle of any triangle.
The connected finite elements are subsequently next neighbors. For the borderlines between two
elements, the perpendicular bisector of the two connected next neighbors is used. The resulting
dual graph is called Voronoi diagram [198, 199]. The created polygonal shapes are called Voronoi
cells and are assigned as the surrounding border of the finite elements. Voronoi diagrams have the
property that each position in the plane is within the euclidean nearest Voronoi cell.

One key feature of the Delaunay-Voronoi meshing method is that the connection and hence the
direction of a current between two finite elements is perpendicular to the borderline. This enables
a determination of the current without the use of trigonometric functions, angles or displacement
currents. While this property is also true for e.g. equidistant square meshes, in the Delaunay-
Voronoimethod all elements can be placed arbitrarily within themeshing domain. This adaptability
allows to reduce the amount of necessary points to exactly reproduce the shape of any arbitrary
contour with the Voronoi cells. An exact reproducing is the coincidence of the borderlines of the
finite elements with the edge of a given contour. Consequently, a finite element is completely on
only one side of the contour but never reaches across a contour line. This is necessary to ensure
that the material properties are uniform within each element.
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4.1.1 Triangulation Algorithm for Generating a Valid Mesh

As described in the previous section, a Delaunay-Voronoi mesh is used within this work. Firstly,
a Delaunay triangulation is accomplished and afterwards, the Voronoi diagram is generated as
the dual graph. To achieve the Delaunay triangulation, the Bowyer-Watson algorithm [200, 201] is
used to insert a new meshpoint into the meshing domain. However, this procedure requires a
valid starting triangulation. For this purpose, four additional surrounding meshpoints serve as the
starting domain. They form a rectangle and are Delaunay-triangulated via two congruent triangles
called supertriangles [202]. After all regular meshpoints are inserted, these starting points and the
supertriangles are removed.

In order to insert a new meshpoint into the existing meshing domain, a modified version of the
Bowyer-Watson algorithm is used. In Figure 4.2a a Delaunay triangulation is shown, where all
meshpoints are represented as intersections. The cross marks a position for a newmeshpoint, which
needs to be inserted. The rules for meshpoint insertion are discussed in Section 4.1.2. For the
Bowyer-Watson algorithm all triangles whose circumcircle includes the position need to be found.
These triangles will be called N0 triangles. The following procedure describes an efficient way of
finding all N0 triangles without having to check all present triangles. In the first step, the triangle
containing the new position inside its area is searched for since if the triangle itself contains the
position, its circumcircle contains the position as well. Examining whether a position is within or
outside a triangle is a rather time-efficient task in barycentric coordinates [203]. This process is even
accelerated by dividing the domain into multiple subdomains, in order to look up only triangles
in the vicinity of the position. Moreover, this allows to parallelize the procedure. Having found
the surrounding triangle, its circumcircle automatically includes the new position since the whole
triangle area lies within its circumcircle. Therefore, the first N0 triangle is found and marked in
red in Figure 4.2b. All triangles having two or one common corner points with theN0 triangle are
marked as N1 (orange) and N2 (yellow) triangles, respectively. Subsequently, all N1 triangles are
checked to see if their circumcircles involve the new position (Figure 4.2c). If they do, then these
triangles are reassigned to the N0 set. This process of adding triangles to the N0 and N1 sets and
checking all N1 triangles repeats until no N1 contains the new position within its circumcircle, as
in Figure 4.2d. The N2 triangles don’t need to be checked since their circumcircle cannot extend
further into the red area than the ones of the orange N1 triangles (see Figure 4.2e). Afterwards,
all N0 triangles are deleted from the meshing domain leaving behind a polygonal hole around the
new meshing position. Finally, all edges of this polygon are connected with the new meshpoint
resulting in an new valid Delaunay mesh as it is shown in Figure 4.2f.

After inserting all meshpoints to the meshing domain, a Voronoi diagram is created from the
Delaunay mesh. While there are multiple algorithms for directly creating the Voronoi diagram
from scratch [204, 205], the procedure of this work uses the perpendicular bisectors of the Delaunay
triangulation to generate the Voronoi cells.

4.1.2 Detailed Modeling of Contour Patterns

As discussed in the introduction of this section, the Delaunay-Voronoi meshing combines the
advantages of having current flows perpendicular across the borderlines of the finite elements and
the possibility of placing new meshpoints at arbitrary positions. The latter property will be used
in this section to exactly reproduce a given input shape containing multiple contour segments.
Geometries are typically defined with specific points (contour junctions) that are connected by
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(a) Delaunay triangulated meshing domain
with a position for a new meshpoint.

(b) Find triangle where the position is
in and mark theN0,N1, andN2

triangles.

(c) Check circumcircles for allN1 trian-
gles.

(d) Remark allN0,N1, andN2 triangles
and checkN1 triangles again.

(e)N2 triangles and more distant points
do not need to be checked. Remove
allN0 triangles from the meshing
domain.

(f) Connect all inner corners with the new
position to get the new valid Delaunay
triangulation.

Figure 4.2:Modified Bowyer-Watson algorithm. Starting from a valid Delaunay triangulation of multiple meshpoints,
the Bowyer-Watson algorithm enables to insert a new meshpoint and locally adapt the triangulation. In the
first step, all triangles with their circumcircle containing the new position need to be found. Using this
modification, not all triangles have to be checked, which reduces the runtime of the procedure.

lines (contour segments) as seen in Figure 4.3. A closed set of lines forms a polygonal region,
which can be defined as an area with specific properties, such as having a grid or not. Since the
border between two Voronoi cells lies directly in the middle of both meshpoints, implementing
pairs of two cohesive mirror points along contour segments with the distance dseg to the segment
ensures two pure single mesh points. This method was developed independently within this work.
These paired points are shown as solid black points in Figure 4.3. The meshpoint pairs are placed
with a distance dpoint to the next pair. This ensures that both adjacent finite elements are exactly
separated by the contour segment of the input shape. This behavior is shown in Figure 4.4, where
the border between orange and gray marks a contour segment. If two or more contour segments
intersect with each other, a contour junction is created. These junctions are separately meshed
with two meshpoints for each segment on a circle with the radius djunc around the junction, as it
is shown in the inset of Figure 4.4. These two meshing procedures ensure an exact representation
of the input geometry with finite elements. Afterwards, the remaining area is meshed with regular
meshpoints that do not belong to a mirror meshpoint pair. These meshpoints are represented as
gray points with a black border in in Figure 4.3.
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contour junctions

contour segments

mirror meshpoints

regular meshpoints

regions

Figure 4.3: Definitions within the contour meshing procedure. All green crosses form the contour junctions, which are
connected by contour segments. The areas enclosed by segments are called regions. Each contour segment
is meshed by special mirror points. Afterwards, the remaining area is filled up with regular meshing points.
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Figure 4.4: The orange-colored area represents one geometric region, whereas all gray scale elements form another
region. The method of mirror points guarantees an overlap-free mapping of both regions and their shared
border. This algorithm is designed to work for border segments and border edges.

At the outer edge of the geometry, the secondmirror point outside the input geometry is not inserted
into the meshing domain, resulting in an enclosed area. Hence, arbitrary geometries can be meshed
with finite elements. Furthermore, regions in the interior of the domain can also be kept clear of
meshpoints. Using this feature in the simulation, holes within a meshing domain can be produced.
After meshing the contour segments, interior meshpoints are inserted into the meshing domain.
Usually they are equidistantly placed and slightly randomly moved for numerical stability reasons.
However, there are forbidden areas, where no interior meshpoint is allowed to be placed in order to
not destroy any contour meshing of the segments or the junctions. These areas can be geometrically
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determined and are circles with the radius djunc around contour junctions and parallel corridors
along contour segments with the diameter

(
dpoint

2 + 4dseg
2
) 1

2 . An example mesh of the Lake
Superior, which is often used as a meshing benchmark [206], can be seen in Figure 4.5.
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Figure 4.5: Due to its multifarious shape with spiky corners and interior islands, Lake Superior is a challenging two-
dimensional standard geometry to mesh. The shown meshing domain is generated with the presented
meshing technique of mirror points. The black points represent the meshing points and the red connection
lines show their corresponding Delaunay triangulation accomplished with the Bower-Watson algorithm.

4.2 Optical Model

Optical effects play an essential role for solar cell performance, especially in the form of reflection,
parasitic absorption and transmission. Therefore, the impact of all layers within the solar cells needs
to be modeled. The easiest approach to include reflection and absorption is an augmented model
of exponentially decaying light intensity [190, 191]. However, to include intra-device interferences,
a more sophisticated model is needed. One appropriate one-dimensional algorithm is the transfer-
matrix method (TMM) [192, 193, 194, 195, 207], which was implemented in this work and will be
described in detail in Section 4.2.2. Due to its one-dimensionality, only a layer stack with smooth
interfaces can be modeled exactly. There are several methods to approximate rough surfaces
with a scalar scattering theory [208, 209, 194, 210]. Because of distinct interference maxima due to
standing waves, non-linear heating effects might occur [211, 212], but are not considered in this work
because of its subordinate role in this case. In order to exactly model three-dimensional geometries,
numerically expensive ray tracing methods must be used [213]. However, this method is not used in
this work since a one-dimensional model provides sufficiently accurate results.

In detail, the most accurate results are achieved by applying the optical model directly within a
drift-diffusion model. By doing so, effects of an increased space-charge region, diffusion, and
enhanced interface currents can be considered physically correctly. However, within this work a
linear impact of the light intensity damping on the consequently generated photocurrent is assumed
as it will be shown in Equation (4.18). As it will be proven in Section 5.3, this approximation is by
far sufficient enough for standard solar cells. Therefore, the following two sections are dedicated
to deriving an optical damping factor foptics using the simple Lambert-Beer method and the more
complex TMM method as implemented in this work.
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4.2.1 Lambert-Beer Method

The most trivial approach to include optical effects within a digital model of a solar cell is
an exponential damping [190, 191]. Depending on the wavelength λ, each material has a linear
attenuation coefficient α(λ). This leads to an exponentially decaying light intensity I(z) along the
propagation direction z starting from an initial intensity I0.

I(z) = I0 · e−α(λ)·z (4.1)

The attenuation coefficient can be determined from the complex refractive index n̂ = n+ ik via

α(λ) =
4πk

λ
. (4.2)

For multiple layers, the damping effect of each layer is determined successively. This can be
observed by the several slopes of the black line in Figure 4.6. The example represents a layer stack
with two thin, partially transparent layers covering an absorber material with k = 1. This situation
is present in thin-film solar cells with parasitic absorption occurring in window and buffer layers.
The transmitted light power calculated here is available for the solar cell to convert into electrical
power.
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Figure 4.6: Optics with Lambert-Beer approach. Plot a) shows the energy density and the spatially resolved local
absorption at each point of the one-dimensional layer stack for a single wavelength of 400 nm. An empirical
value for reflection of 33% is used. In plot b) the wavelength is varied and the light intensity is split up into
a reflected, transmitted, and absorbed power ratio.

In order to include reflection effects within this model of exponential damping, an additional
reflection term is inserted into the model. This value cannot be calculated trivially within this
approach and hence needs to be an input. In Figure 4.6 an empirical reflection of 33% is used for
all wavelengths.

To gain a spatially resolved absorption profile A(z), the spatial derivative of Equation (4.1) is
needed.

A(z) = −∂I(z)

∂z
= α(λ) · I0 · e−α(λ)·z (4.3)
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The total absorption of a single layer Alayer is calculated via the integral of the absorption over the
entire layer thickness dlayer.

Alayer =

∫ dlayer

0
A(z) dz (4.4)

The light intensity passing the last layer is referred to as transmitted light. Additionally to the reflec-
tion and transmission, the absorbing factors of both layers are shown as a function of wavelength in
Figure 4.6 b). Since the reflection is assumed to be wavelength-independent in the shown example,
it is constant over the entire range. In the current example, photons with smaller wavelengths are
directly absorbed in the first layer due to the large attenuation coefficient with an inverse dependency
of the wavelength. Large wavelengths, however, mainly pass the first layer and are absorbed in the
second one due to its larger attenuation coefficient. Wavelengths surpassing 1000 nm primarily do
not get absorbed in the first layer and are significantly transmitted through the layer stack.

Finally, the optical factor foptical is determined as the absorbed power in the absorber layer divided
by the entire incident irradiation. This model correctly calculates a larger absorption for thicker
layers, giving insight into a first principle for optimizing the optics for thin-film solar cells.

4.2.2 Transfer-Matrix Method

The content of this section has been developed and implemented in collaboration with Tim Helder.

As it can be seen in Figure 4.6, intra-device interferences due to standing waves are not encountered
within a simplemodel of exponentially decaying light intensity. Moreover, the reflection ratio needs
to be an empirical input for the model. However, if the complex refractive index n̂i is known for
each layer, the approach of TMM is capable of describing both features. The TMM basically
combines the polarization-dependent refraction between two optical materials and the propagation
within a single material. In the following, all complex values are denoted with a hat on top of the
symbol.

To describe the refraction at any interface, Snell’s law is used to determine the angle of refraction
ϑ̂i from the given complex refraction indexes n̂i and n̂i+1.

sin(ϑ̂i)

sin(ϑ̂i+1)
=
n̂i+1

n̂i
(4.5)

All angles are measured towards a perpendicular line of the interface, as it can be seen in Figure
4.7. Even for a multi-layer stack, all angles can be pre-calculated. Since the refractive indexes are
in general complex numbers, the angles need to be complex as well. Even with only real refractive
indexes, complex angles occur in the case of total reflection. In this case the real part of ϑ̂i is given
by π

2 .

Knowing the angle of incidence and the refractive index of two layers, the refraction between two
optically different materials can be determined by Fresnel’s equations [214]. The amount of reflected
and transmitted power depends on the polarization of the incident electromagnetic wave. In the
following, all materials are assumed to have the same magnetic permeability µ. For the transverse
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       -1·Di Di

    -1·Di+1Pi

Figure 4.7: Ray paths in TMM. All angles can be calculated via Snell’s law of refraction. The refraction from a layer with
a complex refractive index n̂i to two surrounding layers i−1 and i+1 is determined by Fresnel’s equations.
Finally, the exponential decay during the propagation within a layer is described by the propagation matrix.
The TMM combines all features as described in the main text.

electric mode (electric field perpendicular to the interface), the reflected and transmitted ratios of
electric fields are given by

Ês,end,l
i

Ês,end,r
i

= rs =
n̂i cos(ϑ̂i)− n̂i+1 cos(ϑ̂i+1)

n̂i cos(ϑ̂i) + n̂i+1 cos(ϑ̂i+1)
(4.6a)

Ês,start,r
i+1

Ês,end,r
i

= ts =
2 n̂i cos(ϑ̂i)

n̂i cos(ϑ̂i) + n̂i+1 cos(ϑ̂i+1)
. (4.6b)

In the case of transverse magnetic modes (electric field parallel to the interface), the analog ratios
are determined via

Êp,end,l
i

Êp,end,r
i

= rp =
n̂i+1 cos(ϑ̂i)− n̂i cos(ϑ̂i+1)

n̂i+1 cos(ϑ̂i) + n̂i cos(ϑ̂i+1)
(4.7a)

Êp,start,r
i+1

Êp,end,r
i

= tp =
2 n̂i cos(ϑ̂i)

n̂i+1 cos(ϑ̂i) + n̂i cos(ϑ̂i+1)
. (4.7b)

For a single-interface refraction, the electric fields can be named bymore intuitively understandable
names: Êend,r

i is the incoming electric field Êin, whereas Êend,r
i and Êstart,r

i+1 refer to the reflected
and transmitted field Êrefl and Êtrans, respectively. Êstart,r

i+1 , however, is the incoming field from
the back side of the layer Êback and is always zero for the last layer in case of a single light ray
from the front side.

Multi-layer solar devices typically do not consist of perfectly smooth interfaces. To consider the
resulting partially incoherent light due to scattering effects at rough interfaces [215, 216], modified
Fresnel coefficients r′s, t′s, r′p, and t′p are used within this work. [217] They can be derived from
the conventional coefficients rs, ts, rp, and tp as described in [209]. Therefore, typical internal
reflections within thin films and coherent interferences of multi-layer solar cells [218] can be
considered simultaneously with incoherent and scattered light within certain limits of validity.
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It should be said at this point that n̂i is also a function of the wavelength. In a matrix form, the
perpendicular field equations (4.6a) and (4.6b) can be rewritten as(

Ês,end,r
i

Ês,end,l
i

)
=

1

2

1 1
cos(ϑ̂i)n̂i

1 − 1
cos(ϑ̂i)n̂i


︸ ︷︷ ︸

=(Ds
i )
−1

·

(
1 1

cos(ϑ̂i+1)n̂i+1 − cos(ϑ̂i+1)n̂i+1

)
︸ ︷︷ ︸

=Ds
i+1

·

(
Ês,start,r
i+1

Ês,start,l
i+1

)
(4.8)

and the parallel fields (4.7a) and (4.7b) as(
Êp,end,r
i

Êp,end,l
i

)
=

1

2

 1
cos(ϑ̂i)

1
n̂i

1
cos(ϑ̂i)

− 1
n̂i


︸ ︷︷ ︸

=(Dp
i )
−1

·

(
cos(ϑ̂i+1) cos(ϑ̂i+1)

n̂i+1 −n̂i+1

)
︸ ︷︷ ︸

=Dp
i+1

·

(
Êp,start,r
i+1

Êp,start,l
i+1

)
. (4.9)

Within these equations the refractionmatricesDi and their inverse (Di)
−1 occur. The exponentially

decaying light intensity of Equation 4.1 can also be expressed in a matrix formulation(
Êstart,r
i

Êstart,l
i

)
=

exp
(
−i2πn̂i

λ cos(ϑ̂i) · z
)

0

0 exp
(
i2πn̂i

λ cos(ϑ̂i) · z
)

︸ ︷︷ ︸
=Pi

·

(
Êend,r
i

Êend,l
i

)
(4.10)

with the propagation matrix Pi. The key point of the TMM is to combine all back and forth
propagating fields into one single complex value, each corresponding to one row of the matrix
notation.

The main task is to calculate the reflected and transmitted light intensity throughout the entire layer
stack. Therefore, all matrices according to Figure 4.7 for all N layers are multiplied with each
other in order to get a total transfer-matrixM.(

Êend,r
0

Êend,l
0

)
= D0

−1 ·

[
N∏
i=0

Di ·Pi ·Di
−1

]
·DN+1︸ ︷︷ ︸

=M

·

(
Êstart,r
N

Êstart,l
N

)
(4.11)

Knowing the incident light intensity Êin = Êend,r
0 and assuming no incoming light from the back

Êback = Êstart,l
n = 0, the reflected and transmitted electric fields can be determined. Afterwards,

the back and forth propagating fields at the beginning of each layer are iteratively calculated.
Knowing the electric field strength at the beginning of a layer i, their value can be easily determined
with a length-modified propagation matrix P′i at any point within the layer. Finally, to conclude
the energy density at any arbitrary point within or outside the layer stack, the Poynting vector S(z)
[219] is calculated from the electric fields [192] for perpendicular modes

Ss(z) · ez =
Re
(
n̂(z) · cos(ϑ̂(z)) ·

(
Ês,r(z) + Ês,l(z)

)∗
·
(
Ês,r(z)− Ês,l(z)

))
2µ0c ·Re

(
cos(ϑ̂0)

) (4.12)
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and parallel modes

Sp(z) · ez =
Re
(
n̂(z) · cos(ϑ̂∗(z)) ·

(
Êp,r(z) + Êp,l(z)

)
·
(
Êp,r(z)− Êp,l(z)

)∗)
2µ0c ·Re

(
cos(ϑ̂∗0)

) . (4.13)

A star ∗ in this case denotes a complex conjugate. The above-derived equations can be used to
visualize the propagation of a diagonally polarized light ray through a layer stack in the following
example. A wavelength of 400 nm, an angle of incidence of 17◦, and an irradiance of 100 W

m2 is
assumed. In a first step, the diagonal polarization is split up into perpendicular and parallel fractions
by using trigonometrical functions. Then the method of TMM is applied to both polarizations for
electric fields (plot c) in Figure 4.8) and energy density (plot a)). Compared to Figure 4.6, the same
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Figure 4.8: Optics with TMM. Plots a) and c) show the energy densities, electric fields, and amount of absorbed photons
for a 100 W

m2 light ray with 400 nm wavelength under an angle of incidence of 17◦. In b) the total counts
of photons in each layer are plotted as a function of the incident wavelength analog to Figure 4.6 b). Both
wavelength-dependent plots show the same basic behavior. However, TMM is also able to determine the
reflection without any additional inputs and correctly models thin-film interferences. In plot d) the angle of
incidence is varied, resulting in a typical shape for perpendicular and parallel reflection ratios.

exponential decay is visible. However, in the TMM a harmonic modulation due to standing waves
inside each layer is observed.
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Using the wavelength-dependent photon energy Eph = hc
λ , the energy flow can be converted into

a flux of photons. This transformation is especially useful in the case of solar cells, where a single
photon with sufficiently high energy usually can only generate one single exciton, no matter its total
amount of energy, although there are attempts to force photons to generate multiple electron-hole
pairs [220]. The amount of locally absorbed photons is given by the sum of the spatial derivations
of Equations 4.12 and 4.13. Its oscillating behavior can be seen as the black line in Figure 4.8 c).

To gain the total total amount of absorbed photons within one layer, the integral in Equation (4.4)
can be used. Variation in the wavelength in Figure 4.8 b) is based on the same behavior as for the
Lambert-Beer approach in Figure 4.6. However, strongly pronounced thin-film interferences can
be observed as a function of wavelength. This represents the previously announced combination
of exponential decay and interference patterns. In Figure 4.8 d) the reflected ratio of perpendicular
and parallel polarized power is plotted over the initial angle of incidence. The perpendicular
polarized reflection is progressively increasing with a larger angle of incidence. However, the
parallel reflection consists of a distinct dip. The minimum of it is close to Brewster’s angle [221]

of the first two layers Re(arctan( n̂0
n̂1

)) = Re(arctan( 1
2+0.05i)) ≈ 63.4◦. Due to the presence of

the underlying layers with different refractive indexes, it is not exactly at this angle and the parallel
reflection does not completely vanish.

As for the Lambert-Beer model, the final aim of the TMM is to determine an optical damping
factor foptics as necessary to simulate the optical effects in the solar device. In this model it
is defined as the proportion of absorbed photons in the absorber layer nabs

ph with respect to all
incoming photons ninc

ph within the AM1.5G spectrum down to the absorber band gap energy Egap.
For each discrete step in the spectrum, a wavelength-dependent TMM calculation is performed in
the optical model of this work. All absorbed photons within the absorber layer are summed up
and divided by the total amount of incoming photons. Therefore, the optical factor is determined
as the ratio foptics = nabs

ph /n
inc
ph and is specific to the employed materials and layer thicknesses.

The reduction of the spectral information to a simple factor significantly reduces the runtime for
subsequent simulations with the same material stack and spectral distribution of the illumination.

4.3 Electrical Model

The final goal of this section is to establish a sufficiently accurate electrical model of thin-film solar
cells. Hence, spatial variations of potential distributions, ohmic effects, shunts, and non-linear
current generation need to be taken into account. These effects play a crucial role in solar cell
modeling, especially for large currents or big resistivities, as has been experimentally measured
and outlined elsewhere [104, 105, 115, 222].
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4.3.1 Electrical Problem Definition

Themain quantities of interest are the lateral voltage and current distributions within the conductive
layers of solar cells. A theoretical starting point for deriving an electrical model are Maxwell’s
equations [87] in the differential form in SI convention.

∇ ·D = ρ (4.14a)
∇ ·B = 0 (4.14b)

∇× E =
∂B

∂t
(4.14c)

∇×H =
∂D

∂t
+ j (4.14d)

Here,E is the electric field,B the magnetic flux density,D the displacement field,H the magnetic
field intensity, ρ the charge density, and j the current density. Due to the symmetry of second
derivatives [223], the divergence of the curl of any vector field vanishes. Both inhomogeneous
Maxwell’s equations can be put into this identity.

0 = div(rot(H))

= ∇ · (∇×H)

(4.14d)
= ∇ ·

(
∂D

∂t
+ j

)
=

∂

∂t
∇ ·D +∇ · j

(4.14c)⇔ 0 =
∂ρ

∂t
+∇ · j (4.15)

Equation (4.15) is also referred as the continuity equation of electrodynamics. To further proceed,
∂ρ
∂t = jz is used as definition for the current density perpendicular to the conductive layers, which is
the locally generated photocurrent density generated by the solar cell. Using the local conductivity
σ and its integrated inverse resistance R, an equation for the lateral surface current density jxy and
electrical potential Φ can be derived.

0 = jz +∇ · j
xy

0 =

∫
V
jz dV +

∫
V
∇ · j

xy
dV

0 = Iz +

∫
∂V
∇ · j

xy
dΩ (4.16)

0 = Iz −
∫
∂V
σ∆Φ dΩ

0 = Iz − 1

R
∆Φ

⇔ ∆Φ = RIz (4.17)

In the first step an integration over a control volume V with its rim area ∂V = Ω was executed,
in the second step Gauss’s theorem was used, and in the third step Ohm’s law j = σ · E and
the relation E = −∇ · Φ was used. The first summand in Equation (4.16) contains the locally
generated photocurrent, whereas the second summand represents the lateral current within the
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conductive layers (contacts). The final Equation (4.17) is Poisson’s equation for the electrical
potential distribution [88]. The main goal for this section is to solve this equation at any given point
within the solar cell.

4.3.2 Physics within Finite Elements

Within this subsection, the two summands in Equation (4.16) will be determined. The spatially
resolved solution to this equation lays the foundation for the electrical simulation. In order to fulfill
the equation at any point of the solar cell, a two-dimensional discretization is used. The used
meshing algorithm is described in Section 4.1. In Figure 4.9 a visual representation of the electrical
model is given. For better visualization only quadratic finite elements are shown. However, the
base area of the elements can have any convex polygonal shape. The current paths within one finite
element can be divided into two different sections. One is the current generation (green arrows)
and the other ones are the current transport paths on the front (blue arrows) and back side (red
arrows). These current paths directly correspond to the two summands in Equation (4.16) and are
examined in more detail in the following two paragraphs.

  

Φfront
k

Rsh
k

Rs
k

Ifront
k,n

 

Ish
k

Φback
k

Iback
k,n

Iph
k Id

k

Inet
k

 

 

Rfront
n4,k

Rfront
n3,k Rfront

n1,kRfront
k,n1

Rfront
k,n2

Rfront
k,n3

Rfront
k,n4

Rback
n3,k Rback

n1,kRback
k,n1

Rback
k,n2

Rback
k,n3

Rback
k,n4

Figure 4.9: The electrical part of the finite element model consists of a single-diode equivalent-circuit model (green
arrows) and current paths along resistors on the front (blue arrows) and back side (red arrows) [107]. For
clarity reasons only quadratic finite elements are shown.

4.3.2.1 Net Generated Current within Finite Elements

Each finite element k is at a constant temperature T and consists of an electrical front and back
potentialΦk

front andΦk
back. Between those two potentials, a single-diode equivalent circuit is placed,

which generates the net current Iknet. Besides a voltage-independent generated photocurrent Iph, it
contains two interior resistances for series Rs and shunt Rsh, and a diode with a reverse saturation
current I0 and a diode factor nmat

d .
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The optical factor foptics defined in Section 4.2 is used in order to reduce the perfectly generated
photocurrent Iph

′ to the actually generated photocurrent Iph = foptics · Iph
′ by accounting for

the optical behavior. With this linear dependence of Iph, a light-dependency of semiconductor
properties is neglected. However, a direct device level impact of the overlying optics on the totally
generated current is achieved. The total net generated current Iknet across the k-th element is given
by the sum of the photocurrent Ikph and both voltage-dependent diode current Ikd and shunt current
Iksh. Besides the damping of the optical effects on the reduced photocurrent, a strong dependency
on the voltage drop Vk = Φk

front − Φk
back can be observed. In general Iknet can be either positive

or negative and is determined from Equation (2.21) via the implicit form of the single-diode
equivalent-circuit model.

Iknet =− foptics · Iph

+ I0 ·

(
exp

(
qe ·
(
Φk

front − Φk
back − IknetRs

)
nmat

d kBT

)
− 1

)

+
Φk

front − Φk
back − IknetRs

Rsh
, (4.18)

Here kB is the Boltzmann constant and qe the elementary charge. In order to express the implicit
Equation (4.18) as an explicit formulation [112, 224] the Lambert W function [110] is used.

Iknet

(
Φk

front,Φ
k
back

)
=
nmat

d kBT

qeRs
· W (fLam)

+
1

Rs +Rsh
·
(

Φk
front − Φk

back −Rsh · (foptics · Iph + I0)
)
, (4.19)

whereW (x) is the Lambert W function and

fLam =
qeI0RsRsh

nmat
d kBT · (Rs +Rsh)

· exp

qeRsh ·
(
Rs · (foptics · Iph + I0) + Φk

front − Φk
back

)
nmat

d kBT · (Rs +Rsh)

 . (4.20)

The Lambert W function W (x) is defined for arguments x > −1
e . Finally, it remains to be

clarified how the function value L of the Lambert W function is calculated numerically efficiently.
This work uses Halley’s method [225] to iteratively approximate its value. As an initial guess the
approximation

L0 =
3

4
log(x+ 1) (4.21)

is used. With the help of the first and second derivatives, the interation rule

Li+1 = Li −
LieLi − Li

eLi(Li + 1)− (Li + 2)
LieLi − Li

2Li + 2

(4.22)

can be derived. It is iteratively executed
⌈

1
3 log10(x)

⌉
times with a minimum of four iterations. This

ensures a sufficiently precise accuracy for double precision with a 52 bit long mantissa [111, 226].
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An implementation of the calculation of the Lambert W function in C# is shown in the following
code block. It computes the first branch of the Lambert W function from real input values.

1 double LambertWfunction(double x)
2 {
3 // Lambert W is not defined for values < -exp(-1)
4 if (x < -Math.Exp(-1))
5 throw new Exception("Lambert W function is not defined for " + x);
6
7 // determine number of iterations (empirically found)
8 int maxIterations = Math.Max(4, (int)Math.Ceiling(Math.Log10(x) / 3));
9
10 // set a rough initial guess
11 double w = 3 * Math.Log(x + 1) / 4;
12
13 // Iteratively use Halley’s method via Equation (5.9) in R. M. Corless

et al., Advances in Computational Mathematics 5, 329-359 (1996)
14 for (int i = 0; i < maxIterations; i++)
15 {
16 double exp = Math.Exp(w);
17 w = w - (w*exp-x) / (exp * (w+1) - (w+2) * (w*exp-x) / (2*w+2));
18 }
19
20 return w;
21 }

It was written to work efficiently and fast and takes about 132 ns on average for numbers between
0 and 108 on a Microsoft Windows 10 machine (Version 10.0.17763 Build 17763) with an Intel
i9-9900K processor with 8 physical cores running on 3.60 GHz and a physical RAM of 32 GB.

4.3.2.2 Transport Resistances to Neighbor Elements

As shown in Figure 4.9, every finite element k is electrically connected at the front and back side
to each of its neighbors n out of its set of neighbors N (k). The connecting resistances are split
into two separate resistors Rk,n and Rn,k, where the first one belongs to the k-th finite element
and the second one to the n-th element. Across these resistances at the front and back side, the
currents Ik,nfront and I

k,n
back can flow from one finite element to a neighboring element. The splitting

of the connection resistance into two separate resistors allows to easily implement transitions from
non-grid elements to grid elements, as seen in Figure 4.10. Most elements in a meshing domain of a
thin-film solar cell are non-grid elements. Hence, only a TCO layer contributes to the conductivity
to neighboring elements. However, for grid elements, charge carriers can be guided via the TCO
layer or alternatively via a typically much better conducting grid layer. In this work, a parallel
circuit of the TCO resistance Rk,nTCO and grid resistance Rk,ngrid is assumed.

Rk,n =


Rk,nTCO k is non-grid element

Rk,n
TCO·R

k,n
grid

Rk,n
TCO+Rk,n

grid

k is grid element
(4.23)
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Figure 4.10: For non-grid elements (right hand side) there is only a single TCO resistor connecting the the k-th element
with the n-th. However, for grid elements (left hand side) the TCO resistor and the grid resistor are put
into a parallel circuit. This method assumes no contact resistance between the TCO and grid layers.

This way, no contact resistance between both layers is taken into account. If one wants to take this
effect into account, an additional potential is needed on each side of the solar cell, which results in
a much longer time to solve the equation system. Although it can be easily implemented [169], it
will turn out that it is not needed to model a vast majority of the physically produced cells.

Determination of Finite Element Transport Resistances

The final step to accomplish the determination of the electrical transport resistances is to cal-
culate the single resistors within a finite element of each layer Rk,nlayer.

Both resistors within the grid and TCO are calculated via

Rk,nlayer = ρlayer ·
‖xk − xn‖

2Alayer
(4.24)

with the specific resistance ρlayer of the corresponding layer, the cross-section area Alayer, and the
distance ‖xk − xn‖ between the k-th and the n-th element. This is geometrically visualized as
the orange volume in Figure 4.11. Rk,n only reaches to the border of the Voronoi cell. Since this
border line is exactly in the middle of the two elements due to the Voronoi construction, the factor
1
2 is introduced in Equation (4.24). The cross-section area Alayer is calculated via the the shared
border length |∂ωk ∩ ∂ωn| of the Voronoi boundaries of the k-th and the n-th elements’ base areas
ωk and ωn and the corresponding layer thickness dlayer.

Alayer = dlayer · |∂ωk ∩ ∂ωn| (4.25)

In Appendix B, it will be demonstrated that this way of calculating the transport resistances is the
proper way and represents the correct physical behavior.
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Figure 4.11: The two finite elements k and n share the common border |∂ωk ∩ ∂ωn|. This length together with the
layer thickness dlayer and the distance between both central mesh points |xk − xn| is used to determined
the transport resistance Rk,n

layer.

4.3.3 Equation System

Once all required principles within a finite element are know, it is at the time to assemble the
deduced findings. The aim is to derive a single equation for each electrical potential within a finite
element. Therefore, two equations for each element will be determined, one at the front potential
Φk

front and one at the back potential Φk
back. Since each equation will be linked to the neighboring

potential via the current flux, a coupled equation system will be the result.

4.3.3.1 Physical Motivation and Deduction

The process of solving Poisson’s Equation (4.17) for each finite element is the basic idea of the
electrical simulation. The equation can also be derived via Kirchhoff’s current law [227], which
states that summing up all currents

∑
i Ii at any node in the circuit equals zero. This law is applied

at Φk
front and Φk

back in Figure 4.9.

0 =
∑

n∈N (k)

Ik,nfront

(
Φk

front,Φ
n
front

)
+ Iknet

(
Φk

front,Φ
k
back

)
(4.26a)

0 =
∑

n∈N (k)

Ik,nback

(
Φk

back,Φ
n
back

)
− Iknet

(
Φk

front,Φ
k
back

)
(4.26b)

Therefore, all finite elements simultaneously act as current source due to Iknet and as a discretized
computation point for the meshing domain. Using Ohm’s law and the above derived expressions
for the transport currents and generated currents, the final coupled equations for the FEM can be
obtained.

0 =
∑

n∈N (k)

Φk
front − Φn

front

Rk,nfront +Rn,kfront

+ Iknet

(
Φk

front,Φ
k
back

)
(4.27a)

0 =
∑

n∈N (k)

Φk
back − Φn

back

Rk,nback +Rn,kback

− Iknet

(
Φk

front,Φ
k
back

)
(4.27b)
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As for every equation system, boundary conditions for some elements are needed. Figure 4.1 shows
that the cell is operated at the voltage Vop. This voltage is applied to one or multiple external cell
contacts, both at the front and back side of the solar cell. All finite elements that are connected
to the external contact belong to the set Efront or Eback and receive the following corresponding
boundary conditions.

Φk
front = Vop (4.28a)

Φk
back = 0 (4.28b)

However, if a contact resistance Rcont,k at the k-th element between the external cell contact and
the virtually attached cable is assumed the boundary conditions transform to

0 = Rcont,k
front ·

 ∑
n∈N (k)

Φk
front − Φn

front

Rk,nfront +Rn,kfront

+ Iknet

(
Φk

front,Φ
k
back

)+ Φk
front − Vop (4.29a)

0 = Rcont,k
back ·

 ∑
n∈N (k)

Φk
back − Φn

back

Rk,nback +Rn,kback

− Iknet

(
Φk

front,Φ
k
back

)+ Φk
back. (4.29b)

In this general formulation the case of no contact resistance is included as well.

4.3.3.2 Matrix Formulation of FEM Problem

For several aspects a closed matrix formulation has certain advantages although it seems to be not
very transparent at first glance. With the help of the vector of all potentials Φ, the vector of all
generated currents Inet(Φ), and the conductivity stiffness matrixG, Equations (4.26a) and (4.26b)
can be rewritten into a single equation.

0 = G · Φ + Inet(Φ) (4.30)

Since for a meshing domain with N elements, 2N electrical potentials have to be considered, the
definitions i′ =

⌊
i
2

⌋
and j′ =

⌊
j
2

⌋
will be used in the following. The vector of all front and back

potentials is then given by

Φ =



Φ0
front

Φ0
back
...

ΦN
front

ΦN
back


(4.31)

or equivalently

(Φ)i =

{
Φi′

front i is even
Φi′

back i is odd.
(4.32)
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Further, the vector of generated currents Inet(Φ) within each finite element is defined as

(Inet(Φ))i =


Vop i is even ∧ i′ ∈ Efront

0 i is odd ∧ i′ ∈ Eback

(−1)i · Ii′net else.
(4.33)

Here the simplified boundary conditions (4.28a) and (4.28b) have been implemented and the term
(−1)i accounts for the sign in equations (4.26a) and (4.26b). Finally, the conductivity stiffness
matrixG results in

(G)ij =



−1 i is even ∧ i′ ∈ Efront ∧ i = j

− 1

Ri
′,j′

front +Rj
′,i′

front

i is even ∧ i′ /∈ Efront ∧ j′ ∈ N (i′)

∑
j′ ∈N (i′)

1

Ri
′,j′

front +Rj
′,i′

front

i is even ∧ i′ /∈ Efront ∧ i = j

0 i is odd ∧ i′ ∈ Eback ∧ i = j

− 1

Ri
′,j′

back +Rj
′,i′

back

i is odd ∧ i′ /∈ Eback ∧ j′ ∈ N (i′)

∑
j′ ∈N (i′)

1

Ri
′,j′

back +Rj
′,i′

back

i is odd ∧ i′ /∈ Eback ∧ i = j

0 else.

(4.34)

Multiplying out Equation (4.30) with the definitions (4.32), (4.33), and (4.34), Equations (4.27a)
and (4.27b) can be received, which shows the equality of both formulations.

4.3.4 Simulating the Module Interconnect

As described in Section 2.5, for thin-film solar cells a monolithic module interconnect is often used.
To simulate this electrical behavior three new finite elements with different equivalent electrical
circuits are introduced. They are shown in Figure 4.12 in green (P1), blue (P2), and pink (P3).
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Figure 4.12: One-dimensional model for a monolithic module interconnect as shown in Figure 2.9 [228]. The current
IkP2 connects the front of the first cell with the back of the next cell. IkP1 and IkP3 model shunt currents
across the trenches.
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The equivalent circuitry is described in the following. Finite elements in the regular cell area or
within the gaps contain the standard setup as described in Section 4.3.2. However, elements within
the P1 and P3 areas lack the current generation term Iknet since there is no operative p-n junction
present. Moreover, the back resistances of P1 elements and the front resistances of P3 elements
are determined by the conductivity of the absorber layer and the conductivity of air and potential
defects like particles, respectively. They therefore have a low conductivity. For the P1 resistances,
this is mostly due to the expanded space charge region into the P1 gap [137]. For elements within
a P2 region the horizontally flowing current typically flows from the front to the back side via
the TCO-filled P2 gap. This transfer current in the k-th element is named IkP2 and is dominantly
dependent on the horizontal transport resistance of the TCO rtransp

P2 within the thickness of the
absorber layer dabsorber and the contact resistance rcont

P2 between the TCO and the back contact
layer.

IkP2

(
Φk

front,Φ
k
back

)
=

Vk

Rtransp
P2 +Rcont

P2

=
Φk

front − Φk
back

ρtransp
P2 dabsorber ω

−1
k + rcont

P2 ω−1
k

(4.35)

The described arrangement enables to correctly simulate all relevant currents within a monolithic
module interconnect, which is mainly given by IkP2. Moreover, shunt currents across the absorber
layer in P1 IkP1 and across the gap in P3 (typically air) IkP2 can be simulated as a loss current.
Combined with the Equations (4.27a) and (4.27b), the current IkP2 yield the following coupled
equation system.

0 =
∑

n∈N (k)

Φk
front − Φn

front

Rk,nfront +Rn,kfront︸ ︷︷ ︸
front currents Ik,nfront

+


Iknet

(
Φk

front,Φ
k
back

)
k-th FE is in cell region

0 k-th FE is in P1 or P3 region
IkP2

(
Φk

front,Φ
k
back

)
k-th FE is in P2 region

(4.36)

0 =
∑

n∈N (k)

Φk
back − Φn

back

Rk,nback +Rn,kback︸ ︷︷ ︸
back currents Ik,nback

−


Iknet

(
Φk

front,Φ
k
back

)
k-th FE is in cell region

0 k-th FE is in P1 or P3 region
IkP2

(
Φk

front,Φ
k
back

)
k-th FE is in P2 region

(4.37)

Since modules typically span across a large area, techniques of minimizing the required amount of
finite elements have to be used. Under the assumption of a sufficiently good homogeneity, periodic
boundary conditions can be set in order to decrease the effectively simulated area. Both directions,
perpendicular and parallel to the interconnect trenches, will be discussed in the following. Shrinking
the simulation area by a reducing factor perpendicular to the module interconnect is a comparably
trivial task. The smallest periodic structure needs to be determined, which is mainly given by the
grid pattern. The simulation can then be limited to this area. Afterwards, the generated current
must be multiplied with the reducing factor. Without any grid, the simulation could even be
accomplished by a one-dimensional simulation along the current flow and afterwards extruded into
the missing direction.

Decreasing the simulation area in the parallel direction, however, requires a more sophisticated
approach. Basically periodic boundary conditions need to be implemented. Using this procedure,
only one cell as shown in Figure 4.12 needs to be electrically simulated starting from the regular
cell area until the P3 trench. Each finite element at the right edge of a P3 region is allocated to a
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corresponding element bordering the cell area on the left side to satisfy periodicity requirements.
Within these elements the equations to be solved are given by

0 = ΦP3
front − Φcell

front − Vop (4.38a)
0 = ΦP3

back − Φcell
back − Vop. (4.38b)

This ensures an equally large voltage drop from front to back side, which is needed to set multiple
cells together to one module. Simultaneously the transition from a high potential at P3 to a low
potential within the cell region is accomplished.

4.3.5 Solving the Non-linear Equation System

All necessary equations that construct the equation system have been physically motivated and
deduced in the previous sections. In short, Equations (4.27a) and (4.27b) are used for finite
elements within the regular cell area or the interconnect gap areas gap12 and gap23. For modules
the current Iknet is replaced with Equation (4.35) within P2 elements and vanishes for P1 and P3
elements. As boundary conditions Equations (4.29a) and (4.29b) are used. Especially due to the
diode equation in (4.19) these equations lead to a highly non-linear equation system of N finite
elements.

0 =



F front
0

(
Φ0

front,Φ
0
back, {Φn

front|n ∈ N (0)}
)

F back
0

(
Φ0

front,Φ
0
back, {Φn

back|n ∈ N (0)}
)

...
F front
N

(
ΦN

front,Φ
N
back, {Φn

front|n ∈ N (N)}
)

F back
N

(
ΦN

front,Φ
N
back, {Φn

back|n ∈ N (N)}
)


= F

(
Φ0

front,Φ
0
back, · · · ,ΦN

front,Φ
N
back

)
= F (Φ) (4.39)

Here F (Φ) is the residual function. The method for solving the equation system is to find the
root of F (Φ). Because of the non-linearity, iterative numerical solvers are needed to efficiently
solve the system. Within this work the Newton-Raphson method [113, 229] is used. This root-finding
algorithm requires the first derivative of the given residual function with respect to the variables
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Φ. Since the residual function is a vector, the derivative results in a matrix, which is called the
Jacobian matrix JF (Φ) of the residual F (Φ).

JF (Φ) := gradΦ F (Φ) =



∂F front
0

∂Φ0
front

∂F front
0

∂Φ0
back

· · · ∂F front
0

∂ΦN
front

∂F front
0

∂ΦN
back

∂F back
0

∂Φ0
front

∂F back
0

∂Φ0
back

· · · ∂F back
0

∂ΦN
front

∂F back
0

∂ΦN
back

...
... . . . ...

...

∂F front
N

∂Φ0
front

∂F front
N

∂Φ0
back

· · ·
∂F front

N

∂ΦN
front

∂F front
N

∂ΦN
back

∂F back
N

∂Φ0
front

∂F back
N

∂Φ0
back

· · ·
∂F back

N

∂ΦN
front

∂F back
N

∂ΦN
back



(4.40)

Using JF (Φ), the residual F (Φ) can be linearly approximated with a first order Taylor series [230]

at a given input vector Φi.

F (Φ) = JF (Φi) · Φ + F (Φi)− JF (Φi) · Φi (4.41)

Since the root of F (Φ) is of interest, it is set to zero and the equation can be solved for Φ, which
is the iteratively next approximation Φi+1 for the actual root.

Φi+1 = Φi − JF
−1 (Φi) · F (Φi) (4.42)

Using this iteration instruction, the root of F (Φ) can be approximated. However, since inverses of
large matrices are numerically time-consuming, the linear equation system

JF (Φi) ·∆Φ = F (Φi) (4.43)

is solved instead, where the difference vector ∆Φ is given by Φi − Φi+1. To efficiently solve this
kind of large equation system, biconjugate gradient methods [231] with an incomplete lower–upper
(LU) decomposition [232] as preconditioner are used within this work.

The only issue that remains to be addressed, is the initial guess Φ0. Because of the expected
electrical potentials within a monolithically interconnected module, the following initial guesses
for front and back potentials are used.

Φk
front,init =

{
Vop k-th element in cell, P1, gap12, P2, or gap23 region
2Vop k-th element in P3 region

(4.44a)

Φk
back,init =

{
−Vop

10 k-th element in cell or P1 region

Vop − Vop

10 k-th element in gap12, P2, gap23, or P3 region
(4.44b)

The empirical term −Vop

10 gives the simulation more numerical stability, because it avoids zeros
within Φ, which often leads to instabilities. Finally the solution vector Φ and hence, every front
and back potential Φk

front and Φk
back can be calculated. From this vector any other property of the

solar cell can be derived. These applications will be the topic of the next section.
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4.4 Resulting Characteristics of the Digital Model

Having calculated the vector Φ of all front and back potentials within the solar device, all other
characteristics including potential and current distributions, I–V curves, and PCEs can be deduced.
These applications will be the topic of this section.

4.4.1 Spatially Resolved Potential and Current Distributions

Figure 4.13: Back and front potentials within a solar cell. The external cell contact is located in the bottom center of
the white grid stripe. Starting from this point, the back potential decreases. The front potential however is
flat along the grid pattern but increases with rising distance to the grid as well.

All front and back potentials can be spatially plotted to receive an electrical potential distribution
across the cell for the physical equilibrium state. This has been plotted in Figure 4.13 in combination
with a visual model of the cell. Black areas on themodel mark active cell regions, whereas the white
stripes show a grid pattern on the front side. In this example the back side is covered by a metallic
contact layer resulting in a comparably flat parabolic potential distribution. The front potential
stays flat along the well conducting grid lines, but increases rapidly with increasing distance to
the grid within the TCO area. The operating voltage of the cell is Vop = 0.618 V. However, the
local voltage drop for most finite elements is due to the increasing voltage distribution larger than
Vop. A histogram of the internal voltage drops of all finite elements is shown in Figure 4.14. A
accumulation just above Vop can be seen. These are mainly elements located on the grid pattern.
Most of the elements experience a larger internal voltage drop up to 0.04 V. This results in an
around 10% lower net generated current Iknet within these elements (black line in Figure 4.14).
Spatially resolved intra-device voltage distributions have been experimentally measured [104, 105]

and their parabolic voltage increase is in accordance with the shown simulated voltage behavior.
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Figure 4.14: Histogram of the internal voltage drop of all finite elements of the cell in Figure 4.13. The lowest occurring

voltage drop is at 0.618V, which is the operating voltage Vop. All other elements consist of a higher
voltage drop producing a lower amount of current as indicated by the black line.

According to Equations (4.29a) and (4.29b), the transport currents between two finite elements can
be calculated with the help of the given potentials and resistances. For a better visualization, all
currents of an element are vectorially summed up yielding a single resulting current direction and
magnitude for each element. This current flux distribution on the front side is shown in Figure
4.15 as a vector plot in black. It is noticeable that all arrows point perpendicular to the contour
lines of the voltage distribution. This feature is in accordance with the principle of the path of least
resistance. Therefore, most of the current first flows to the closest metallization grid line. Taking
advantage of the lower sheet resistance, the current direction then follows the grid structure until
reaching the external cell contact.
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Figure 4.15: Current distribution of the cell in Figure 4.13. The arrows represent the direction of the front current, which
is always perpendicular to the electrical potential. As the potential on the grid structure is comparably low,
the grid lines act as highways for the electrical current.

So far only electrical quantities within single cells have been investigated. With Figure 4.16, the
attention will now be focused on the spatially resolved voltage distribution of a periodic module
element. On the bottom side, all defined regions are color-marked to identify the type of each
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spatial area. The left hand side is a regular cell region as it was described in the text above.
The right hand side includes the module interconnect, which consists of the three trenches P1,
P2 and P3 and spacing regions gap12 and gap23 in between. Periodic boundary conditions from
Equations (4.38a) and (4.38b) have been applied to this setup. Within the cell area, the same
parabolic behavior of the electrical potentials as in a standard cell can be observed. Along the P1
trench however the back contact is interrupted, resulting in a strong increase of the back potential
towards the front potential. Within the entire P2 region the front and back sides of the elements are
only separated by the transport Rtransp

P2 and contact resistance Rcont
P2 according to Equation (4.35).

Since these resistances are typically comparably low, both potentials nearly touch each other. Most
of the current is delivered from the back to the front side in this region. While the back potential
stays on roughly the same value across the P3 trench, the front potential drastically increases due
to the potential of the next following cell, as required by the periodic boundary conditions.

Figure 4.16: Back and front potentials within a periodic element of a solar module. A prominent feature is the presence
of nearly touching front and back potentials within the P2 region. Moreover, across P1 and P3 the potentials
have a strong slope due to the periodic boundary conditions.

4.4.2 Opto-electronic Properties of the Solar Device

The actual performance of solar cells and modules is determined by the finally produced electrical
power. In this section all opto-electronic characteristics will be derived from the potential and
current distributions. These might be the external characteristic I–V curve, the voltage-dependent
power, or the total PCE.

4.4.2.1 Total Current and Power of the Solar Device

The key elements for all electric analyses are the operating voltage Vop and produced current Iout at
the device. The voltage is already known as it is a key part of the boundary conditions, regardless of
whether the cell boundary conditions (4.29a) and (4.29b) or module conditions (4.38a) and (4.38b)
are considered. However, the corresponding totally generated current needs to be determined

55



4 Modeling Solar Devices – Optical and Electrical Simulation Methods

from the current distribution. For cells it can be easily calculated as the sum over all individually
generated currents within all finite elements from the set of all elements K.

Iout (Vop) =
∑
k∈K

Iknet (4.45)

For modules however the above equation does not hold since shunt currents across P1 and P3 feed
back charge into the cell. This mechanism wastes the produced power because the current is not
guided towards the external contact. A more sophisticated approach for the totally generated power
within modules is the sum over all incoming currents at all external front contact elements Efront.

Iout (Vop) =
∑

k∈Efront

Iknet −
∑

n∈N (k)

Ik,nfront

 (4.46)

Since the contact element itself can produce current as well, the term Ik,nfront is added to the sum.
Equation (4.46) is valid for both modules and cells, which is why it will be used throughout this
entire work.

4.4.2.2 I–V Characteristic of the Solar Device

As an I–V curve reveals most of a solar device’s characteristic information, a way of obtaining these
curves needs to be implemented in the software. Basically the operating voltage Vop within the
boundary conditions of the simulation is varied and the corresponding generated current Iout (Vop)
is plotted as a function of Vop. This can be seen as black line in Figure 4.17 for the cell introduced
in Figure 4.13. For comparison the input I–V characteristic of the internal semiconductor as would
be obtained from a drift-diffusion simulation is shown in gray. The calculated cell characteristics
indicate the effects of the contacts. A decrease of the short-circuit current due to optical effects and
a FF decrease due to ohmic losses can be observed. In summary, the simulation presented in this
section generates a real measurable I–V curve from a semiconductor characteristic curve. Both red
lines are the product of current and voltage leading to the effectively produced power. Since the
produced current has a negative sign, the produced power is negative as well. The voltage at the
minimum of the curve is called maximum power voltage V MPP

op . A distinct difference of the V MPP
op

of both curves is clearly visible. This difference is mainly due to electrical cell losses and will be
addressed in Section 6.2.7. How to find V MPP

op will be the topic of the next paragraph.

4.4.2.3 MPP Tracking and Power Conversion Efficiency of the Device

To apply the appropriate voltage V MPP
op in order to simulate the device at its MPP, a gradient

free optimization method is needed. Within this work, a one-dimensional version of the downhill
simplex algorithm [233] is usedwith the optimization function Iout (Vop), the corresponding variable
Vop, and the empirical initial guess Vop = 19

20Voc. The produced power PMPP
out at the MPP is

determined via

PMPP
out = V MPP

op · IMPP
out . (4.47)
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Figure 4.17: Simulated I–V curve of the cell in Figure 4.13. In gray the initial I–V curve of the semiconductor is plotted,
which is used as an input for the simulation. Isc and FF losses can be seen in the cell characteristic. The
red curves represent the produced power.

To receive a device efficiency, the optical input power Pin needs to be determined via the integral
over the spectral irradiance s(λ) over the entire input spectrum. Finally, the PCE is given as the
fraction of both power calculations.

PCE =
PMPP

out

Pin
=
V MPP

op · IMPP
out (Vop)∫

R+ s(λ) dλ
(4.48)

4.5 Fitting Experimental Data

The methodology of this chapter allows to simulate I-V data for a given voltage and therefore
at arbitrary, discrete points. As for experimentally created data, simulated data also need to be
processed by regression within the single-diode equivalent-circuit model in order to further analyze
it. However, a fitting procedure with highly non-linear input data is very sensitive to the fitting
parameters.Moreover, fitting characteristic I–V curves of solar devices suffer frommutual influence
of the fitting parameters and their non-uniqueness [234]. Therefore, for traditional fitting procedures,
a sophisticated initial guess is required [235]. In the past years, fitting oblique asymptotes [236],
artificial neural networks [237, 238], generic algorithms [239], or particle swarm approaches [240] have
been used for this task, showing the complexity of extracting diode parameters from experimental
IV data.

Due to the addressed non-linearity and the fact that the fitting parameters can differ in several
orders of magnitude, a numerically robust algorithm needs to be applied [111]. This short procedure
explains how data is fitted within this work and is subdivided into two sections. First, an initial
guess for the start values of the fitting parameters is calculated and afterwards the actual fitting
algorithm is performed. The initial guess for the fitting algorithm is obtained by the following
procedure.

1. In order to smooth the data and not be sensitive to outlier data and noise, a cubic Savitsky-
Golay filter [241] with a window size of 9 is applied to the experimental data. Moreover,
to put the data in the appropriate quadrant, the current values are eventually multiplied by
(−1).
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2. A rough estimation for the MPP is given as the discrete data point with the maximum power
calculated via Pi = Vi · Ii.

3. From the last data point with a negative current and the first data point with a positive current,
the open-circuit voltage Voc is estimated by linear interpolation. In case of only negative
currents it is calculated via Voc = 1.2 · VMPP.

4. The diode ideality factor is calculated via nd = 2 · Voc
Volt .

5. A linear fit with all data points with a voltage below 20% of Voc is performed. Its inverse
slope is taken as the shunting resistance Rsh and the y-intercept as the photocurrent Iph.

6. The five data points with the largest voltage are fitted linearly. The inverse slope of the
regression is taken as the initial guess for the series resistance Rs.

7. As a last step, the reverse saturation current is calculated via the diode equation (4.18) at the
voltage V = Voc and hence I(Voc) = 0 via the term I0 =

Iph−Voc/Rsh

exp(qeVoc/(ndkBT ))−1 .

After calculating start values for all five fitting parameters, a Levenberg–Marquardt algorithm
[242, 243] is used in order to perform a regression to all data points. This algorithm requires a gradient
and therefore partial derivations with respect to all 5 fitting parameters. They can be calculated
via the Lambert W function. The initial guesses for the photocurrent and the shunt resistance are
typically rather precise. Therefore, in a first run, only I0, nd, and Rs are fitted. Although the
achieved fit usually matches the data points very well after this run, a second Levenberg–Marquardt
run is executed with all five fitting parameters. An executable version of this fitting algorithm can
be found under https://github.com/Pixel-95/SolarCell_DiodeModel_Fitting.
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Figure 4.18: Example I–V curves for fitting. Graph a) shows a linear plot, while graph b) has the same data but semi-
logarithmic axis. In different regions of the I–V curve, different fitting parameters dominate the behavior
of the curve.

An example of this procedurewith arbitrary units can be seen in Figure 4.18. Graph a) shows a linear
plot, while graph b) shows the same data in a semi-logarithmic plot. The green lines represent
the initial guess of the I–V curve, as described above. Afterwards, the Levenberg–Marquardt
algorithm is executed, which has the red line as a result. Within the semi-logarithmic plot, three
distinct regions can be detected. In each of them, one fitting parameter is dominant and significantly
influences the behavior of the curve. In the lower region the shunt resistance is dominant, at the kink
the ideality factor is the prevalent parameter and on the top part the series resistance determines
the slope of the curve.
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4.6 Simulating Day Yield for a Solar Device

Another difficulty in the extraction of single-diode equivalent-circuit model parameters (also known
as diode parameters) is their mutual dependency on each other. For example, changes in j0 or nd

have virtually the same effect on the I–V curve within a certain range. This yields a range of almost
equally suitable parameter sets. Figure 4.19 shows the color-coded reciprocal sum of all squared
residuals χ2 with respect to fitted data points. On the dark green diagonal path through the plot,
the regression curve fits almost equally well although j0 varies within several orders of magnitude.
Fitted diode parameters should therefore be handled with care, since a mathematical optimum of
the regression is not necessarily equivalent to physical reality. The resulting solar cell parameters
Voc, jsc, and FF however do not strongly depend on this uncertainty of the fit and therefore, should
be used as comparative parameters.
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Figure 4.19: Quality of a fit to the single-diode equivalent-circuit model. The color code represents the reciprocal sum
of all squared residuals with respect to fitted data points. As indicated by the dark green area, multiple
fitting parameter combinations are mathematically suitable. Thus, the optimum of this function is only an
approximation to the correct physical equation.

4.6 Simulating Day Yield for a Solar Device

So far, this chapter has explained how power outputs and efficiencies of solar devices can be
calculated by simulation. However, in application the value of interest is the daily or yearly yield
instead of a laboratory efficiency. This section gives a brief explanation of a method for calculating
the daily yield from the PCE of the cell and the meteorological environment data.

4.6.1 Calculating the Solar Position

To be capable of forecast simulations, an algorithm for predicting the solar position in the terrestrial
sky is needed. Knowing the azimuth angle α and the elevation angle θ, the two relevant optical
features can be implemented. On the one hand, this is the additional atmospheric scattering due
to the enlarged path through the atmosphere and on the other hand, the effect of a tilted angle
of incidence relative to the mounted angle of the solar module can be given as an input into the
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optical model. Only the level of cloud covering during the day needs to be assumed or fed into
the simulation. Effects of a changing temperature due to different irradiances mainly affect the
module behavior on the semiconductor level and are therefore implemented at the input side for
this simulation via a drift-diffusion model.

Many algorithms have been published to determine the solar position of a given location on earth
with its latitude ξ and longitude ζ at the local day time t [244, 245, 246, 247]. This work uses a simple
yet effective and time-efficient method of calculating the Sun’s angular position in the sky [248, 249].
The error of the finally calculated solar angles are smaller than 0.01◦ within the years 1950 to 2050
[250], which is by far of sufficient accuracy for the yield algorithm in this work. In this algorithm the
two main auxiliary variables are the hour angle of given position τ(ζ, t) and the Sun’s declination
angle

δ = arcsin
(

sin(ε) sin(Λ)
)
, (4.49)

where ε is the axial tilt of the earth with respect to the ecliptic plane, also called obliquity of ecliptic
and Λ is the ecliptic longitude of the Sun and can be obtained from the equation of the center of
the earth around the Sun. Using these two angles and the geographical latitude ξ, the two spherical
angles of the Sun’s position can be calculated. The azimuth angle α is determined via

α = arctan

(
sin(τ(ζ, t))

cos(τ(ζ, t)) sin(ξ)− tan(δ) cos(ξ)

)
(4.50)

and the actual elevation angle θ0 is given by

θ0 = arcsin
(

cos(δ) cos(ξ) cos(τ(ζ, t)) + sin(δ) sin(ξ)
)
. (4.51)

Due to the effect of refraction within the terrestrial atmosphere, the elevation of the sun is optically
seen at a different angle. This effect can be corrected by an approximation, revealing the optically
visible elevation angle θ.

θ = θ0 +
1.02

60 tan
(
θ0 + 10.3

θ0+5.11

) (4.52)

Using the above described algorithm the solar position can be calculated at any given location on
earth at any point in time, which can be used to create yearly sun path diagrams. Such a diagram is
shown exemplarily in Figure 4.20 for the German city Munich in a Cartesian coordinate system.

4.6.2 Daily Power Integration of the Solar Device

To get the generated power over the course of a day, the momentarily produced power P has to be
converted into a daily yield. For this purpose, all daytime hours from sunrise to sunset are split into
smaller time steps ∆ti, typically one or five minutes. For each time step, a FEM is executed under
the given external conditions like illumination intensity and device temperature, which results in
the generated power Pi. Finally, the entirely produced energy Eday is calculated as the integral
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Figure 4.20: Sun path diagram ofMunich. Using the geographical latitude ξ and longitude ζ this diagram can be created
via varying the local day time within the algorithm described in the main text.

over the momentary power. This integral can be approximated by the finite summation of all time
steps i.

Eday =

∫ tset

trise

P dt ≈
∑
i

Pi ·∆ti (4.53)

4.6.3 Yearly Power Integration of the Solar Device

In principle, for the generated power within the time of one year, the same procedure as in the daily
integration could be used. However, due to the long time interval and the therefore many discrete
time steps this method would exceed any reasonable runtime to calculate. Therefore, more efficient
methods need to be implemented. One way is to process yearly meteorological data upfront. Yearly
data within this thesis was gathered from typical meteorological year (TMY) data averaged from
2005 to 2020 from the PVGIS-ERA5 data set [251] at one hour time steps. This dataset also includes
typical atmospheric effects like cloudcover for the given location. The around 140000 individual
data points are sorted into bins i according to their illumination intensity P in

i , typically of the size
of 10 W/m2. For each bin, a FEM simulation is performed and the calculated momentary power
is multiplied with the amount of hours hi under this illumination. Afterwards, each energy within
each bin is summed up to receive the entire yearly yield.

Eyear =
∑
i

hi · P in
i (4.54)

Using this methodology, simulations for equal or similar external conditions can be condensed into
one calculation instead of calculating each of them apart from each other.
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Answering this Chapter’s Guiding Scientific Question

How can characteristic parameters of solar devices be
optically and electrically modeled by numerical
simulations?

To apply numerical methods on solar devices, a spatial
discretization needs to be applied, which divides the
entire device into multiple small finite elements. This
makes the spatial differential equations inside the
semiconductor layer stack solvable for numerical
calculations. Due to the complex physics within solar
devices, multiple physical models need to be linked in
order to receive a holistic model of all physical
effects. Incident light rays obey the Fresnel equations
and result in typical internal thin-film interferences,
which can be modeled by a modified transfer-matrix
method. The subsequent generation of electron-hole
pairs and their collection is well described by an
external drift-diffusion model. Finally, to account for
the lateral electrical transport of the charge carriers
and their resistive collection losses, a Poisson’s
equation solver is appropriate to use. Applying
discrete voltages to the solar device model, the
resulting I-V data can be used to fit solar-module
parameters. All of the above mentioned simulation
methods are implemented into a simulation platform that
is briefly introduced in Appendix A.
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5
Checking for Validity –

Verification of the Digital Device Model

I n the previous chapter, this work’s methodology of simulating thin-film solar devices was ex-
plained. The focus of this chapter is the implementation and verification of the developed

simulation techniques. Electrical and optical experimental data needs to be measured and used
as input for the model. Moreover, a procedure called reverse engineering fitting (REF) is intro-
duced, which calculates backwards from the external cell I–V curve to the internal semiconductor
I–V curve. Having established a digital twin of the solar device enables to forecast I–V curves and
other characteristics. Finally, the relevance of a sophisticated FEM is justified with experiments.

This Chapter’s Guiding Scientific Question

Which input parameters are necessary for the digital model and how precise
are the numerical results of the simulation models in comparison with
experimental verification data?
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5.1 Finding the Input Parameters – Gathering Data
for Simulation Model

This section dealswith the acquisition of experimental input data for the simulation. Predominantly,
four basic properties need to be known. Besides the geometry of the device, the electrical resistivity
data, the optical refractive data, and the internal semiconductor I–V characteristic on the material
level as defined in Section 2.3.4 is needed. All input information is addressed in the following.

5.1.1 Geometrical Data

The spatial data of the solar device in principle is a three dimensional geometry. Since the lateral
expanse of solar devices is typically much larger than the thickness (even for wafer-based devices),
the geometrical data can be split into two different subgroups. The first one is the lateral geometrical
setup containing the physical device dimensions, all regions with grid on top, and for modules the
interconnect regions as well. Secondly, for each defined lateral region, a layer stack is defined, as
seen exemplarily in Figure 5.1. This determines the optical model due to reflection and parasitic
absorption and the electrical behavior via transport properties. Within this work, all layers are
considered for the optical model. However, for the electrical model, only the absorber layer, both
contact layers and both optional grid layers are taken into account. Considering the buffer layers
electronically (green layers in scanning electron microscope (SEM) picture in Figure 5.1), requires
the usage of drift-diffusion models.

Figure 5.1: SEM cross section of a CIGS thin-film cell. On the left side, the different layers are colored. The back
contact is colored in gray, the absorber material in orange, both buffer layers in different shades of green
and the front contact in blue.

The exact setup of the device will be explained along with the given experiments within the
thesis. Mainly two different thin-film absorber materials are used. One is CIGS and the other is a
perovskite absorber.
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5.1.2 Electrical Data

Electrical input information is divided into two different categories. The typically minor effects
are contact resistances. With the introduced methodology a contact resistance is considered at the
front and back external contact. Moreover, for modules a contact resistance is incorporated at P2
areas between the front and back contact layers. However, these effects can often be negligible for
real applications due to successful optimization during process development.

The dominant electrical effect of solar devices are specific transport resistivities ρl of the l-th
conducting layer. Hence, their value needs to be precisely determined. Four-terminal sensing
measurements [252] and transfer length measurements (TLMs) [253] offer an experimental access to
the sheet resistances R�. By using the thickness of the measured layer dl and the relation

ρl = R�,l · dl (5.1)

the specific resistivity can be determined. Theoretically, this parameter is material-specific and
thus independent of the layer thickness. In Figure 5.2 the specific resistance of aluminum-doped
zinc oxide (AZO) ρAZO is plotted as a function of the thickness of the measured layer. Its strongly
non-constant behavior shows that a constant value for ρAZO does not correctly represent the physical
reality. Similar effects have been observed in literature for any kind of material [254, 255, 256, 257]

and even theoretical models to explain this behavior exist [258]. Reasons for this effect might be
experimental conditions like surface roughness, but also intrinsic thin-film properties like modified
charge carrier densities at the surface and even technological issues like time-dependent growing
conditions during deposition processes. Therefore, a thickness-dependent specific resistivity

ρl(dl) = ρbulk
l + (ρthin

l − ρbulk
l ) · e−θl·dl (5.2)

is defined for each material layer l by an exponential decay. In the case of AZO, a bulk resistivity
of ρbulk

AZO = 8.56µΩm and a resistivity of ρthin
AZO = 79.8µΩm for an infinitesimal thin layer with

an exponential decay constant of θAZO = 8.631 1
µm are gained from a fit on experimental data in

Figure 5.2.
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Figure 5.2: Specific resistance as a function of the layer thickness. Theoretically, a constant function is expected. How-
ever, due to experimental conditions, intrinsic thin-film properties and technological issues an exponential
behavior can be observed. The simulation input is given by the fitted orange line.
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As modules in the field are constantly exposed to radiation of the sun, their internal temperature
rises. Therefore, temperature-dependent effects of the specific resistance need to be considered as
well. In Figure 5.3, the temperature-dependence of anAZOfilm is shown between 10 ◦C and 80 ◦C.
Within the measured 70 K-range, it rises only by about 1%. Similar measurements with similar
results have been made for other contact materials and can be found in literature [259, 260, 261, 262].
Due to the only minor changes in resistivity within the given temperature range for multiple
different contact materials, the specific resistivity is not considered as a temperature-dependent
quantity within this work.
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Figure 5.3: Temperature-dependent specific resistivity of a thin AZO film. Within the measured temperature range of
70K the value varies only by about 1%.

5.1.3 Optical Data

To calculate Fresnel’s equations (4.6a), (4.6b), (4.7a), and (4.7b) and thus the total optical behavior
via Equation (4.11), wavelength-dependent complex refractive data must be known. For CIGS,
literature data from [263] is used. The optical data is given as a function of the GGI. This
work uses data for a GGI of 0.3, which is the average GGI in a typical CIGS solar cell. For all
remaining materials, ellipsometry and transmittance measurements are performed and the resulting
measurement data is fitted with appropriate optical models. Metallic materials are typically fitted
with a Drude-Lorentz model [264, 265], whereas for buffer layers like cadmium sulfide (CdS) or
intrinsic zinc oxide (i-ZnO), usually Tauc-Lorentz oscillators are used [266, 267]. For perovskite
layers, a combination of eight different Tauc-Lorenz oscillators is commonly used [268, 269]. TCO
layers are typically modeled by a combination of a Tauc-Lorentz oscillator for the band gap
absorption in the near-ultraviolet range and a Drude model for the partially metallic behavior
of the free electron gas in the near-infrared range [270, 271]. Since layer thicknesses for TCOs
are often varied within experiments, it is necessary to determine the refractive data for several
thicknesses. Such measurements have been performed for AZO for four different layer thicknesses.
The resulting complex refractive index n+ ik is plotted as a function of wavelength in Figure 5.4.
The two regimes of metallic behavior and the band gap absorption can distinctly be observed in
the imaginary part k. Both the real and imaginary part of the refractive index show an equivalent
wavelength-dependent behavior for all four thicknesses. To check if the small deviations have an
impact on the simulations, TMM calculations for a fixed AZO layer thickness have been performed
with the four data sets of Figure 5.4. The resulting absorption in the absorber layer differed less
than one per mill. Since effects of this minor impact can be neglected, the refractive index is not
extended to a thickness-dependent variable within this work’s simulation.
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Figure 5.4:Wavelength-dependent complex refractive index of AZO. Four different layer thicknesses have been mea-

sured with ellipsometry and transmittance measurements and fitted by a combination of a Tauc-Lorentz
oscillator and a Drude model.

The measured optical data can be used to model an entire cell stack. In Figure 5.5a, a typical
stack for CIGS cells [31] has been simulated. The energy density at each point is given by the sum
of both Poynting vectors from Equations (4.12) and (4.13) and the local absorption by its spatial
derivative. All optical losses are visualized within this graph. The initial energy density of around
900 W

m2 instead of the typical 1000 W
m2 for AM1.5G is a result of the calculated reflection losses.

Parasitic absorption within the window layers appear as further exponential decay of the energy
density. The saturation of the energy within the CIGS layer is due to the finite band gap within the
CIGS layer. The energy density transmitted through the CIGS layer is therefore also apparent as
incomplete absorption.

0 5 0 0 1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 00
1 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
7 0 0
8 0 0
9 0 0

1 0 0 0

d e p t h  /  n m

en
erg

y d
en

sity
 / W

/m
2

C I G S
Z A O
i - Z n O
C d S

M o

s p e c t r u m :  A M 1 . 5 G
f r a c t i o n  o f  p  p o l a r i z a t i o n  =  0 . 5
a n g l e  o f  i n c i d e n c e  =  0 °

0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
1 . 2
1 . 4
1 . 6
1 . 8
2 . 0

ab
so

rpt
ion

 / 1
028

/(s
·m

3 )

(a) Energy density as a function of the depth within the layer
stack. The beginning of the stack at 0 nm represents the inter-
face of the layer stack with air.

0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
1 . 2
1 . 4
1 . 6
1 . 8
2 . 0

2 0 0 4 0 0 6 0 0 8 0 0 1 0 0 0 1 2 0 0 1 4 0 0 1 6 0 00
1 0
2 0
3 0
4 0
5 0
6 0
7 0
8 0
9 0

1 0 0

po
we

r ra
tio

 / %

w a v e l e n g t h  /  n m

 C I G S
 C d S
 i - Z n O
 Z A O
 t r a n s m i t t e d
 r e f l e c t e d

sp
ec

tru
m 

/ W
/(n

m·
m2 )

 A M 1 . 5 G

(b) Spectrally resolved absorbed energy density for each layer.
For reference, AM1.5G is plotted at the secondary y-axis on
the right.

Figure 5.5: Optical behavior of a layer stack for a standard CIGS cell.

Within each layer the absorption can be integrated for each wavelength and plotted spectrally
resolved. Such a plot is shown in Figure 5.5b. The absorption onset due to the band gap of the
CIGS absorber layer is prominently visible at around 1100 nm. Moreover, the parasitic effect of
the window layers in the low-wavelength regime damps the absorption in the CIGS layer. Except
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for recombination losses, this graph visualizes an EQE plot [272]. Therefore, a verification of the
optical TMM model can be done with a low-recombination cell. In Figure 5.6, both quantities are
compared with each other for three different thicknesses of the top AZO layer. The very good
agreement for all different AZO thicknesses shows the accuracy of the optical simulation. It can
therefore be said with certainty that the described optical model is well suited for modeling all
optical processes, which is why the TMM will be used as the standard optical model in this work.
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Figure 5.6: Comparison between measured EQE data and simulated absorption in CIGS layer.

For CIGS layer stacks, a molybdenum diselenide (MoSe2) layer typically forms between the back
contact and the absorber layer during the CIGS growth [273]. This around 100 nm thick film is
considered within optical simulations, but has only marginal impacts on the optical effects. In this
work, it is therefore often left out within the TMM simulations for reasons of simplicity. However,
this layer needs to be considered for electronical simulations within drift-diffusion models due to
its property to enable a current flow with a lower barrier for charge carriers [274, 275].

5.1.4 I–V Characteristic of Internal Semiconductor Material

The final input for the simulation model of this work is the I–V characteristic of the internal
semiconductor. Typically such I–V curves are simulated by drift-diffusion models. However, in
this work a newmethodology to get this information is developed. This procedure needs ameasured
I–V curve of a cell or module and all geometrical, optical, and electrical information described
above. In a next step, the input I–V curve of the simulation for Equation (4.19) is adapted in a way
that the output of the simulation matches the experimentally measured I–V curve. The resulting
optimization problem is named REF and explained in detail in the following Section 5.2.
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5.2 Calculating Backwards – From Module Level to
Material Level via Reverse Engineering Fitting

As introduced in Section 5.1.4, the internal semiconductor I–V curve is needed for Equation (4.19)
to be able to perform a FEM simulation. Figure 5.7 describes the internal I–V curve (green) as
being located just around the absorber layer since it does not contain any losses due to optics or
lateral electrics. Charge carrier generation is perfect and only electronical recombination losses are
included in this I–V curve. The internal I–V curve and the external one for the entire device are
compared in Table 5.1. A common option to get the internal I–V curve are drift-diffusion models
[59, 92]. They are able to simulate the electronical processes within the semiconductor resulting in
an I–V characteristic. The path from the internal towards the external I–V curve can be performed
by the combination of optical and electrical simulations as described in Chapter 4. However, this
work introduces a method to go the opposite way from the laboratory-measured I–V curve towards
the internal curve.
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Figure 5.7: Illustration of the internal semiconductor I–V curve vs. the externally measured I–V curve. To go the
forward way, standard electrical and optical simulations as described in Chapter 4 are used. However, to get
the internal I–V curve from an external measurement, advanced methods are necessary. This work uses the
approach of REF.

Table 5.1: Comparison of the internal and the external I–V curves and their typical field of application.

internal I–V curve external I–V curve

part of this work’s simulation input output
typical device p-n junction cell or module
includes optical losses no yes
includes electrical losses no yes
includes recombination losses yes yes
can be measured experimentally no yes
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5 Checking for Validity – Verification of the Digital Device Model

The internal I–V characteristic is supplied as a set of all diode parameters, which are given by
the generated photocurrent density jph, the reverse saturation current density j0, the diode factor
nmat

d , and the two area-normalized semiconductor resistances rs in series and rsh for shunts. In
principle, an experimentally measured I–V curve could be straightforwardly fitted by a single-diode
equivalent-circuit model. However, the resulting parameters would be significantly influenced by
parasitic semiconductor-to-cell losses, especially by optical damping and a non-negligible series
resistance [64], which is also related to cell size. The procedure of REF is a powerful tool to extract
the internal semiconductor diode parameters from experimentally measured external I–V curves,
where semiconductor-to-cell losses are included in the measurement data. This algorithm subtracts
out the optical and electrical losses in order to get the internal I–V curve without the necessity of
any drift-diffusion model. All other input data, namely geometrical, electrical, and optical data
needs to be known for that process. In Figure 5.7 the REF procedure is represented by the bottom
arrow, which points backwards from the external towards the internal I–V curve.

5.2.1 Procedure of the REF Approach

The REF procedure is a process to extract the five diode parameters of the internal I–V curve. In
principle, these parameters could have a spatial distribution across the entire solar device, especially
for inhomogeneous deposition processes. However this would result in a set of 5n parameters for
n finite elements. Since this system is massively over-determined, this approach won’t result in
reasonable parameters. Therefore, the semiconductor material is assumed to have spatially constant
parameters resulting in an optimization problem for 5 parameters with the external I–V curve as
a low-dimensional input information. Nonetheless, the forward way of simulating materials with
local inhomogeneities is a straightforward task for a FEM simulation.

Firstly, an initial parameter set (jmat
ph , jmat

0 , nmat
d , rmat

s , rmat
sh ) is needed as an initial guess. It can

be obtained from the I-V data, which is given byN experimentally measured voltage-current pairs
(V exp
i , Iexp

i ). A basic single-diode equivalent-circuit model is fitted via the procedure in Section
4.5 to the experimental I-V data and used as the initial guess. Smaller modifications like adapting
the photocurrent density for the amount of grid within the active area, reducing the series resistance
by several orders of magnitude or even manual corrections can be done to improve the initial guess.

The resulting diode parameters are passed to each finite element as internal diode parameters.
Afterwards, with these parameters an external device I–V curve is simulated, which yields N
voltage-current pairs (V exp

i , Iout(V
exp
i )) via Equation (4.46). This simulated I–V curve almost

certainly does contain deviations from the measured device I–V curve. The weighted sum of all
squared errors χ2 is defined as

χ2 =
1∑N−1

i=0 wi
·
N−1∑
i=0

wi ·
(
Iexp
i − Iout(V

exp
i )

)2
, (5.3)
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where the weights wi are given by

wi =



2
(
V exp
i+1 − V

exp
i

)
log
(

(Iexp
i − Imin)

2
/A2

)
+ c0

for i = 0

2
(
V exp
i − V exp

i+1

)
log
(

(Iexp
i − Imin)

2
/A2

)
+ c0

for i = N − 1

V exp
i+1 − V

exp
i−1

log
(

(Iexp
i − Imin)

2
/A2

)
+ c0

else.

(5.4)

Here, Imin is a current that is slightly smaller than the minimum Ii and c0 is a constant to bring
the logarithmized value into a positive regime. The numerator of the weights accounts for non-
equidistant voltage steps, whereas the denominator creates a logarithmic dependence on the current,
which is a more sophisticated way to treat the exponential behavior of an I–V curve.

Within the iterative process of REF the goal is to find the best possible match of the simulated
output I–V curve with the experimentally measured data. Thus, an optimization algorithm needs
to be established, which uses the calculated value for χ2 as residual loss function. Since there is no
trivial access to the gradient of this function, only gradient-free algorithms can be used. This work
uses a downhill simplex algorithm [233] with the internal diode parameters as fitting parameters. The
iterative adjustment converges to the searched diode parameters of the loss-exempt semiconductor
material. With the help of the reconstructed internal I–V curve, the raw p-n junction without any
optical or electrical losses can be evaluated.

In a nutshell, theREFprocedure allows to calculate froma loss-containing external device I–V curve
backwards to a loss-exempt internal semiconductor I–V curve and therefore allows the extraction of
the loss-free internal semiconductor I–V curve from the experimentally measured external device
I–V curve. This enables further performance analysis of the p-n junction, detailed loss analyses,
and forecast simulations with the same absorber material but a different arrangement of contact
layers.

5.2.2 Application of the REF Approach to Real-world Solar Devices

This section uses a thin-film solar cell with a CIGS absorber and a 278 nm thick AZO layer on top
to demonstrate the working principle of the REF procedure. The cells have an active cell area of
50mm2 with a grid area of 1.41mm2 (2.82%). Their layer stack is given by the followingmaterials:
3mm soda lime glass / 500 nm molybdenum (Mo) / 2200 nm CIGS / 50 nm CdS / 90 nm i-ZnO /
variable thick rf-sputtered AZO / 2500 nm nickel/aluminum/nickel (Ni/Al/Ni) metallization grid
[276, 277, 278]. In Figure 5.8, the green triangles show themeasured current-voltage pairs (V exp

i , Iexp
i )

of a cell with a 278 nm thick AZO layer. The electrical properties as well as the geometrical setup
are implemented and the optical factor foptics is calculated via a TMM to 81.6%. The above
described REF process is applied to this cell resulting in an external device I–V curve, which is
shown as a green line. The internal I–V curve is plotted as black dashed line. From the internal
to the external I–V curve, a reduced jsc can be observed, which is caused by the optical losses
and taken into account by foptics, as described in Chapter 4.2. Moreover, the resulting logarithmic
dependence of Voc on jsc decreases the open-circuit voltage as well. Finally, the electrical losses
have a reducing impact on the FF of the cell.
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Figure 5.8: I–V characteristics of a REF-fitted CIGS cell. The green triangles mark experimental data, whereas the
green solid line stands for the REF-fitted device I–V curve. The black dashed line represents the internal
semiconductor’s I–V curve, which can be extracted from the REF process.

Figure 5.9 a) to e) show the diode parameters of the internal semiconductor I–V characteristic
during the REF process as a function of the iteration step. Each of them evolves to its designated
value before the residuum χ2 in Figure 5.9 f) according to Equation (5.3) reaches its minimum.
The converged diode parameters of the internal I–V characteristic are given by a generated current
density of 411.7 A

m2 , a reverse saturation current density of 2.99 µA
m2 , a diode factor of 1.51, and

area-normalized resistivities of 11.3 pΩ m2 in series and 66.7 mΩ m2 in parallel.
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5.3 Forecast I–V Curves for Different Solar Devices

To verify the REF results, nine further cell configurations have been fabricated, each having a
different thickness of the top AZO layer between 41 nm and 1030 nm (See Figure 5.10). This
results in different cell I–V curves due to their different optical and electrical losses. However,
the internal p-n junction was not changed experimentally. Therefore, the methodology of the REF
procedure should be able to identify the same internal I–V curve for each of the cells, despite the
fact that their experimentally measured I–V curves differ a lot from each other. The procedure
of REF has been applied to each individual cell and the fitted solar cell parameters Voc, FF, and
jsc haven been extracted. The resulting error range was less than 1% for each parameter and
all cells, which is by far a sufficient accuracy. This confirms the assumption of nearly identical
semiconductor properties of all cells in this series and it highlights the precision and reliability of
the REF algorithm.

5.3 Forecast I–V Curves for Different Solar Devices

After all input information is fed into the model of the solar cell, I–V curves can be digitally
calculated. For the following proof of concept, the same thin-film solar cells with a CIGS absorber
as in the previous section are used. In Figure 5.10 experimental I-V data is plotted as colored
symbols for different thicknesses of the top AZO layer. The data of a cell with a 278 nm thick AZO
layer has been used for the REF process as described in the previous section resulting resulting in
the REF-fitted internal semiconductor I–V curve (black) and the corresponding FEM-calculated
cell I–V curve (green).

Within the digital model of the cell, several parameters can be changed and the resulting
I–V characteristic of the varied cell can be forecast. To check both the electrical and the op-
tical simulation for correctness, the thickness of the front TCO layer has been varied. This should
have impacts on the optical transmission and thus on jsc and on the lateral sheet resistance and
thus on the FF. Both the orange and the blue line in Figure 5.10 represent predicted I–V curves
with a different TCO layer thickness. The calculated foptics for the cells with 41 nm and 1030 nm
is 82.7 % and 74.9 %, respectively, and result in a varied jsc, whereas the predicted FFs of 61.0 %
and 76.5 % show a significant change in the cell’s electric behavior. The symbols in Figure 5.10
correspond to experimental measurements. The high coefficients of determination1 of 99.5 %
(41 nm AZO) and 99.0 % (1030 nm AZO) indicate a high precision of forecasting accuracy.

From the I–V curves in Figure 5.10 the solar cell parameters jsc, FF, and Voc can be extracted.
These three I–V curves and seven further ones of cells with different AZO thicknesses have been
analyzed. The statistical distribution for each solar cell parameter of around 30 cells per thickness
configuration is plotted in Figure 5.11 as gray boxes. The height of the box stands for the standard
deviation and the whiskers reach to the minimum and maximum values of each thickness group.
The dashed black lines represent the AZO thickness-independent semiconductor characteristics,
which was REF-fitted in Figure 5.10. The orange lines in all three subplots stand for the predicted
values of the simulation.

1 The coefficient of determinationR2 is a measure of the degree of certainty of two curves. It is defined as one minus
the ratio of the sum of all residual squares with respect to the sum of all total squares R2 = 1 −

∑N−1
i=0 (yi−pi)

2∑N−1
i=0 (yi−y)2

with all N measured values yi, their mean value y = 1
N

∑N−1
i=0 yi, and the corresponding predicted value pi.
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Figure 5.10: I–V characteristics of simulated and measured CIGS cells. The green experimental data is REF-fitted

resulting in the green cell fit and the internal semiconductor’s I–V curve in black dashed. Both other cell’s
I–V curves for 41 nm and 1030 nm are predicted by the simulation using the black curve as input.
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Figure 5.11: Extracted solar cell parameters from Figure 5.10 as a function of the AZO layer thickness. The effects of
decreasing jsc, increasing FF, and constant Voc are described in the main text.

Plot 5.11 a) shows the short-circuit current density jsc. The overall downwards trend of the cell’s
jsc with rising AZO thickness is due to the increasing parasitic absorption within the AZO layer.
Small interference oscillations can be observed as a modulation on top of the downwards trend.
Their reason lies in the thin-film interferences within the layer stack of the device. They are
theoretically predicted by the TMM and experimentally measured as well. A significant drop of jsc
is observed for aAZO layer thickness of around 50 nm. At first this is not very intuitive since thinner
AZO layers should result in smaller parasitic absorption and thus in larger short-circuit current
densities. The reason for this prominent dip is based on the coexistence of both an optical thin-film
interference drop and the increasing local MPP mismatch effect (compare Section 2.3.4) for larger
sheet resistances as found for thinner AZO layers. The high accordance of the experimental data
with the simulated forecast manifests an accurately interacting model of the optical TMM approach
and the electrical FEM simulation.
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5.4 Scientific Relevance of Spatially Resolved FEM

The FF in plot b) shows amassive drop for low thicknesses and a saturation towards thicker layers on
a plateau of 76.6 %. These features are present in the experimental data as well as in the simulated
data. The ideal FF of the internal semiconductor curve is independent of the conductivity of all
conducting layers including the front AZO layer. Thus, the FF is at a constant level of 78.1 %.

The predicted open-circuit voltage Voc in Figure 5.11 c) lies below the ideal Voc of the semicon-
ductor. This effect is justified by the logarithmic dependence of Voc on jsc. According to Figure
2.7, Voc is mainly affected by intrinsic recombination mechanisms within the internal absorber
material. Since these effects are not significantly influenced by the sheet resistances of the front
and back contacts, a nearly constant Voc is predicted by the simulation model. This behavior
is experimentally verified within its measurement variance. For large thicknesses of the AZO
however the open-circuit voltage slightly decreases. This effect is also a present feature for several
further analyses which are not shown here. The cause of this drop is attributed to a longer depo-
sition time for the thicker layers. The different thicknesses are achieved by a variation of the belt
speed of the inline sputter machine. Therefore, cells with thicker AZO layers are longer exposed
to the high temperatures within the sputter process. The resulting temperature of the solar cell
and its glass substrate eventually passes a certain critical temperature, at which Voc losses due to
high-temperature degradation of the CIGS absorber [279, 280] occur. Its reason might be given by
interdiffusion processes [281] and is still an issue of current research [282, 283]. Thus, this minor
deviation of the experimental data from the predicted simulation data is not considered as coun-
terexample for the simulation technique but rather as a technological constraint for experimental
conditions.

5.4 Scientific Relevance of Spatially Resolved FEM

By using quasi-three-dimensional finite element models, the geometry of a solar cell and the
spatially distributed properties and resulting characteristics can be considered. Complex changes
in geometry can be easily modeled and implemented. Furthermore, lateral ohmic transport effects
can be detected within a FEM model. These effects are not lumped into other resistive effects and
can be visualized spatially. Finally, the voltage drop from front to back contact is given as a spatial
distribution within an FEM instead of a spatially constant value. The resulting current generation
distribution can be rather inhomogeneous due to the non-linearity of Equation (4.19) an thus the
entirely generated amount of current can be affected significantly. This is especially the case for
large-area devices with high sheet resistances.

However, the simulation process for a finite element model is rather complex and time-consuming
in comparison with a simple single-diode equivalent-circuit model. Thus, the question arises
whether the FEM model is really necessary or whether the same questions can be answered with a
much simpler model. One possible approach to check the relevance of FEM models is to measure
small cells and try to extrapolate the I–V curve to larger cells. For this purpose, a perovskite
cell with a 48 nm thin grid and 50 nm thin TCO layer is fabricated. The cell has an active cell
area of 50mm2 with a grid area of 0.42mm2 (0.84%). The layer stack is given by the following
materials: 1.1mm Schott D 263® T eco glass / 230 nm hydrogenated indium oxide (IOH) / [2-
(3,6-Dimethoxy-9H-carbazol-9-yl)ethyl]phosphonic acid (MeO-2PACz) / silicon dioxide (SiO2)
nano particles / mixed ionic perovskite CsxFA1−xPb(IyBr1−y)3 (CsFAPbIBr) / [6,6]-Phenyl C61

butyric acid methyl ester (PCBM) / bathocuproine (BCP) / indium zinc oxide (IZO) / silver (Ag)
metallization grid. [38, 284, 285] Its cell size can be experimentally varied by iteratively changing the
cell’s length perpendicular to its grid fingers. P3 structuring lines are used to define the length as it
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5 Checking for Validity – Verification of the Digital Device Model

is seen in Figure 5.12a. Within each step of cutting the cell, the I–V curve of the remaining cell has
been measured and plotted as colored symbols in Figure 5.12b. For the I–V curve of the smallest
cell, a single-diode equivalent-circuit model has been fitted (dotted red line) and a FEM model is
established by a REF procedure (solid red line). Both models are used to predict the I–V curves
for larger cells. The predictions of the single-diode equivalent-circuit model are accomplished by
adapting the current by the factor of the relative cell size and thus work by scaling. For the FEM
model however, all cropped geometries are implemented and simulated. Both models predict the
increasing jsc and constant Voc correctly. Within the single-diode equivalent-circuit model, the FF
is a constant parameter for any cell size. This assumption overestimates the FF for larger cells
significantly, since the increased transport paths are not considered within this model. The forecast
of the FEM model however predicts a decreasing FF (61.1 %, 60.1 %, 58.3 %, 55.8 %) from the
smallest to the largest cell. The increased local currents for larger cells cause a steeper increase of
the voltage distribution causing more resistive losses. This behavior is correctly modeled within
the FEM model resulting in a high coherence of the predicted I–V curves.

(a) Microscope image of a fraction of the per-
ovskite cell. The greenish area is the active
cell area, with the white grid structures on top.
The orthogonal reddish lines mark the P3 lines,
which were used to iteratively decrease the cell
size.
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(b) The experimental I–V curve of the smallest cell (red squares) is fitted both
by a REF procedure (solid red line) and by a single-diode equivalent-circuit
model (dotted red line). The predictions for larger cells of both models are
compared to experimental data. Whereas Voc does not change and jsc is
predicted correctly by both models, the decreasing FF is correctly forecast
only by the FEM model.

Figure 5.12: Comparison of a FEM model and a single-diode equivalent-circuit model and experimental validation by
cutting perovskite solar cells.

The coefficients of determination for all measured cell sizes and both models are summarized in
Table 5.2. For the finite element model constant high coefficients are observed, whereas for the
single-diode equivalent-circuit model the coefficients decrease rapidly with an increasing cell size
due to the above mentioned lack of spatially distributed electrical information. In summary, it can
be said that for a correct FF and thus for an accurate I–V curve and PCE prediction, finite element
models are amajor improvement in forecasting solar cells parameters with respect to simpler models
as the single-diode equivalent-circuit model.
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5.4 Scientific Relevance of Spatially Resolved FEM

Table 5.2: Coefficients of determinationR2 for the I–V curves in Figure 5.12b comparing single-diode equivalent-circuit
model (SDM) and the FEM.

Cell area R2
SDM R2

FEM

50 % of initial cell 88.5 % 94.6 %

75 % of initial cell 76.6 % 95.3 %

100 % of initial cell 57.6 % 95.7 %

This spatially resolved effects occur more prominent for cells and modules with bad conducting
contact layers. Nevertheless, the present conductivity of current window layers does not allow
for neglecting this effect, as it was showed within this section. Thus, for an exact analysis, FEM
simulations are essential for accurate scientific investigation.
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5 Checking for Validity – Verification of the Digital Device Model

Answering this Chapter’s Guiding Scientific Question

Which input parameters are necessary for the digital
model and how precise are the numerical results of the
simulation models in comparison with experimental
verification data?

The geometric dimensions of the solar device act as
basic information, which is used for determining the
active area. For the optical model,
wavelength-dependent complex refractive data is
necessary, while for the electrical model, the specific
resistivity of all conducting layers needs to be known.
Furthermore, the internal p-n junction requires a
temperature-dependent I–V characteristic, which can be
obtained via an external drift-diffusion model. For a
given temperature, the latter can also be fitted
retrospectively due to the holistic approach of this
work. To verify the optical model solely, the simulated
optical absorption within the absorber layer has been
proven to match experimentally measured EQE data and
correctly reproduce characteristic interferences of
rough thin-film layer stacks. The correct interplay of
optical and electrical simulation methods is
demonstrated via the high coefficients of determination
within the forecast of device I–V curves, especially for
different contact layer thicknesses (better than 99 %)
and different cell sizes (around 95 %). From the I-V
data, solar-module parameters are shown to be
predictable for an arbitrary device geometry with a high
precision.

78



6
Finding the Bottleneck –

Holistic Top-Down Loss Analysis

I n order to guide research and development efforts towards increasing efficiencies and higher net
energy yields, losses within solarmodules need to be identified, allocated to their corresponding

loss mechanisms, and quantitatively determined. The best way for such systematical analyzes are
automated computer-aided modeling approaches as the procedure in this work. To be able to
compare all lossmechanismswith each other, it is important to put all identified losses in proportion
within a single holistic top-down loss analysis. Therefore, a holistic simulation method including
all loss mechanisms is necessary. This work uses the developed linkage of the two simulation levels
of optical modified TMM and electrical Poisson’s equation solver. Such comprehensive simulation
approaches additionally offer the benefit that possible future research improvements can be checked
for their contribution on the overall module performance. In fact, within the coupled simulation
of this work, effects of technological improvements can be quantitatively evaluated and therefore,
priorities can be proposed in the progress of research and development.

This Chapter’s Guiding Scientific Question

How can all relevant losses on the device level be allocated and quantified
and which loss is the bottleneck for thin-film solar devices?
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6 Finding the Bottleneck – Holistic Top-Down Loss Analysis

For the thin-film photovoltaic industry, the physical principles of loss mechanisms have been
described in detail [180]. Even first simulations have been performed in order to guide industry-
oriented development [72]. This chapter uses the developed simulation techniques fromChapter 4 to
accomplish more detailed and more accurate loss analyses than previously published in literature.
Especially the advanced optical model of a modified TMM, which also accounts for partially
incoherent interference due to rough interfaces [194], and the interplay of optics and electrics are
major advantages of this work’s procedure.

To give absolute numbers for all involved loss mechanisms, their order of determination is of utmost
importance. Therefore, all loss plots within this work will follow the path of the incident photons
and after their conversion follow the path of the generated electron hole pairs. Hence, optical
losses will always be taken into account before electrical losses. Furthermore, shading of the grid is
always listed before parasitic absorption as an example, since grid shading appears chronologically
first within the photon path. To get a better visual impression of the loss mechanisms, all loss
graphs will be plotted with a logarithmic y-axis. This way, losses that appear later in the loss chain
are not artificially compressed.

To finally quantitatively calculate the power loss within each loss mechanism, some definitions
need to be introduced. Some of them are already used within the previous chapters, but once more
summarized here for better understanding. The set of all elements within the meshing domain is
called K. Each element k has set of neighbors N (k) = {n|n is neighbor of k}. Furthermore,
every element must be part of one of the following subsets as defined in Section 4.3.4:

- Elements within the active cell area are within the subset C = {k|k is of type cell} ∈ K
(orange in Figure 4.12).

- All elements located in the trenches of the module interconnect are within P1 = {k|k is of
type P1} ∈ K (green in Figure 4.12), or P2 = {k|k is of type P2} ∈ K (blue in Figure
4.12), or P3 = {k|k is of type P3} ∈ K (pink in Figure 4.12).

- Finally, finite elements between the three trench regions are either in S12 = {k|k is of type
gap between P1 and P2} ∈ K or in S23 = {k|k is of type gap between P2 and P3} ∈ K
(both orange in Figure 4.12).

For cells instead of modules, all finite elements are within the active cell area C. Additionally, each
element optionally can be part of the following subsets independent of its location within the cell
or module.

- The subset of all grid elements is named G = {k|k is grid element}.

- All elements that are connected to an external front or back contact are within Efront or Eback,
as defined in Section 4.3.3.1.
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6.1 Overview of All Loss Mechanisms

For the optical loss analysis, a detailed version of the optical loss factor fkoptics in the k-th element
needs to considered. It can be determined with both optical models introduced in Section 4.2 and
is still used the same way in Equation (4.18). However, it will now be split up into the different
loss factors.

fkoptics = (1− fkshade) · (1− fkgrid) · (1− fktilt) ·

1− fkrefl −
∑

l∈ paras.
layers

fk,labs − f
k
trans

 (6.1)

While fkshade and fkgrid represent the relative external shading and grid shading of the k-th element,
fktilt is the relative loss in effective area, and fkrefl, f

k,l
abs, and f

k
trans are the relative loss ratios due

to reflection, parasitic absorption within the l-th layer of the stack, and incomplete absorption,
respectively. The multiplication of the additive inverses of those factors results in the final optical
factor, which has linear impacts on the locally generated current according to Equation (4.18).

Finally, all loss analyses will start at the level of the internal p-n junction, and hence at the
semiconductor material level. The theoretically produced power of the semiconductors at the MPP
at the total module area Atot =

∑
k∈K ωk will be referenced as PSC. As introduced in Section

4.3.2.2, ωk is the two-dimensional size of k-th finite element.

6.1 Overview of All Loss Mechanisms

In Figure 6.1, a sketch of a generic module section is shown with all possible loss mechanisms.
While all optical losses are plotted on top in blue, all geometrical area losses are referenced on the
bottom in green. Electrical losses are indicated within the middle of the module in orange. Table
6.1 gives a list of all mechanisms that occur in Figure 6.1 with their detailed name, category, and
the section, in which it is described in detail.

6.2 Mathematical Calculation of All Loss
Mechanisms

In this section, all loss mechanisms from Table 6.1 are listed individually. Each of them is briefly
explained and an exact formula is given, how it is calculated within the finite element model from
Chapter 4.
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Figure 6.1: Visualization of all loss mechanisms that are calculated within this work. All optical losses are marked in
blue, all electrical losses in orange and all geometrical loss mechanisms are painted in green. All the losses
can be found in Table 6.1 as well.

6.2.1 Edge Area

Each solar module suffers from a geometrical loss at its edges. Space is required to attach an
encapsulant and the mounting frame. Ideally this area vanishes and the bigger the module, the
smaller in comparison to its total area Atot is its edge area Aedge. Starting from the semiconductor
power, this loss can be calculated by comparison of the two areas.

P edge
loss = PSC ·

Aedge

Atot
(6.2)

The edge area is not included in simulation domain and therefore needs to be calculated before the
actual simulation procedure.

6.2.2 External Shading

Every finite element k is allocated to a given shading factor fkshade. A factor of 0 means no shading
at all, while fkshade = 1 stands for a complete shading of the k-th element. All values in between
are possible. In the field, shading can be caused by clouds or trees in the light path. Even in the
laboratory, shading can occur due to defining the solar cell’s active area by deliberate shading. The
entire loss is calculated by the power density PSC

Atot
multiplied with the area-weighted shading of all

elements K.

P shade
loss =

PSC

Atot
·
∑
k∈K

ωk · fkshade (6.3)
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6.2 Mathematical Calculation of All Loss Mechanisms

Table 6.1: List of all loss mechanisms that are calculated within this work.

Abbreviation Loss mechanism Type Section

G-1 Edge area Geometrical 6.2.1
O-1 External shading Optical 6.2.2
G-2 Module interconnect area loss Geometrical 6.2.3
O-2 Grid shading Optical 6.2.4
O-3 Tilted effective area Optical 6.2.5
O-4a Reflection Optical 6.2.6
O-4b Incomplete absorption Optical 6.2.6
O-4c Parasitic absorption Optical 6.2.6
E-1 MPP mismatch Electrical 6.2.7
E-2 Reverse current under grid Electrical 6.2.8
E-3a Ohmic losses in front contact Electrical 6.2.9
E-3b Ohmic losses in front grid Electrical 6.2.9
E-3c Ohmic losses in back contact Electrical 6.2.9
E-3d Ohmic losses in back grid Electrical 6.2.9
E-4 Ohmic losses in module interconnect Electrical 6.2.10
E-5 P2 contact resistance Electrical 6.2.11
E-6a P1 shunts Electrical 6.2.12
E-6b P3 shunts Electrical 6.2.12
E-7a External front contact resistance Electrical 6.2.13
E-7b External back contact resistance Electrical 6.2.13

Shaded elements are still electrically connected to the cell or module. Therefore, generated current
in other elements can flow backwards through these elements, which is directly annihilated for
power generation. This additional loss effect is included in the loss of local MPP mismatch in
Section 6.2.7.

6.2.3 Module Interconnect Area Loss

All finite elements within the P1, P2, and P3 areas do not generate any photocurrent since they
are only used for connecting two monolithically interconnected cells and there is no operative
p-n junction present. Therefore, the resulting optical losses can be determined by calculating all
non-cell elements k ∈ K \ C out from the entire area.

P inter
loss =

PSC

Atot
·
∑

k∈K\C

ωk · (1− fkshade) (6.4)

By modifying the cell width, the tradeoff between the geometrical fill factor [286, 287] and too much
current flow can be adapted. The latter results in large resistive ohmic losses [288] since the lost
power quadratically depends on the generated current per cell. However, this tradeoff is strongly
depending on illumination conditions [289].
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6 Finding the Bottleneck – Holistic Top-Down Loss Analysis

6.2.4 Grid Shading

Within the actual module layer stack, the grid pattern is the first structure that is hit by incident
light. For the vast majority of grid designs, the assumption of entirely opaque grid fingers is valid,
which leads to fkgrid = 1. However, this work’s simulation allows to use semitransparent grid
structures as well resulting in the following loss power.

P grid
loss =

PSC

Atot
·
∑
k∈C

ωk · (1− fkshade) · fkgrid (6.5)

6.2.5 Tilted Effective Area

Modules in the field that are not directly faced towards the sun suffer from the loss of effective area
within the sun light. The loss factor ftilt can be trigonometrically calculated when the angle of
incidence ϑ0 is given by

ftilt =
1

cos(ϑ0)
. (6.6)

This factor straight-forwardly goes into the area-weighted summation of all elements.

P tilt
loss =

PSC

Atot
·
∑
k∈C

ωk · (1− fkshade) · (1− fkgrid) · fktilt (6.7)

The angle ϑ0 can be calculated from basic mathematics and does depend on the mounting angle as
well as on the time-dependent angle as the Earth rotates.

6.2.6 Reflection, Parasitic Absorption, and Incomplete Absorption

Finally, all light that hits the actual layer stack of each element is known and in most cases given
spectrally resolved. Cells that are exposed to this light are modeled by an optical approach like
the Lambert-Beer method or the TMM procedure as described in Sections 4.2.1 and 4.2.2. For
each element k, a spectrally weighted reflection factor fkrefl, parasitic absorption factor fkabs, and
incomplete absorption factor fktrans are calculated, respectively. These coefficients also depend on
the angle of incidence ϑ0 as mentioned in Section 4.2.2. Therefore, the effect of a tilted incoming
solar ray is considered in the effective area (last section) as well as in the modified reflection (this
section). The absolute loss in reflection can be calculated by

P refl
loss =

PSC

Atot
·
∑
k∈C

ωk · (1− fkshade) · (1− fkgrid) · (1− fktilt) · fkrefl. (6.8)

In practice, the total parasitic absorption of each element is split into each of the different parasitic
materials l. Therefore, for the k-th finite element the parasitic absorption in the l-th layer is
expressed by the relative factor fk,labs. The entire absolute parasitic absorption loss is given by

P abs
loss =

PSC

Atot
·
∑
k∈C

ωk · (1− fkshade) · (1− fkgrid) · (1− fktilt) ·
∑

l∈ paras.
layers

fk,labs. (6.9)
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6.2 Mathematical Calculation of All Loss Mechanisms

Finally, the relative light transmission fktrans of the k-th element is called incomplete absorption
loss. As for the other two losses, the incomplete absorption is an area-weighted sum over all finite
elements within the active cell area C.

P trans
loss =

PSC

Atot
·
∑
k∈C

ωk · (1− fkshade) · (1− fkgrid) · (1− fktilt) · fktrans (6.10)

6.2.7 Local MPP Mismatch

Due to resistive losses within the contact layer, the spatial voltage distribution across a cell is not
homogeneous, not even for homogeneous cell materials. In fact, with increasing distance from the
external cell contacts, the voltage drop from the front to the back side potential in the k-th element
Φk

back − Φk
front increases. This voltage drop will be called the local operating voltage Vk. Since

it is non-negligibly higher than the MPP voltage of the internal semiconductor I–V curve for most
elements, the net generated current Iknet within these elements according to the Equation (4.18) is
lower as well. Hence, the locally decreased net generated current densities add up to a total loss
in the generated current Iout. To finally calculate a total loss power from this lack of current, the
actually generated power of each finite element within the non-grid area C \ G is summed up and
subtracted from the power that every element could produce if it were at its MPP.

PMPP
loss =

PSC

Atot
·
∑
k∈C

ωk · fkoptics −
∑

k∈C\G

ωk · Iknet ·
(

Φk
back − Φk

front

)
(6.11)

6.2.8 Reverse Current under Grid

Losses due to the shading of the grid have already been considered optically in Section 6.2.4.
Since they are connected electrically to other current generating finite elements, electrical losses
can happen as well due to their non-perfect shunting properties. Current can flow backwards and
be annihilated for actual power generation, which results in a positive Iknet in Equation (4.18). The
final power loss is calculated as the sum of all shunt currents Iksh within all finite elements with
grid on top multiplied with their corresponding local voltage drop.

P rev
loss =

∑
k∈C∩G

Iknet ·
(

Φk
front − Φk

back

)
(6.12)

6.2.9 Ohmic Losses in Contact Layers

Locally generated currents need to be guided towards an external cell contact by conducting layers.
Due to their finite conductivity, resistive losses occur within the resistor from every element k to its
neighbors n ∈ N (k). To determine the entire power loss in the l-th conducting layer, a summation
over all elements and all of its neighbors is required.

P ohm,l
loss =

∑
k∈C

∑
n∈N (k)

Rk,nl ·
(
Ik,nl

)2
(6.13)

Here, l can be the top or bottom TCO layer, but also the top or bottom grid layer. In practice, each
of those four losses are calculated separately.
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6 Finding the Bottleneck – Holistic Top-Down Loss Analysis

6.2.10Ohmic Losses in Module Interconnect

Resistive losses also occur within the interconnect. According to Figure 2.9, they can be split
into three different regions: The transport losses within the front contact of the P1 and P2 region
including the gap between those two, the ohmic path losses within the interconnecting P2 region,
and the transport losses within the back contact of the P2 and P3 region including the gap between
those two. Each of them can be determined by Ohm’s law. While the two lateral losses depend on
the lumped resistance Rk,nfront and R

k,n
back, the horizontal loss within the P2 region only depends on

the resistivity ρkTCO within the front TCO according to Equation (4.35).

PP2 ohm
loss =

∑
k∈P1
∪S12∪P2

∑
n∈N (k)

Rk,nfront ·
(
Ik,nfront

)2

+
∑
k∈P2

ρkTCO d
k
absorber

ωk
·
(
IkP2

)2

+
∑
k∈P2
∪S23∪P3

∑
n∈N (k)

Rk,nback ·
(
Ik,nback

)2
(6.14)

6.2.11P2 Contact Resistance

Since two conducting materials form a joint interface within the P2 region, a contact resistance can
occur. According to Equation (4.35), the area-normalized contact resistivity rcont

P2 can be used to
calculate the total power loss. In practice, this contact resistance between the front TCO and the
back conductor is typically low and can be neglected. Nevertheless, it is still listed here as a loss
path.

PP2 cont
loss =

∑
k∈P2

rcont
P2

ωk
·
(
IkP2

)2
(6.15)

6.2.12P1 and P3 Shunts

At the P1 trench as well as at the P3 trench are possibilities for shunting effects. As shown in Figure
2.9, shunting currents along both red paths can flow in the reversed direction and counteract the
photocurrent generation. The total power loss across the P1 trench can be calculated by Ohm’s law
within all neighboring elements n ∈ N (k) of all elements k that are within the the P1 region P1

and its adjacent gap region S12.

PP1
loss =

∑
k∈P1∪S12

∑
n∈N (k)

Rk,nback ·
(
Ik,nback

)2
(6.16)

Within the P1 trench, often the space charge region plays a crucial role in prohibiting shunting
paths [137]. Analogously, the loss across P3 can also be calculated via

PP3
loss =

∑
k∈S23∪P3

∑
n∈N (k)

Rk,nfront ·
(
Ik,nfront

)2
. (6.17)
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However, shunting effects across the P3 trench can be neglected in practice very often since the
isolating material is air, which has a comparably good dielectric strength. Nevertheless, parasitic
splinters in fact can short P3 gaps.

6.2.13External Contact Resistance

Finally, a contact resistance is possible at finite elements that have an external cell contact and
therefore belong to Efront or Eback. This might be due to the contact ribbon for modules in the
field or due to the measuring tips for solar cells in the laboratory. Following Equations (4.29a)
and (4.29b) the total power loss due to contact resistances is given by the sum of both front- and
backside effects.

P cont
loss =

∑
k∈Efront

(
Φk

front − Vop

)2
Rcont

front,k

+
∑

k∈Eback

(
Φk

back

)2
Rcont

back,k

(6.18)

6.3 Applied Loss Analysis on Solar Cells

This section introduces a first applied loss analysis of thin-film solar cells. The same cells as in
Section 5.3 are used. If larger cells were used, electrical losses would be much more prominent.
All electrical and optical losses will be calculated and plotted as a function of different quantities
[290]. However, in order to first gain the reader’s trust, the reflectance loss and overall achieved PCE
is validated experimentally in the beginning.

6.3.1 Verification by Reflection Measurements

To verify the simulated data, experimental reflection measurements have been performed. Samples
with the entire multi-layer cell stacks are measured for their wavelength-dependent reflectance
R(λ). The orange dashed line in Figure 6.2 shows the reflectance of a cell with a TCO thickness
of 111 nm. Typical distinct thin-film interferences can be observed.

The upper blue line in Figure 6.2 shows the AM1.5G spectrum up to 1200 nm. To calculate
the totally reflected power, the input AM1.5G spectrum is weighted with the spectrally resolved
reflection AM1.5G(λ) · R(λ). The result can be seen as the lower blue line in Figure 6.2. The
quantity of interest will be the weighted and integrated reflection up to the absorber band gap of
1.13 eV, which is equal to 1100 nm. This weighted reflectance Rw is visually represented as the
light blue area under the lower blue curve and can be calculated via

Rw(dAZO) =

∫ λgap

0 AM1.5G(λ) ·R(λ)∫ λgap

0 AM1.5G(λ)
. (6.19)

This procedure has been performed for multiple thicknesses of the top layer TCO and the resulting
weighted reflectance Rw(dAZO) plotted as a function of TCO thickness in Figure 6.3 as orange
crosses. The same reflectance calculations have been performed on the digital TMM model of
the entire layer stack. The blue line in Figure 6.3 represents the simulated weighted reflectance,
which is calculated the same way as the experimental reflectance in Equation (6.19). Thin-film
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Figure 6.2:Measured wavelength-dependent reflection of a CIGS cell. The upper blue spectrum is the AM1.5G
spectrum, while the lower one is the multiplication of the AM1.5G spectrum with the orange reflection.
The integrated light blue area represents the spectrum-weighted reflection for the loss analysis.

interferences can be seen for different thicknesses. Finally, the agreement of both experimental and
simulated data shows the reliability of the optical simulation model. Especially, the close match
to the simulated reflection at the interference patterns at 100 nm and 250 nm reveals the accurate
optical model.
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Figure 6.3: Comparison of simulated and measured AM1.5G-weighted reflections. All orange measurement points are
determined as shown in Figure 6.2 and described in the main text. The blue curve represents the simulated
reflected power from a TMM simulation.

6.3.2 Comparing Measured Data to Simulated Loss Analysis

Finally, an entire loss analysis can be performed with the absorber material as input I–V curve,
as shown in Figure 6.4. The latter was calculated via the REF procedure. All optical losses are
calculated with the TMM approach. Parasitic absorption in each of the buffer and window layers all
together are a large fraction of power loss. As it can be seen in Figure 5.6,most of the parasitic light
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absorption happens in the ultraviolet (UV) range of the spectrum due to the high band gap of the
buffer materials. The largest individual loss is the above described reflection. Both experimentally
measured and simulated loss values are shown in the graph and match well to each other.

The largest electrical loss mechanism is the resistive loss within the AZO layer since the back
conducting layer is a metallic molybdenum (Mo) contact. Ohmic losses in the contact layers
always result in spatially distributed voltage gradients, which straightforwardly result in local
MPP mismatches. Losses due to the local MPP mismatch are the second largest electrical loss
mechanism. Finally, I-V measurements have been performed on multiple cells and the resulting
PCE plotted as black dots in Figure 6.4. Despite the large standard deviation of the experimental
measurements, the median PCE agrees very well with the digitally forecast PCE of 18 %.
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Figure 6.4: Loss analysis of a CIGS cell with a 111 nm thick AZO layer as front contact. All losses are simulated and
shown in the graph. Moreover, the reflection losses are measured as described above and plotted as well.
Furthermore, the finally measured PCE of all measured cells are shown in the graph.

6.3.3 Finding the Ideal TCO Thickness

Without any optical and electrical losses, the REF-fitted semiconductor material curve has a PCE
of 23.46 %, which can be achieved at Voc = 619 mV. Depending on the thickness of the front TCO
layer, the coupled simulation predicts cell efficiencies between 14 % and 18 %. An exact shape
of the TCO thickness-dependent PCE behavior can be seen in Figure 6.5. For the examined cell
setup with its given layer stack and geometry, a maximum efficiency of around 18 % is possible
for a TCO thickness of around 150 nm. As mentioned previously, this simulation can quickly
answer the often discussed question in literature of the ideal thickness of the front TCO layer. The
exact calculation of the optimum PCE is a significant improvement with respect to the conventional
empirical determination. In fact, the simulation assigns and quantifies all power losses between
the material level and the cell level instead of only calculating the optimum TCO thickness.
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Figure 6.5: Loss analysis plotted as a function of the contact layer thickness. All electrical (orange) and optical (blue)
losses are determined with the described methodology. Two experimental verification measurements are
shown. The reflectance from Figure 6.3 is marked with black crosses and the finally measured PCE of the
cells are plotted as black box plots.

As in the analysis before, the losses are allocated to their mechanisms and split up into optical
(blue) and electrical (orange) losses. The calculated analysis can be used to identify the main loss
mechanisms, which helps to improve the PCE of thin-film solar cells. For cells with a thicker
TCO layer, optical losses, especially parasitic absorption in the TCO layer, are the dominant loss
mechanisms. Yet, cells with a comparably thin TCO layer suffer from ohmic losses in the front
TCO layer. As explained in the section above, the high sheet resistances due to the thin TCO layer
cause a large gradient in the electrical voltage distribution, which lead to large local voltage drops
close to Voc for many locations of the cell. This inhibits the current generation and therefore is
called local MPP mismatch. The corresponding loss is plotted in dark orange in Figure 6.5. Due to
the sufficiently high shunt resistance, the reverse current underneath the grid does not have a large
impact on the PCE for any TCO thickness. Finally, incomplete absorption is the power, which is
transmitted trough the absorber layer. Due to the typically high absorptance of the absorber layer,
this optical power is mainly in the infrared (IR) part of the spectrum at energies lower than the
absorber band gap. The power loss due to incomplete absorption is mainly constant as a function
of the TCO layer thickness. However, some light power is absorbed within the front TCO in the
corresponding spectral range. This reduces the power loss due to incomplete absorption from
0.5%rel for an infinitesimally thin TCO layer down to 0.3%rel for 1100 nm TCO.

The reflection measurements from Figure 6.3 are shown in Figure 6.5 as black crosses again for
reference. The black box plots in Figure 6.5 represent experimentally measured cell data as shown
in in Figure 6.4 for a single TCO thickness. The height of the boxes is calculated from the standard
deviation of around 30 cells each. Their behavior as a function of the TCO layer thickness matches
well with the simulated PCE. Again, this validates the interplay of the optical and electrical model.
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As an advantage of the simulation, hypothetical technological improvements can be assumed and
their expected impact on the cell performance can be investigated. Exemplarily, an improved
conductivity of the front TCO layer of 30 % results in a differently shaped PCE behavior than
the one plotted in Figure 6.5. Its efficiencies reach 0.72 %rel higher for a TCO layer thickness of
140 nm. An improvement of the optical extinction coefficient (imaginary part k of the complex
refractive index) by 30 % would increase the PCE by only 0.66 %rel for an optimum thickness of
170 nm. Combining both improvements could boost the PCE by 1.27 %rel up to 18.32 %.

6.3.4 Different TCO Thicknesses Suitable for Different Irradiation
Intensities

Since high efficiencies can be achieved by a concentrator technology in the wafer technology [291] as
well as in thin-film technology [292], it is worth taking a look at the loss analysis for concentrated light
conditions. Moreover, modules in the field often receive less than the standardized 1000 W/m2 at
STC. Therefore, the low-light behavior also needs to be part of comprehensive loss investigations.

For three different thicknesses of the TCO layer, different illumination intensities with the same
spectral distribution have been investigated. The resulting PCE in Figure 6.6 shows that the optical
and electrical behaviors change dramatically as a function of irradiation intensity. As in the previous
loss plots, the top line represents the efficiency of the absorber material, all electrical losses are
plotted in orange, all optical losses in blue and the final simulated cell efficiency is shown in
gray. Moreover, four cells for each thickness are measured and their resulting PCE at the different
illumination intensities are shown as black data points with their standard deviation as error bar.
Experimentally the low intensities are realized with neutral density filters. Since the high intensities
are achieved with a focusing lens, the high power densities need to be thermally stabilized. This
was realized by a cooling system with a nitrogen gas stream. For the simulation, the different
intensities are achieved by a multiplication of the AM1.5G spectrum by the corresponding amount
of suns.

The simulation data lies well within the error bars of the corresponding four measured cells. This
confirms once more the accuracy of the optical and electrical approach as well as the interplay of
both models. Especially the local MPP mismatch is simulated precisely, which primarily can be
seen for the thin samples. The two drops towards high and low irradiation intensities are due to the
series and shunt resistance. From the correct modeling of these two features, it can be seen that the
established model is appropriate and generated with correct simulation parameters.

Different irradiation intensities favour different TCO layer thicknesses in order to optimize the
device efficiency. Exemplarily, at 4 suns an AZO layer thickness of 1030 nm is the most efficient
one. These thick TCO layers offer such a good conductivity that even for high irradiation intensities
and therefore high internal currents, no substantial electric losses occur. However, their thick
window layer causes larger optical losses, which leads to an irradiance-independent damping of the
incident light power. This effect prohibits these cells from being efficient record cells, but enables
them to have a broad maximum as a function of the incident light power. Thinner cells however,
achieve a higher maximum PCE, as it can be seen for cells with a 111 nm thick TCO layer in
Figure 6.6b. This difference in their absolute height is due to the differently pronounced optical
absorption for the three layer thicknesses.
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(a) Illumination-dependent loss analysis for a CIGS cell with a 41 nm thick front TCO layer.
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(b) Illumination-dependent loss analysis for a CIGS cell with a 111 nm thick front TCO layer.
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(c) Illumination-dependent loss analysis for a CIGS cell with a 1030 nm thick front TCO layer.

Figure 6.6: Illumination-dependent loss analysis for different thickness of the front contact layer. Thin layers show large
electrical losses, while thick TCO layers mainly result in optical losses. For each configuration, a different
optimum illumination is observed, which is larger for thicker contact layers.
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6.4 Applied Loss Analysis on Solar Modules

To address the industry-oriented aspect of this work, this section also examines modules instead
of just cells. Therefore, the module N-G1000E105 from NICE Solar Energy GmbH was analyzed.
This module has a spatial dimension of 1200 mm×600 mm and an edge area of 19 mm and 9 mm
on the top and bottom sides, respectively. The edge and contact area on both long sides is given by
14.4 mm. The remaining active area of 6695 cm2 is split into 144 monolithically interconnected
cells. The interconnect width between the single cells is 265µm. Hence, each individual cell has
a height of 1172 mm and a width of around 4 mm. The total inactive edge and contact area can be
calculated from the dimensions given above to be 505 cm2, which accounts for around 7 % of the
total module area. The investigated module has the following layer stack: 400 nm Mo / 2100 nm
CIGS / 50 nm CdS / 50 nm i-ZnO / 800 nm AZO / 750µm encapsulant film / 3.2 mm top side
anti-reflective coating (ARC)-coated low-iron solar float glass. More details can be found in [228].

To gain a holistic model of the monolithically integrated module, the methodology of this work
is combined with a drift-diffusion model. Therefore, consequences on the semiconductor material
level can be investigated as well.

6.4.1 Evolving the Digital Model and its Parameters under Standard
Testing Conditions

As for modeling cells, all measurable quantities of the module are implemented into the digital
model. These are mainly the geometrical data as mentioned above, the optical data in the form
of complex refractive indices of all thin-film layers and the encapsulant layer as well as electric
data in the form of specific resistivities of all conducting layers. Afterwards, for the drift-diffusion
model, data from literature was implemented [92, 293, 294, 295, 296, 297]. All quantities can be found in
Table 6.2 as the non-bold numbers. Both density of states (DOS) are given at 300 K. Since within
drift-diffusion models, also the non-lateral out-of-plane direction is considered, gradients in the
GGI profile need to be taken into account. The behavior within this absorber has a linear grading
from 0.2 to 0.4. Since the band gap strongly depends on the GGI, the conversion formula

Egap(GGI) = (1−GGI) · Egap,CIS + GGI · Egap,CGS + b ·GGI · (1−GGI) (6.20)

is used, where the band gaps Egap,CIS = 1.04 eV and Egap,CGS = 1.68 eV and the bowing
factor 0.2 are used within this work [298, 299]. The fitted donor density within the CdS and the
acceptor density within the CIGS layer is on a comparable level with values found in literature
[293, 294, 92, 295, 296]. However, evidence for a noticeably higher electron mobility of µe = 200 cm

V s
instead of the commonly used value of 100 cm

V s
[92, 294, 295, 296, 297] has been found, which results in

a higher electron diffusion length.

After implementing all geometrical, optical, and electrical quantities, a REF procedure is executed
in order to get parameters for the drift-diffusion model. Therefore, experimental I-V data is needed,
which can be found as black points in Figure 6.7. The module I–V characteristic is broken down
to a single monolithically integrated cell with a Voc of around 0.7 V. First of all, it is noticeable
that the shunting effect is of the same size at every point, regardless of the voltage. Hence, there
are no large jumps within the I–V curve. This indicates that each individual cell has an equally
large, homogeneous shunting effect and justifies the assumption of a sufficiently homogeneous
p-n junction for all finite elements without pronounced hot-spot shunt regions in individual cells.
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Table 6.2: Material parameters for the drift-diffusion model. All REF-fitted quantities are printed in bold numbers. All
other values are adapted from literature. Both effective DOS are at 300K.

CIGS CdS i:ZnO AZO

thickness d / nm 2100 50 50 800
band gap Egap / eV 1.13 - 1.25 2.4 3.3 3.3
chemical potential χ / eV 4.5 4.2 4.45 4.45
relative permittivity εr 12.9 10 9 9
eff. conduction band DOS Nc / 1

cm3 2.2 · 1018 2.2 · 1018 2.2 · 1018 2.2 · 1018

eff. valence band DOS Nv / 1
cm3 1.8 · 1019 1.8 · 1019 1.8 · 1019 1.8 · 1019

donor density ND / 1
cm3 - 1 · 1017 - 1 · 1019

acceptor density NA / 1
cm3 3 · 1015 - - -

electron mobility µe / cm
V s 200 100 100 100

hole mobility µh / cm
V s 25 25 25 25

This data is used for a three-level REF procedure down to the drift-diffusion model. In contrast
to the previously used methodology, a third numerical simulation is included and therefore the
inputs for the horizontal drift-diffusion model are fitted instead of diode parameters. This way, the
experimentally difficult to access donor and acceptor densities and the charge carrier mobilities
within the CIGS and CdS layer can be fitted. The resulting numbers of the three-level REF
procedure can be found as bold numbers in Table 6.2.
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Figure 6.7: Different I–V curves for the module N-G1000E105 from NICE Solar Energy GmbH under STC. While the
black line represents the Shockley-Queisser limit, all colored curves include one loss mechanism category
more. The black points show measured I-V data in the field under STC. All intermediate PCEs are given in
Figure 6.8.

All in all, in this section, a drift-diffusion model was attached to the existing two-level digital
model, which together forms an entirely holistic model of a solar module [159]. This approach
enables to calculate from the Shockley-Queisser limit down to the module level and identifies all
relevant loss mechanisms. A more detailed description of the linking of the different simulation
levels can be found in [228]. In Figure 6.7, a successive addition of losses can be considered. The
black line represents the Shockley-Queisser limit for the corresponding band gap of 1.13 eV. The
described drift-diffusion simulation allows to account for all recombination losses, which lead to a
Voc drop, as it can be seen in the red I–V curve after the material level simulation. Optical effects
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are not yet included, which is why jsc did not change. The blue curve however was calculated from
the drift-diffusion I–V characteristic and additionally considered all optical losses as reflection or
parasitic absorption. A drastic decrease in jsc can be observed. The resulting I–V characteristic
is often referred to as cell level, since losses on the material level and inevitable optical effects are
accounted for, but electrical and geometrical effects are not considered. Afterwards, all geometrical
effects, such as edge area or dead area within the module interconnect are taken into account. The
resulting reduction in effective cell area also affects jsc, while Voc is hardly changed. Finally, current
collection and transport effects are considered by the quasi-three-dimensional Poisson’s equation
solver. The increased series resistance within the conducting layers and an additional shunting
effect on the module level reduce the fill factor. Moreover, the shunt in combination with a local
MPP mismatch lead to a further reduction in jsc. The final output I–V curve of the three-staged
model under STC is shown in orange in Figure 6.7. Its high coefficient of determination with
respect to the experimentally measured I-V data (black dots) of 99.7 % reveals the high precision
of the assembled model.

6.4.2 Holistic Loss Analysis from Shockley-Queisser Limit to Module Level

After presenting the development of an improved simulation model with three instead of two stages
in the last section, this section reveals a loss analysis for solar modules that are actually used
within the field. Still the same module N-G1000E105 is used as an example. Figure 6.8 shows
the entire loss analysis on a logarithmic scale with all relevant losses. The gray bars correspond to
the PCE of the I–V characteristics from Figure 6.7. All losses on the material level are allocated
to a lumped loss mechanism, which is called recombination. In principle, they could be split into
different recombination mechanisms, such as Shockley-Read-Hall recombination [300, 301], Auger
recombination [302, 303], radiative recombination [148], and recombination at surfaces and interfaces
[304]. However, their detailed analysis and the origin of those mechanisms are beyond the scope of
this work.

The Shockley-Queisser level minus all lumped recombination losses reveal the material level with
an absolute PCE of 25 %. This is a comparably similar number as the REF procedure on the
single cells in Figure 6.4. Smaller deviations arise from a different layer stack and from differently
grown individual layers. Starting from the material level, a similar picture as for the cells emerges
for modules as well. The most critical layer is the front contact (here AZO) with its optical and
electrical losses. The largest individual loss is the optical parasitic absorption of the AZO layer,
which is due to its comparably high absorption coefficient, especially in the IR range (compare
Figure 5.4). The resistive losses of the AZO result in ohmic losses but also in a spatial voltage
distribution, which causes local MPP mismatches. These two losses are the two major ones in the
electrical part of the loss analysis. In contrast to laboratory cells, modules in the field also have
large geometrical losses due to the reduction in effective area. Both the edge area at the module
rim as well as the monolithic interconnect are major area loss mechanisms and contribute more
than 3 %abs of absolute power loss. Their improvement offers a large potential for boosting the
overall module PCE, which could for example be realized by smaller edge areas, shorter module
interconnect trenches, or a more precise positioning of the trenches which allows smaller gaps
between the individual P1, P2, and P3 trenches.
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Figure 6.8: Detailed loss analysis for the module N-G1000E105 from NICE Solar Energy GmbH under STC. The
losses are grouped in the different categories and correpond to the different I–V curves in Figure 6.7.
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6.4 Applied Loss Analysis on Solar Modules

Answering this Chapter’s Guiding Scientific Question

How can all relevant losses on the device level be
allocated and quantified and which loss is the
bottleneck for thin-film solar devices?

Optical losses can be quantified via the parasitic loss
paths within the TMM approach, while electric losses due
to shunting and series effects can be calculated via
Ohm’s law within the FEM of the diode network model. A
further electrical loss arises from the high
non-linearity of solar cells. It results from the
spatial voltage distribution, which prohibits the solar
cell from working at the MPP at all regions and is
therefore called local MPP mismatch. To finalize the
holistic loss analysis, geometrical losses are
determined via the comparison of the additional areas
besides from the effective cell area. Using this
methodology, holistic loss analyses can be executed for
any thin-film device. Aside from the intrinsic
recombination losses, the largest power losses of
devices with ARC layers arise from the front TCO layer,
both electrically due to non-sufficient conductivity and
optically due to parasitic absorption. Therefore, this
tradeoff is a central challenge for producing
high-efficiency solar devices, which can be calculated
in advance with the methodology of this work. For
entire modules instead of individual cells, the
geometrical losses due to edge and interconnect area are
also a crucial loss path.
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7
Predicting Power in the Field –

Time-resolved Yield Forecast for Modules
Exposed to Natural Environmental

Conditions

S ince energy yield is the most important factor for renewable power generation [305, 306, 307],
this chapter describes a methodology to analyze the energy yield of thin-film solar modules

as opposed to efficiency at STC. In order to gain a holistic model from the physical efficiency limit
down to the actual module power, the developed methodologies of TMMand electrical FEM need to
be combined with an external drift-diffusion model to account for the semiconducting p-n junction.
The resulting holistic model allows multiple novel possibilities, e.g. the ab-initio yield forecast for
modules in the field with variable irradiation and temperature, loss analyses at non-STC, as well
as sensitivity analyses and bidirectional calculations including the fitting of material parameters
via this work’s REF procedure.1

This Chapter’s Guiding Scientific Question

How can the daily yield and time-dependent losses of a thin-film solar
module be forecast under real-world conditions?

1 This chapter is based on a journal article by the author of this work to be published under M. Zinßer et al., Accepted
from Communications Physics (2022) [228].
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7 Predicting Power in the Field – Time-resolved Yield Forecast for Modules Exposed to Natural Environmental
Conditions

7.1 Variation of Illumination Intensities

To investigate the simulation’s precision for different illumination intensities, the same module as
in Section 5.2.2 has been used. This time, it is simulated and measured not only at 1000 W/m2

but also under non-STC. The plotted data in Figure 7.1 is the same as shown previously in Section
6.3.4. The simulated PCE is summarized here in a single plot for all TCO thicknesses. On the
left side of the plot, the simulation model is checked for correct low-light conditions. From the
high agreement for all TCO thicknesses, it can be concluded that the model is appropriate and the
shunting resistance is implemented correctly. For large irradiation intensities, a lot of photocurrent
is generated. Hence, the spatial voltage distribution is rather hilly leading to prominent losses due
to local MPP mismatches. This effect decreases the PCE for too high irradiances depending on the
thickness of the TCO layer. All relevant electrical losses for high photocurrents can be modeled
well, which can be seen by the good agreement of the drop towards higher intensities. All in all,
this batch shows the capability of the model to handle at least four orders in magnitude of different
illumination intensities. This range is far more than needed for a real-world simulation.
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Figure 7.1: PCE of a CIGS as a function of illumination intensity. For a small irradiance, the PCE goes down due
to the relatively increasing shunting resistance. For a large irradiance, the large generated current causes a
large ohmic loss, forcing the PCE to shrink as well. For every thickness of the TCO, this tradeoff has its
maximum for a different irradiance.

7.2 Variation of Temperature

The second big environmental impact for a module simulation with actual meteorologic data is
the dependence on changing temperature. A changing module temperature mainly influences
the intrinsic semiconductor properties on the material level within the p-n junction. Hence,
simulations to examine the temperature-dependence must include a drift-diffusion model in order
to appropriately map these effects as described in Section 6.4. However, to correctly get the
temperature-dependence of the device, it must be linked with the optical and electrical model.

In Figure 7.2, the dependence of the open-circuit voltage and the fill factor as a function of the
temperature can be seen for the internal p-n junction (solid lines) and for the final device (dashed
lines). As described in Section 5.1.2 and shown in Figure 5.3, the impact of the temperature on the
conductivity of the contact layer can be neglected in a very good approximation. However, strong
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7.2 Variation of Temperature

effects happen on the material level with a variable temperature. The band gap decreases with
temperature [308], but the main effect of temperature is the enhanced thermal generation of electron-
hole pairs [309]. The latter increases the intrinsic carrier concentration, which is responsible for the
decreasing behavior of Voc and FF with rising temperature as seen in Figure 7.2.
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Figure 7.2:Modeled temperature-dependence of the open-circuit voltage and the fill factor. While the solid line
shows the results of the drift-diffusion calculation without any optical and electrical losses, the dashed
line represents the entire module behavior. With increasing temperature the intrinsic carrier concentration
increases, while the band gap decreases. This leads to the observed decreasing behavior of Voc and FF.

Figure 7.3 additionally shows the dependence of jsc and the PCE as a function of temperature.
As in Figure 7.2, the solid lines show the values calculated solely by the drift-diffusion model,
whereas the dashed lines represent the overall module behavior simulated with the linkage of all
three simulation stages. As expected, the photo-generated current is hardly affected by temperature,
which results in a almost constant short-circuit current density. Thus, the negative impact of rising
temperature on the PCE comes from the Voc- and FF-dependence from Figure 7.2. As all solar-
module parameters show a nearly linear temperature-dependence, temperature coefficients can be
calculated. For a single cell’s open-circuit voltage, a coefficient of −2.0 mV/K is observed both
for the p-n junction and for the device. The fill factor also shows for both simulations the same
absolute dependence of −0.06 %/K. Both effects result in a temperature-dependence of the PCE
of −0.1 %abs/K for the internal p-n junction and −0.05 %abs/K for the entire device. These
findings agree with practical experience [310] and a more detailed comparison with experimentally
measured temperature-dependencies in literature and theoretical calculations are shown in the next
sections.

7.2.1 Comparison with Theoretical Predictions

In order to calculate theoretical predictions for temperature-dependencies of solar-module parame-
ters, theoretical models with an empirical cubic temperature-dependence of the saturation-current
density [311] can be assumed. Using this correlation, the theoretical temperature-dependence of
Voc can be determined by [312]

dVoc

dT
= −Egap/qe − Voc + 3kBT/qe

T
. (7.1)
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Figure 7.3:Modeled temperature-dependence of the short-circuit current density and the power conversion efficiency.
While the solid line shows the results of the drift-diffusion calculation without any optical and electrical
losses, the dashed line represents the entire module behavior. As expected jsc is almost invariant as a
function of temperature. The PCE decreases due to the temperature-dependence of Voc and FF in Figure
7.2.

With the band gap of 1.13 eV of the considered module and an open-circuit voltage of 0.72 V, the
theoretical dependence is given by −1.6 mV/K. This value is reasonably close to the simulated
−2.0 mV/K mentioned above.

For an ideal fill factor under the assumption of no parasitic resistances, the expression

FF =
qeVoc/(kBT )− loge (qeVoc/(kBT ) + 0.72)

qeVoc/(kBT ) + 1
(7.2)

can be found [311]. From this correlation and Equation (7.1), a temperature-dependence of the fill
factor can be calculated [313].

dFF

dT
=

dVoc/dT − Voc/T

Voc + kBT/qe

·
(
qeVoc/(kBT )− 0.28

qeVoc/(kBT ) + 0.72
− FF

)
(7.3)

With the above mentioned numbers, a theoretically predicted value of−0.015 %/K is found. This
is slightly lower than the −0.06 %/K revealed by the simulation. However, these deviations can
be explained by the effects of shunting and series resistances. As experimentally measured cells
include these effects, the next section compares the temperature-coefficients of this work with
published data in literature.

7.2.2 Comparison with Literature

In Table 7.1, the simulated temperature-dependencies of the solar-module parameters on the device
level of thiswork are comparedwith experimentallymeasured results published in literature. Within
the publication Virtuani et al [314], only relative values are published. Therefore, suitable solar-
module parameters are assumed (Voc = 0.7 V, jsc = 27 mA/cm2, FF = 72 %, PCE = 14 %)
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7.3 Applying Real-world Meteorological Data to the Digital Model

and converted into absolute numbers in order to compare it with this work’s simulation. The
dependence of the short-circuit current density is hardly noticeable and therefore probably more
affected by fluctuations than by physical findings, although in theory an increased temperature
minimally boosts the jsc. The simulated temperature-dependence of Voc and FF of this work fits
perfectly into the series of actual measurements on real-world devices. To determine the quantity
dPCE/dT on the device level, drift-diffusion models are not sufficient any more. The linkage with
the two other simulations reveals a value of−0.05 %abs/K, which is in perfect agreement with the
laboratory measurements, as seen in Table 7.1.

Table 7.1: Comparison of device temperature coefficients with experimentally measured data in literature. In the
publication Virtuani et al, only relative values are given, which are therefore converted via standard CIGS
parameters (Voc = 0.7V, jsc = 27mA/cm2, FF = 72%, PCE = 14%).

dVoc/dT / djsc/dT / dFF/dT / dPCE/dT /
mV/K µA/cm2/K %abs/K %abs/K

Virtuani et al [314] −2.2 +5.4 −0.058 −0.05

Liu et al [315] −2.4 −5.1 / −0.04

Theelen et al (Au) [312] −2.1 −6.0 −0.090 −0.06

Theelen et al (In) [312] −1.9 −10 −0.080 −0.05

This work’s simulation −2.0 −1.6 −0.063 −0.05

From these theoretical calculations and the comparison with experimental data, it can be concluded
that with this work’s holistic approach the effects of temperature can be properly modeled.

7.3 Applying Real-world Meteorological Data to the
Digital Model

To simulate a real-world solar device, the CIGS module N-G1000E105 from NICE Solar Energy
GmbH was mounted facing south with a fixed tilt angle of 40◦ without any tracking at the Zentrum
für Sonnenenergie- und Wasserstoff-Forschung Baden-Württemberg (ZSW) test field Widderstall
located at 09.713◦N, 48.536◦ E and 750 m above sea level. During the exposition, I–V curve
scans of the module are conducted and recorded continuously at 1min intervals by an individual
electronic load. Between the scans, the module was operated at its MPP.

As shown in the two previous sections, the effects of varying temperature and irradiance are
correctly simulated by the digital model and therefore real-world data can be applied to it. This
includes variations in temperature and irradiance at the same time. The incident irradiance and
the module temperature on September 9, 2020 can be seen as a function of daytime in Figure 7.4.
The plane of array irradiance measurement was performed with a secondary standard pyranometer.
The module temperature was measured with a PT1000 resistive sensor at the rear glass surface
of the module. The day September 9, 2020 was chosen as a sample day, since it was a clear day
without clouds. Locally present trees cover the sun at low altitudes in the morning, which causes
the kink at the left side of the irradiance graph (black line) before half past 7. Besides that, the
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irradiance follows a trigonometric behavior as it is expected for the course of the sun within a
day. The module temperature (blue-red line) roughly shows the same behavior as the irradiance.
However, the inert thermal system causes it to lag behind the incident sunlight.
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Figure 7.4: External meteorologic conditions on the solar module during daytime of September 9, 2020. The illumi-
nation intensity (black line) is measured within the module plane follows a trigonometrical dependence on
the time of day. The prominent kink before 7:30 am is due to trees that block the sunlight. The temperature
is measured on the back of the module (blue-red line) and shows the same behavior as the irradiance but
lags behind it.

The thermal course over the day was implemented into the drift-diffusion model, whereas the
corresponding irradiance conditions are fed into the TMM calculation. Finally, the generated data
of both simulations is used as input for the subsequent Poisson’s equation solver. The resulting
simulated solar-module parameters, can be seen as orange lines in Figure 7.5 as a function of
daytime. The experimentally measured data in the field is plotted as black dotted points. As there
is a very high agreement of the predicted simulation data with the measured data, the interplay of
all three simulation stages is proven to work accurately.

Multiple features within the experimental data can now be understood by the simulated three-stage
model. The main feature of the open-circuit voltage is its fixed value of roughly 95 V most of
the day. However, in the early morning and late evening hours, Voc drops due to low irradiation
intensities. The latter cause lower photocurrents, which have a logarithmic influence on Voc.
Moreover, a distinctive feature within the open-circuit voltage is its increase in the morning hours.
This effect is due to the low module temperatures in the morning, as the thermal behavior lags
behind the irradiance behavior. At half past 7, the nearby trees do not hide the sun any more
causing a sudden increase in irradiance. Due to the inertia of the thermal system, the module is
briefly exposed to high irradiation at comparably low temperatures. This combination explains the
temporarily increased open-circuit voltage, which relaxes and plateaus while a thermal equilibrium
is reached over time.

Since the short-circuit current is linearly dependent on the irradiance, it follows this basic behavior
of the irradiance curve from Figure 7.4. This effect can be seen in the experimental as well as in the
simulated data. The kink in the morning before half past 7 is due to the shadowing of the locally
present trees.

Within the graph of the fill factor, there are many features that can be outlined and explained. The
most prominent feature is the huge drop in the morning and evening. This can be explained with the
low irradiation intensities at these times. They cause a comparably low photocurrent in contrast to
the constantly present shunting currents, which decreases the fill factor due to the manipulated ratio
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Figure 7.5: Simulated and measured solar-module parameters during daytime of September 9, 2020. The open-circuit
voltage stays rather constant except for the early morning and late evening hours. The short-circuit current,
on the other hand, nearly linearly follows the irradiance curve from Figure 7.4. The decrease in the fill factor
in the morning and evening is due to a low photocurrent. Moreover, the saddle at noontime in the FF is due
to a high temperature and a huge lateral current density.

of both. Another feature is the extensive drop around noontime. This is the result of two different
effects. The first is given by the high temperatures, which decrease the fill factor within this time
frame according to Figure 7.2. Secondly, the high irradiance at noon causes large generated current
densities, which result in large amount of lateral currents. They cause a large gradient within the
spatial voltage distribution, which is always associated with large local MPP losses and resistive
losses and therefore a lower fill factor.

Figure 7.6 shows the same dependence for the temperature and irradiance on a more cloudy day
(September 6, 2020). As a result of the clouds, a much more spiky temperature and illumination
behavior throughout the day can be observed. As an effect of the shading by clouds, the module
temperature does not go as high as for the sunny day studied above. Solar-module parameters
are predicted the same way as for the sunny day and shown in graphs b), c), and d). Despite the
huge fluctuations a similar good agreement between measured and simulated data can be seen.
Starting at 5pm, the experimental behavior of the open-circuit voltage and the fill factor shows
some deviations from the predicted values. This is due to the very low irradiation at this time.
The resulting simulated I-V data is much harder to fit which causes smaller deviations, especially
for the fill factor. Another source of error might be introduced by the measurement of the module
temperature at the back side, which probably not exactly matches the temperature at the simulated
p-n junction. Fortunately, the low irradiation intensities at these times result in low generated
powers. Therefore, the absolute impact on the yield is comparably small, as it can be seen in graph
e). As a result, the simulated and measured time-dependent behavior of the power match well.
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Figure 7.6: External meteorologic conditions, solar-module parameters, and produced power during daytime of Septem-
ber 9, 2020. The partially cloudy day shown here has more complex weather conditions than the sunny
day shown in Figure 7.4. The presence of clouds introduces a jagged behavior within the time-dependent
irradiance. Moreover, the module temperatures stay lower than on a sunny day.

7.4 From Shockley-Queisser to Module Power –
Time-resolved Holistic Loss Analysis for Solar
Modules

In Figure 7.7, a time-resolved holistic loss analysis for the module on September 9, 2020 is shown.
All occurring loss mechanisms are introduced in Chapter 6. The top black curve on the edge of
the red area is the determined via the Shockley-Queisser model [148]. It is expressed in absolute
power units, is normalized to the module’s overall size and depends on the current illumination and
temperature conditions from Figure 7.4. This curve represents the theoretical maximum power that
could be converted under the given meteorological conditions. Within each time step, a three-stage
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7.4 From Shockley-Queisser to Module Power – Time-resolved Holistic Loss Analysis for Solar Modules

simulation is executed. All losses are quantified and allocated to their loss mechanism, which are
marked with different colors. The material limit is given as the Shockley-Queisser power minus
the intrinsic recombination losses. In theory, an optically and electrically ideal module could
achieve this power. A more realistic limit is given by the infinitesimally small cell level. This
takes into account all optical losses but does not suffer from any geometrical module area losses or
electrical transport effects. This limit is between the blue and green areas. Finally, the imaginary
infinitesimal small cell is laterally extended into a real-world module. This introduces geometrical
(green areas) and electrical (orange) losses. After considering its two-dimensional expansion
and the corresponding losses, the module is expected to generate the power marked by the gray
area. The integration over the entire day results in a total yield of 698.9 Wh. Integrating over
the experimental power data (plotted in black dots) give a total yield 698.7 Wh for the entire day,
which is in remarkable agreement with the predicted simulated value. As the module has a nominal
power of 103 Wp under STC, this equals a yield-to-nominal-power ratio of 6.8 kWh/kWp for the
considered day. Because the considered day was a perfect sunny day, this value will be much lower
for an entire year. It can be concluded that with the described three-level simulation approach, it
is possible to precisely model real-world thin-film solar modules under non-STC, predict its yield,
and even allocate all relevant losses to their origins.
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Figure 7.7: Time-dependent loss analysis and generated module yield during daytime of September 9, 2020. The
upper edge of the red colored area is given as the temperature- and irradiance-dependent Shockley-Queisser
limit for the module’s band gap of 1.13 eV. It is scaled for the module size. All colored areas represent
different loss mechanisms, while the module is predicted to produce the power indicated as gray area. For
comparison, actual measurements in the field are marked as black dots.

In order to put these results in perspective, the resulting module PCE is compared with the PCE
calculated from the Shockley-Queisser model. In graph a) in Figure 7.8, a colormap of the
Shockley-Queisser limit for a single-junction solar cell with a band gap of 1.13 eV for a given
temperature and irradiance is shown. As it can be seen, the Shockley-Queisser approach is a
variable model depending on the two shown input parameters (and the band gap) rather than a
single, fixed efficiency limit. In fact, the PCE limit varies from 29 % up to 34 %, even within these
realistic non-STC conditions. The entire day, the simulated module is within the shown boundaries
of graph a). The exact trajectory of operating conditions of the device on September 9, 2020 is
shown by the black line with the blue points. Its projection on the daytime is shown in graph b).
All relative losses are shown in this graph as well with the same color code as in Figure 7.7. The

107



7 Predicting Power in the Field – Time-resolved Yield Forecast for Modules Exposed to Natural Environmental
Conditions

experimentally measured points from Figure 7.7 are shown again as black points. Their overall
agreement with the simulation is rather high, except for the early morning hours. The main reason
for this deviation is that the PCE is a relative quantity and therefore the absolute errors from Figure
7.7 appear to be relatively large even though these errors for low intensities are actually extremely
small. Another physical error source can be the absence of a thermal model [316], which could
predict the exact temperature at the p-n junction and not only at the sensor at the rear side of the
module. The actual temperature might heat up by around 2 to 3 K. In the early morning and late
evening hours the effect of low-light conditions reduce the actual module PCE disproportionately
more than the Shockley-Queisser limit. This effect is due to the module’s low shunting resistance,
which causes a relatively large shunting effect for low irradiation as it can be seen in Figure 7.1.
Furthermore, the high module temperatures around noontime affect the module’s PCE more than
than the Shockley-Queisser PCE. This can be attributed to the high temperature coefficients as
shown in Section 7.2, respectively.
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Figure 7.8: Trajectory of the operating module conditions compared with the Shockley-Queisser model during daytime
of September 9, 2020. In graph a), the Shockley-Queisser limit is plotted as a colormap for the module’s
band gap of 1.13 eV as a function of temperature and irradiance. The black line shows the course of
the module conditions during that day. The same curve is shown in graph b) as a function of daytime in
combination with all losses from Figure 7.7. All loss mechanisms and the actual module power have the
same color coding as in Figure 7.7.
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7.5 Possible Improvements on Module Level

As the largest single loss mechanism is the loss due to recombination, it is reasonable to direct
research efforts towards the improvements of the absorber material. This has been often suggested
and even realized in literature [153, 276, 278, 317, 318, 319, 320, 321]. However, this section focuses on the
improvements on the device level without touching the actual light-absorbing material. It serves as
a sensitivity analysis to get a feeling for which parameters have a significant effect on the PCE and
hence guide future research and development efforts. As calculated in Section 6.4, the actual PCE
of the reference module at STC is 14.27 %. In this section, individual measures to get a PCE gain
of 0.65 % and therefore an overall PCE of 14.92 % are investigated.

The five following points are the main consideration of this section: Reducing sheet resistance
in the TCO layer, reducing optical absorption in the TCO layer, reducing optical absorption in
the encapsulant, reducing edge areas, and reducing interconnect areas. In order to achieve the
mentioned PCE gain via a reduction in the electrical losses in the front TCO layer, the Poisson
solver can be used to calculate the necessary improvement. A required sheet resistance of 7.75 Ω
instead of the actual 25 Ω would be needed for the same grid resistivity. To get the same PCE
effect via reducing the optical losses in the TCO layer, its absorption needs to be reduced by around
26 % within the relevant wavelength range. Reducing the parasitic absorption of the encapsulant
entirely would result in the same PCE gain. Alternatively, the geometrical losses can be addressed.
Reducing the edge area from around 505 cm2 (7 % of total module) to around 190 cm2 (2.6 % of
total module) results in the same 0.65 % gain of PCE. Finally, the interconnect width needs to be
reduced from 265µm to 100µm in order to gain the same PCE improvement. To do so, the cell
width needs to be reduced to 3.5 mm to minimize ohmic losses, as it can be seen in Table 7.2.

In first order, one could assume that implementing all of the five improvement suggestions men-
tioned above would improve the efficiency by a factor of five times the individually improved
0.65 %, which equals to 3.25 % and therefore an overall module efficiency of 17.52 %. However,
with all five improvement suggestions at the same time, the PCE is increased by 3.63 % to a total
efficiency of 17.90 %. This overlap in improvement without modifying the CIGS deposition pro-
cess is due to the interactions of the efficiency-increasing effects. Exemplarily, the more conductive
TCO layer allows a larger cell width of 4.2 mm despite the smaller interconnect area.
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Table 7.2: Comparison of geometric dimensions and characteristic electrical data for differently improved modules. The
first line shows the standard reference module, while in the second line the interconnect area was reduced
and in the last line all improvements form the main text are implemented (TCO sheet resistance, TCO
transmittance, encapsulant transmittance, interconnect and edge area).

(a) Module geometries.

implemented
improvements

module
height / mm

module
width / mm

interconnect
width / µm

ideal cell
width / mm

#
cells

none 1200 600 265 4.0 144
interconnect

area 1200 600 100 3.5 163

all described 1200 600 100 4.2 136

(b) Characteristic electrical data.

implemented
improvements

Voc
module /
V

Voc
cell /
V

Isc /
A

jsc /
mA/cm2

FF /
%

PCE /
%

none 103.7 0.720 1.35 27.0 73.4 14.27
interconnect

area 117.3 0.719 1.24 28.1 73.8 14.92

all described 98.2 0.722 1.34 30.9 80.3 17.90
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Answering this Chapter’s Guiding Scientific Question

How can the daily yield and time-dependent losses of a
thin-film solar module be forecast under real-world
conditions?

A holistic digital model of a real-world solar module
can be achieved by the connection of the three different
simulation levels of electronical drift-diffusion
simulation, optical TMM, and electrical Poisson’s
equation solver. This simulation model can handle
fluctuations in temperature by the drift-diffusion
method and irradiance by the TMM and their interplay by
the Poisson solver. A holistic top-down loss analysis
from the Shockley-Queisser model down to the actual
module power can be calculated as introduced in Chapter
6 for each simulated time step. The overall daily yield
is determined by integrating over the entire day. It
was verified with an experimentally measured module and
proven to have a precision of less than one per mill
accuracy.
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8
Pushing the Performance –

Optimizing Power Conversion Efficiency
and Annual Yield

T he previous chapters described how solar cells and modules can be simulated, their losses
modeled, and the final PCE forecast. The consistent next logical step is therefore the targeted

optimization of solar devices. Since there are many suggestions and realizations of how to improve
the light-absorbing material [276, 278, 317, 319, 277], this chapter only deals with improvements on the
device level. This includes conventional parameter optimizations with typically few optimization
parameters as well as computationally expensive design optimization with typically several tens of
thousands of optimization parameters.1

This Chapter’s Guiding Scientific Question

How can individual solar device parameters be optimized and what is the
perfect metallization grid pattern?

1 This chapter is based on a journal article by the author of this work published under M. Zinßer et al., MRS Advances
7, 706–712 (2022) [322].
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8.1 Optimization of Device Parameters

If the basic geometry of a solar device is predefined and only a few parameters can be optimized,
a conventional parameter optimization is used. Examples for such parameters are the width of a
monotonically interconnected cell, the distance between two grid fingers or the thickness of the
front TCO layer. All those examples are a tradeoff between two beneficial effects. Exemplarily,
a thicker TCO layer improves the electrical conductivity, while a thinner layer promotes a better
optical transparency. Figure 8.1 shows this example for a 5 × 2.6 mm2 monolithically integrated
cell with the same layer stack as in Section 5.2.2. Graph b) reveals the tradeoff between conductivity
and transparency in terms of fill factor versus short-circuit current density. Their linear influence
on the PCE reveals a maximum of 14 % in graph a) at around 700 nm thickness. Since only
one parameter was optimized, an entire batch could be executed and every reasonable TCO layer
thickness can be tested.
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Figure 8.1: Optimization of the TCO layer thickness for a monolithically integrated CIGS cell with the dimensions of
5× 2.6mm2. The bottom plot shows the tradeoff between a high short-circuit current density for thin TCO
layers and a high FF for thick TCO layers. Voc is nearly unaffected by the TCO thickness.

However, for optimizations with multiple optimization parameters, such broadband batches would
scale up the runtime to excessively long time periods. Therefore, a targeted optimization algorithm
is needed, which optimizes all parameters without knowing the entire landscape of the problem.
Due to the typically flat landscape within the parameters space, straightforward conventional opti-
mization algorithms can be used to find the maximum. Nevertheless, a gradient with respect to all
optimization parameters is not straightforward available and would take as many further simula-
tions as present optimization parameters when calculating the derivative with a forward difference
quotient. Since such numerically expensive calculations should be avoided, only gradient-free
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optimization algorithms are considered to solve such problems. This work uses a downhill-simplex
algorithm [233] due to its fast convergence and simple handling. This procedure will later be used
in Chapter 9 to optimize a module for its maximum PCE for three variable parameters.

8.2 The Ideal Metallization Grid – Topology
Optimization of Metallization Patterns

The content of this section has been developed and implemented in collaboration with Benedikt
Braun.

Another common field of optimization for solar devices is the design of the top metallization
grid. A similar tradeoff as for the TCO layer thickness is present for the grid pattern: Due
to their induced shading effect, grid structures are a tradeoff between an improved electrical
conductivity and optical shading. Hence, the determination of an appropriate grid pattern has
always deserved special attention [163]. Early approaches assumed a pre-defined grid structure with
a few tuning parameters and developed analytical models to calculate the PCE [161, 162, 164, 165, 166].
Their optimization works the same way as the parameter optimization procedure described above.

However, approaches for developing a grid pattern can be made without any restrictions in the
design thanks to powerful modern computers. The only limitation is the numerical quantization
for the FEM model. The most common approach for such problems is the method of topology
optimization (TO) [323], which has been applied for problems in heat transfer [324, 324], mechanical
statics [325, 326], fluid mechanics [327], and to solve Poisson’s equation [184]. Even multi-objective
optimizations have been executed [328, 329]. One group already applied the methodology of TO to
the grid designing problem of solar devices [186]. A novelty of this work is the application not only
to solar cells [187] or solar pin-up modules [188, 189] but also to monolithically integrated cells. The
following sections only describe the new developments of this work. For any deeper investigations,
the reader is referred to further literature [188].

8.2.1 Mathematical Basics – The Problem Formulation

From the FEM procedure, a huge variety of grid designs could be constructed. Each element k
can either consist of a metallization layer on top or not. This binary information will be stored
in the grid density xk. The vector of all listed grid densities of each element will be referred to
as x ∈ {0, 1}N . Each of the 2N possible combinations represents a well defined grid pattern.
Furthermore, the function

f : {0, 1}N → R, x 7→ PCE (8.1)

maps each of these possibilities x on a well defined PCE using the developed FEM. According
to Equation (4.45), the produced power depends on each finite element and its grid density xk.
Finally, the optimization problem is defined as finding the density vector that leads to the maximum

max
x∈{0,1}N

PCE(x) (8.2)
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of the extremely high-dimensional function f . Physically, this optimum represents a preferably flat
voltage distribution for as little metallization grid as possible. This arrangement reveals the best
tradeoff between less shading and the voltage of all finite elements being close to their MPP.

8.2.2 Topology Optimization as Improvement Idea

Since an application-oriented TO procedure needs a fine quantization, a large number of finite
elements is used within the FEM simulation. Therefore the number of possible grid arrangements
2N exceeds pretty fast the number of FEMcalculations that could be executedwithin a finite amount
of time. Even if only grid arrangements with cohesive structures are used, the runtime cannot be
reduced to a reasonable time scale. Fortunately, similar to neural networks, the multi-dimensional
parameter landscape has many local maxima and it is not necessary to find a global optimum.
A very good local optimum is by far sufficient within a typical parameter landscape with many
local extrema that are only infinitesimally worse than the global optimum. This enables to use
algorithms such as the method of moving asymptotes [185] or the gradient adjoint method [330].

Within each parameter dimension xk, only two values (0 and 1) are defined for real-world solar
devices, which in principle could be handled bymathematical approaches for discrete optimizations
[331]. However, a continuous optimization receives more information about the environment of the
parameter landscape. To develop a continuous problem, also intermediate values between 0 and 1
are allowed and afterwards a binarization is applied to get rid of those values. The behavior of finite
elements with intermediate grid densities lies between those of binarized elements. However, this
interpolation is not linear. Otherwise, intermediate values could be favoured by the algorithm and
a subsequent binarization destroys the built structures. In fact, the interpolation needs to promote
a very good conductivity for xk = 1 and a very good transparency for xk = 0. Intermediate
values are disadvantaged in both quantities by introducing an exponential interpolation function
with a certain degree of bowing in between. Using this approach, an aspiration towards an intrinsic
binarized grid structure is made. This work uses solid isotropic material with penalization (SIMP)
functions with exponential interpolation functions [329, 332, 333, 334]. Those SIMP functions are
defined as a function of grid density xk by

fgen
SIMP(xk) =

1

βgen
SIMP

·
(
βgen

SIMP + 1
)1−xk − 1

βgen
SIMP

(8.3)

and

f con
SIMP(xk) =

1

βcon
SIMP

· (βcon
SIMP + 1)xk − 1

βcon
SIMP

(8.4)

with the bowing factors βgen
SIMP and βcon

SIMP of typically 10 to 100. The derivatives with respect to
xk are given by

d

dxk
fgen

SIMP(xk) = −
log
(
βgen

SIMP + 1
)

βgen
SIMP

·
(
βgen

SIMP + 1
)1−xk (8.5)

and

d

dxk
f con

SIMP(xk) =
log (βcon

SIMP + 1)

βcon
SIMP

· (βcon
SIMP + 1)xk . (8.6)
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Both SIMP functions and their derivatives are shown in Figure 8.2. A prominent feature is that for
xk = 0 the generation SIMP function reaches 1, while the conductivity SIMP function vanishes.
For xk = 1 the opposite values are reached. The interpolation in between is exponential, as
defined in Equations (8.3) and (8.4). This gives finite elements with a grid density of xk = 0.5
a conductivity that is worse than 50 % and an optical transparency that is also worse than 50 %.
Hence, the desired intrinsic trend towards either xk = 0 or xk = 1 is implemented.
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Figure 8.2: Behavior of the SIMP functions and their derivatives with bowing factors βgen
SIMP = βcon

SIMP = 50.

The two SIMP functions find their way into the simulation as prefactors for the generated photocur-
rent within the optical TMM and the used grid resistor within the electrical simulation. The grid
resistor within the FEM simulation from Equation (4.24) is modified to

Rk,ngrid = ρgrid ·
‖xk − xn‖

2Agrid
· 1

f con
SIMP(xk)

. (8.7)

Since the resistor is the reciprocal value of the conductivity, it is inversely dependent on the SIMP
function f con

SIMP(xk). The generated photocurrent density from Equation (4.18) is changed to

Iknet =− foptics · fgen
SIMP(xk) · Iph

+ I0 ·

(
exp

(
qe ·
(
Φk

front − Φk
back − IknetRs

)
nmat

d kBT

)
− 1

)

+
Φk

front − Φk
back − IknetRs

Rsh
. (8.8)

Hereby, the exponential dependency of both SIMP functions are introduced to the FEM simulation.
Table 8.1 shows the summarized conductivities and light transparency for the extreme valuesxk = 0
and xk = 1.

Combining Equations (4.47) and (4.45) reveals the final output power

Pout = Vop ·
∑
k∈K

Iknet = Vop ·
∑
k∈K

Iknet(xk,Φk(xk)), (8.9)
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Table 8.1: Behavior of finite elements with and without grid.

with grid without grid

grid density xk 1 0
incident light reflection absorption
photocurrent fgen

SIMP(xk) · Iph 0 Iph

conductivity good bad
grid resistor in FEM 1

fcon
SIMP(xk) ·R

k,n
grid Rk,ngrid ∞

which nowdepends onxk. The direct dependency of Iknet(xk) arises from themodified photocurrent
density, while the indirect dependency Iknet(Φk(xk)) arises from the modified spatial voltage
distribution. According to Equation 4.48, the PCE linearly depends on the generated power Pout,
which is why the optimization problem from Equation 8.2 is still valid.

Figure 8.3 visually summarizes the basic idea of TO for a solar device. White colored finite
elements stand for elements with grid on top, while black colored elements do not have a front
grid. Elements with colors in between have properties that are interpolated by the SIMP functions.
In Graph 8.3a, an initial guess with spatially randomized grid densities is assumed. Graph 8.3b
visualizes a sensitivity analysis for each element’s grid density xk. In simple words, this shows the
necessity for a higher grid density, where green means need for more grid and red means need for
less grid. In practice, this quantity is mathematically represented by the N -dimensional gradient

d
dxk

Pout with respect to the grid density of each element k. Its calculation will be part of the next
section. The updated grid density is shown in graph 8.3c, which typically demonstrates a better
PCE via Equation (8.9). The steps in graphs 8.3b and 8.3c are repeated for several times until a
certain convergence criteria is reached. Typically a maximum number of iterations of 50 to 100
iterations are allowed. In graph 8.3d, the binarization is performed. Each element is either set to
xk = 0 or to xk = 1 based on a certain threshold. As mentioned before, this step is necessary
since real-world solar devices can only have a full metallization grid on top, but not a fraction of it.
Typical structures only consist of cohesive grid patterns. Actual calculation results will be shown
in Section 8.2.4.
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(a) Grid density with randomized initial guess.
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(b) Visualization of the gradient.
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(c) Grid density after applying the gradient.
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(d) Grid density after binarization.

Figure 8.3: Visualization of the idea of topology optimization for a 6.4 × 7.95mm2 large cell. A randomized grid
density is used as a starting point in plot (a). Afterwards, the sensitivity of each finite element for more or
less grid is checked in plot (c) and used for an updated better grid distribution in plot (c). This procedure is
executed several times until a certain criteria is reached. Finally, the grid density is binarized element-wise
as seen in plot (d).

8.2.3 Improved Optimization – Calculation of the Gradient

The gradient d
dxk

Pout reveals valuable information about the nearest local extremum. Therefore,
its calculation on top of the current loss function in Equation 8.9 can be rather useful if it does not
consume too much runtime to calculate. The gradient could be calculated by changing the grid
density of one element by a small number and compare the changed PCE according to Equation
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8.9 with the initially calculated PCE. This could be done for each parameter xk and basically
represents a difference quotient. However, such a procedure requires N + 1 simulations for N
elements. Since for TO simulations, typically tens of thousands of finite elements are involved, this
does not result in any practicable runtime. Therefore, one can make use of the knowledge of the
influence of the SIMP function within the simulation. By the chain rule and the total derivative,
the gradient can be rewritten to

d

dxk
Pout =

∂Pout

∂Iknet

· dIknet

dxk
(8.10)

=
∂Pout

∂Iknet

·
(
∂Iknet

∂xk
+
∂Iknet

∂Φk
· dΦk(xk)

dxk

)
. (8.11)

Here the direct grid-density dependence of Iknet and the indirect dependence via the electrical
voltage drop Φk of the k-th element is taken into account. This leaves four differentials to be
calculated. The first one can be trivially calculated via Equation (8.9), which results in

∂Pout

∂Iknet

= Vop. (8.12)

The second and third differential ∂Iknet
∂xk

and ∂Iknet
∂Φk

are also easily solvable via Equation (8.8).
However, the fourth differential

dΦk(xk)

dxk
(8.13)

relies on the mentioned knowledge of the equation system −Inet = G · Φ from (4.30) with the
voltage-drop vector Φ of all local voltage drops Φk from Equation (4.31) and the stiffness matrix
G from (4.34). On both sides, the derivative with respect to xk is calculated and on the right side,
the product rule is applied.

−dInet(xk)

dxk
=

dG(xk)

dxk
· Φ + G · dΦ(xk)

dxk

⇔ dΦ(xk)

dxk
= −G−1 ·

(
dG(xk)

dxk
· Φ +

dInet(xk)

dxk

)
(8.14)

While this gives an expression for Equation (8.13), it yields two new differentials. The first one
dG(xk)

dxk
can be trivially calculated via the definition in (4.34) and the therein derived components

in Equation (8.7). The second one dInet(xk)
dxk

however, is calculated via an approximation. Only
the dependencies in first order are considered, which changes the full derivative d

dxk
into a partial

derivative ∂
∂xk

[335]. This dependency can be calculated from Equation (8.8). Finally, Equation
(8.14) is typically not solved by calculating the inverse of the matrix G but by solving a system
of linear equations. Due to efficient solving methods like biconjugate gradient methods [231] with
an incomplete LU decomposition [232] as preconditioning procedure, this method is much faster
than calculating an inverse of a large matrix, even though it is only sparsely populated. Finally,
from dΦ(xk)

dxk
the single components dΦk(xk)

dxk
can be obtained component-wise, which are needed in

Equation (8.14). Thus, the gradient is determined completely.
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The advantage in runtime is shown in Figure 8.4 for a restricted amount of finite elements. Due to
its increase in runtime of more than three orders of magnitude, the calculation of the gradient is
roughly on the same time scale as calculating the actual function value according to Equation 8.9.
Therefore, gradient-based optimization algorithms can be used, which consist of a supremely small
amount of function evaluations and therefore speed up the entire runtime for a TO calculation. A
comparison of several optimizers are shown in the next section.
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Figure 8.4: Comparison of the calculation of the gradient for the topology optimization. The approximated calculation
of the gradient is more than three orders of magnitude faster than the exact calculation via a difference
quotient.

8.2.4 Different Optimizing Algorithms

Having access to an approximated yet quickly calculated gradient

gradx (PCE(x)) (8.15)

allows to use gradient-based optimization algorithms. This section compares different algorithms
that can dealwith a large number of optimization parameters. Within this high-dimensional parame-
ter space, the landscape is rather hilly and therefore highly non-convexwith a lot of local maxima. A
straightforward gradient descent method is compared with a Broyden–Fletcher–Goldfarb–Shanno
(BFGS) [336, 337, 338, 339] optimizer and an adaptive moment estimation (ADAM) [340] optimization
algorithm. The resulting grid patterns in real space can be seen in Figure 8.5 for around 40000 finite
elements. Moreover, Figure 8.6 reveals insightful information about the iteration-dependent PCE
of each optimization algorithm. Despite their rather different looking grid pattern in Figure 8.5,
all tested optimizers roughly converge to the same final PCE. This proves the hypothesis of many
local maxima within the parameter landscape and makes finding a global maximum extremely
difficult but also irrelevant. However, the ADAM optimizer frequently reaches the intended level
of optimization with the fewest iterations. Therefore, only this algorithm will be used in this work.
For all symmetrical modules or cells, a symmetry axis in the middle was introduced, as shown in
Figure 8.5. This cuts the amount of finite elements in half and therefore drastically reduces the
optimization problem resulting in a much shorter runtime.
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Figure 8.5: Resulting grid pattern for different numerical optimizers after 50 iterations.
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Figure 8.6: Development of the PCE for different optimizers as a function of the number of iterations.

8.2.5 Further Refinements for the Optimization Strategy

Some smaller improvements are implemented into this work’s optimization algorithms that are only
briefly explained here. A more detailed explanation can be found in [335].

8.2.5.1 Density Filter

In order to make sure that the grid pattern does not form any checker-board patterns or a too thin
grid finger, a density filter is used [341, 342]. This filter modifies the grid densities from xk to x̃k by
the following modification rule.

x̃k =
1∑

i∈K wk,i
·
∑
i∈K

wk,i · xi (8.16)

Here, wk,i are weight functions that use the Euclidean distance between the k-th and i-th element.
Within this work, the weights are chosen to obey the Gaussian distribution function [343]

wk,i = exp

(
−‖xk − xi‖

2

2σ2

)
(8.17)
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with the variance σ2. This kind of filtering correlates the grid densities of neighboring elements,
which supports the formation of cohesive grid structures and inhibits the formation of individual
grid islands.

8.2.5.2 Gaussian Blur

In order to avoid getting stuck in a certain grid configuration, a Gaussian blur filter is used. This
methodology averages the grid densities of a given element k with their neighbors’ density. It is
calculated via

x̃k =
1

ξ

∑
i∈K

exp

(
−‖xk − xi‖

2

2ζ2

)
· xi, (8.18)

where ζ corresponds to a filter radius in real space and ξ is chosen in a way, that no x̃k exceeds
the value of 1. This effect broadens and blurs all built grid branches. This gives the optimization
algorithm the chance to re-choose the exact position of already formed grid fingers.

8.2.5.3 Batch Optimization

Finally, the rate of convergence and the final result can be improved by using a non-linear localization
strategy [344]. Thereby, all finite elements are randomly divided into several subgroups, so called
batches. The associated finite elements are optimized one batch after another. This procedure
ensures an isolated optimization of all elements within a batch, allowing finer adjustments to the
grid. A result of an optimized grid pattern using a batch optimization within an ADAM algorithm
can be seen in Figure 8.7. Moreover, the behavior of the light blue line in Figure 8.6 shows an even
better convergence than the conventionally used ADAM optimizer and in fact, a slightly higher
final PCE. Therefore, in the following only the ADAM method in the batch variation is used.
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Figure 8.7: Resulting grid pattern for the ADAM optimizer with the usage of batches after 50 iterations.
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8.3 Real-world Applications – From PCE
Optimization to Yield Optimization

This section deals with the application of TO on real-world solar modules. In Figure 8.8, the
averaged irradiance in Stuttgart (Germany) between the years 2005 and 2020 was gathered from the
TMY PVGIS-ERA5 data set [251] in hourly time steps. Although the chosen location in Stuttgart is
with a latitude of 48.738◦N very close to the normalized solar zenith angle of 48.19◦N referenced
by the AM1.5G spectrum, the local irradiance rarely reaches or even exceeds the standardized
1000 W/m2. This effect is mainly due to local clouds, incident solar angle during the daytime, and
a low sun due to seasons. Weighting the irradiance with the temporal distribution of this irradiance
reveals a value of only 598 W/m2 for the Stuttgart location. Therefore, the question arises whether
an optimization of photovoltaic devices for STC with its irradiance of 1000 W/m2 is reasonable.
Lower irradiances result in lower locally generated currents, which requires less conductance,
i.e. enables thinner TCO layers and less metallization grid. Therefore, an optimization for lower
irradiances and hence for an annual yield seems to be very reasonable. This would result in a
reduction of the PCE at STC, but would increase the annual yield as well as reduce the production
costs due to a lower material consumption. In principle, an optimization with the annual yield as
the optimization function could be attempted. However, calculating a PCE can be achieved in a
few seconds while a yield calculation takes around 300 times longer and therefore up to several
minutes. A topology optimization that uses the yield as the optimization function, would also
be expanded by the factor 300. Since TO algorithms use a large amount of finite elements, the
runtime on a standard PC would increase to several weeks, which is far longer than practically
usable. Thus, instead of the annual yield, simply a lower PCE is used as loss function and the final
yield calculation is only used for validation and further analysis.

Figure 8.8: Visualization of the time-dependent sun’s illumination power in Stuttgart averaged over the years from 2005
to 2020.
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8.3.1 New Grid Designs for Yield Optimization

As in the beginning of this chapter in Section 8.1, a 5× 2.6 mm2 monolithically integrated cell is
optimized. This time, not only the TCO layer thickness is adjusted, but also simultaneously the grid
structure is optimized via a TO. The introduction of a grid increases the overall PCE from roughly
14 % to around 18 %. In Figure 8.9, the smallest periodic structure of two different cell designs
are shown. Each of them is optimized for a different irradiance intensity [322]. The left orange
design is optimized for the standardized 1000 W/m2 distributed over the AM1.5G spectrum as
defined in STC. It consists of a grid coverage of 2.89 % and a 180 nm thick front TCO layer. Its
grid pattern looks like a radio-antenna, which gives this design its name. The right blue design
is optimized for only 500 W/m2 with the same spectral distribution as the AM1.5G spectrum. It
has a grid coverage of only 1.35 % and a TCO layer thickness of 90 nm. Due to its shape, this cell
design is referred to as champagne-glass design in the following. The factor of 2 in the TCO layer
thickness as well as in the grid coverage perfectly matches the difference in irradiance, for which
the two designs are optimized. Such a reduction in TCO and grid material significantly lowers the
material consumption and therefore production costs of thin-film solar modules. Both topological
grid designs in Figure 8.9 are a manually adapted combination of multiple TO attempts. Therefore,
both designs are a merged design of several individual optimizations. Moreover, both designs are
generated with a symmetry axis in the middle of the horizontal direction. As mentioned above,
this reduces the amount of finite elements, which drastically speeds up the runtime of the TO.

monolithical interconnects to next cell in module

radio-antenna design champagne-glas design

180nm TCO layer 90nm TCO layer

Figure 8.9: Two different grid designs optimized for different irradiance intensities. The radio-antenna design was opti-
mized for an irradiance of 1000W/m2, whereas the champagne-glass design as optimized for 500W/m2.
The designs differ in their grid pattern and the thickness of their top TCO layer.

Figure 8.10 compares the I–V curves of both cell designs for 1000 W/m2 and 500 W/m2 incident
irradiance. Since the radio-antenna design was optimized for 1000 W/m2, it has the higher MPP
than the champagne-glass design for the higher illumination. The same argument holds for the
champagne-glass design for 500 W/m2. For reference, the I–V characteristic at the material level
is shown for both irradiation intensities as well.

Such I–V curves can be obtained for many irradiation intensities. Their resulting solar-module
parameters are plotted in Figure 8.11b). While the radio-antenna design consists of a higher FF
for all irradiances due to its grid pattern and its thicker TCO layer, the champagne-glass design
has a higher short-circuit current density due to its lower grid coverage and its thinner TCO layer.
Graph a) shows the interplay in terms of the PCE. For low irradiances the demand for a good
conductivity is comparably low since only little current is generated that needs to be extracted. This
tradeoff towards a less shading and lower conductivity is realized in the champagne-glass design,
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Figure 8.10: I–V curves for different illumination intensities for two different cell designs. The black lines represent
the material level without any electrical and optical losses.

making it the supreme design for low irradiances. For illuminations above 870 W/m2 significantly
more current is generated, which entails the need for high electrical conductivity. This is given
within the radio-antenna design. Therefore, its higher FF for high irradiances outperforms its lower
short-circuit current density. To summarize, this analysis shows that the champagne-glass design is
more favorable for small irradiances despite having a worse PCE at STC. For the same irradiances,
both designs have almost the same open-circuit voltage.
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Figure 8.11: Illumination-dependent solar cell parameters for two different cell designs. For low irradiances, the higher
jsc of the champagne-glass designs compensates its sightly lower FF. At the vertical dotted line, this
effect vanished and is reversed for higher intensities. The black lines mark the material level without any
electrical and optical losses.

In order to test both designs for monolithically integrated cells on realistic data, irradiance data
as in Figure 8.8 has been gathered for multiple locations with different latitudes reaching from
64◦N to 30◦N. The irradiance data has been processed into multiple irradiance bins as seen as
the gray histogram in Figure 8.12. Multiplication of the histograms with the irradiance on the
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x-axis reveals the red curves. In practice, they show at which irradiance levels the annual yield
is predominantly generated from. As introduced in Section 4.6.3, for such a data set, the annual
power can be efficiently calculated. Calculating the weighted mean of the red curve indicates the
virtual irradiance value, where most of the annual power is generated at. This value as well as the
maximum peak of the red curves increases for a decreasing latitude.
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Figure 8.12: Irradiance intensities for different locations on the northern hemisphere.

The modules in all locations are pointed directly towards south and have an optimized angle of
attack, which is 48◦N for Reykjavik, 42◦N for Stuttgart, 39◦N for Barcelona, and 30◦N for Cairo.
From each monolithically integrated cell, digital models are created and simulated at each of the
four locations. The results in PCE and yield can be found in Table 8.2. As already determined,
the PCE of the radio-antenna design exceeds the one of the champagne-glass design by 0.51 %rel.
However, the annual yield of the champagne-glass design outperforms the radio-antenna design
in every location. The advantage reaches from 0.36 %rel in Cairo up to 1.28 %rel in Reykjavik.
This superior behavior in yield generation is due to the given irradiance conditions, since the vast
majority of them happens to be in low-light conditions far below 1000 W/m2. As this effect is even
more presents for lower annual mean irradiances, it has more prominent impacts for locations far
away from the equator. Even for locations with extremely high irradiances, such as the Lago Salar
de Arizaro in the north-west of Argentina, the radio-antenna design does not exceed the champagne-
glass design in yield. Here, both designs produce the same annual yield of 439.0 kWh/m2. Even at
this location most of the power is generated below 1000 W/m2 of irradiance because of non-peak
conditions due to low sun and clouds. Hence, independent of the geographical location, for every
yield optimization an irradiance of less than 1000 W/m2 should be considered.
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Table 8.2: Comparison of the performance in PCE and yield of two cell designs. In the last column, the drawbacks and
advantages of the champagne-glass design with respect to the radio-antenna are outlined.

radio-antenna champagne-glass
champagne-glass
vs. radio-antenna

optimized for 1000 W/m2 500 W/m2

grid coverage 2.89% 1.35%

TCO thickness 180 nm 90 nm

PCE at STC 18.02% 17.93% -0.51%rel

Annual yield in
Reykjavik (64.15◦N) 177.3 kWh/m2 179.6 kWh/m2 +1.28%rel

Annual yield in
Stuttgart (48.78◦N) 243.1 kWh/m2 245.8 kWh/m2 +1.08%rel

Annual yield in
Barcelona (41.39◦N) 339.6 kWh/m2 342.0 kWh/m2 +0.71%rel

Annual yield in
Cairo (30.04◦N) 421.3 kWh/m2 422.8 kWh/m2 +0.36%rel

Resulting yields of cross-combined cell designs with one grid design and the TCO thickness of
the other design and vice versa lie in between the yields of the two standard combinations. For
example, for Stuttgart, the radio-antenna grid design with a non-optimized TCO layer thickness
of 90 nm has an annual yield of 245.6 kWh/m2, whereas the champagne-glass grid design with
non-optimized 180 nm of TCO reveals a yield of 245.4 kWh/m2.

Therefore, both the individual optimizations of topological grid and thickness of the TCO layer
provide a yield improvement on the original PCE-optimized radio-antenna design. Nevertheless,
the optimal solution for annual yield is the combination of both optimizations, which is listed in
Table 8.2 as champagne-glass design.

8.3.2 Superior Low-light Behavior Explained by Loss Analysis

Using the holistic loss analysis introduced in Chapter 6, an explanation can be given, why the radio-
antenna design has a higher PCE at the standardized 1000 W/m2 and the champagne-glass design
a higher PCE at 500 W/m2. For this purpose, loss analyses for both designs with both irradiation
intensities are executed and shown in Figure 8.13. To be able to compare the loss mechanisms,
all losses have been normalized to the maximum potential of the corresponding material level.
Therefore, optical losses appear at the same height in this visualization.

The larger grid coverage and thicker TCO layer of the radio-antenna design make losses due to
grid shading and parasitic absorption within the TCO layer much more dominant than in the
champagne-glass design. However, this setup provides a better conductivity, resulting in reduced
resistive losses within the TCO layer and front grid. All ohmic losses consistently reduce by a
factor of 2 for half the irradiation intensity. Simultaneously, the relative losses due to local MPP
mismatches slightly increase because the MPP shifts away from the MPP on the material level.
On top of that, the relative reverse currents under the grid become larger for half the irradiation
intensity since the backwards shunt currents stay at the same absolute value, while the photocurrent
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Figure 8.13: Loss analysis for two cell designs. All losses are normalized to the maximum potential at the material
level. The radio-antenna design has an advantage in the electrical behavior. However, for low irradiation
intensities, the electrical effects are less important and the optical advantages of the champagne-glass
design outperform the radio-antenna design.

is reduced by a factor of 2. Effects of an increased module temperature could also be implemented
at the material level within a drift-diffusion simulation. However, its impacts would not interfere
with the results on the device level.

To conclude this yield analysis, it can be said that the radio-antenna design has a better tradeoff of
optical and electrical losses for 1000 W/m2 irradiance due to its optimization for STC conditions.
Nevertheless, the champagne-glass design deals better with non-STC low-light conditions, due to its
optimization for 500 W/m2. Such a low-light advantage reveals the benefits of a yield calculation,
since real-world solar devices are not exposed to the laboratory-standardized 1000 W/m2 most of
the time.
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Answering this Chapter’s Guiding Scientific Question

How can individual solar device parameters be optimized
and what is the perfect metallization grid pattern?

Single device parameters like the cell width, the TCO
layer thickness, or the grid-finger distance can be
optimized using a sweep across a plausible range of the
parameter to be optimized. For multiple optimization
parameters at the same time, a more sophisticated
procedure in the form of a gradient-free optimization
algorithm must be used since the number of possible
parameter combinations quickly rises with the amount of
parameters. A much more complex challenge is the design
of an optimized structure of the metallization grid
pattern due to its tremendous number of degrees of
freedom. Advanced methods such as topology
optimization (TO) have to be used, in order to perform
optimizations with multiple tens of thousands of free
parameters. Furthermore, the ultimate design depends on
multiple external circumstances, like the device
geometry and even the illumination conditions. It has
been shown that for locations at different terrestrial
latitudes the prevailing annual mean irradiation
conditions favor different grid patterns. This work has
developed a methodology to not only improve the PCE but
also the annual yield of a device by TO and standard
parameter optimization. Gains of over 1 % in yield are
shown to be achievable despite a worse PCE at STC and at
the same time reducing material consumption for the grid
and TCO layer up to 50 %.

130



9
Exploring the Limits –

Current Technological Efficiency Limit
of CIGS Thin-film Solar Modules

A fter optimizing modules in the last chapter, this chapter is dedicated to the calculation of
an absolute efficiency limit of CIGS thin-film solar modules. Similar considerations have

already been carried out on the cell level, where charged extended defects like grain boundaries
and Shockley-Read-Hall (SRH) recombination are found to be responsible for the main losses on
the cell level [317]. A comparison of all emerging photovoltaic cell technologies with respect to their
absolute physical limit can be found in [345]. This chapter extends these calculations on the module
level and investigates the issue of a maximum possible solar module with CIGS as an absorber
layer. However, it is important to define a framework within which the optimization is carried out.
Therefore, this chapter sets its clear boundary conditions on the currently available technology
considering materials and manufacturing processes.

This Chapter’s Guiding Scientific Question

What is the currently maximum achievable PCE for a thin-film CIGS module
and how will the PCE develop in the future?
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9 Exploring the Limits – Current Technological Efficiency Limit of CIGS Thin-film Solar Modules

9.1 Boundary Conditions for Best Possible Module

As stated in the introduction of this chapter, it is of crucial importance for the module optimization
to set its clear framework. Therefore, only materials and technologies that are currently available
are considered. In particular, the following restrictions are used.

- As absorber material (and therefore as internal semiconductor I–V curve), the best published
cell material in terms of Voc compared to its band gap is used. The consideration and
detailed calculation of this curve is shown in Section 9.2. A mathematical challenge will be
to calculate out all the electrical transport and optical absorption losses and therefore receive
an I–V curve with only intrinsic material losses, which result in Voc losses.

- An encapsulated module stack with air / ARC / glass / hydrogenated indium oxide (IOH) /
50 nmmagnesium-doped zinc oxide ZnxMg1−xO (ZMO) / 50 nm zinc oxysulfide ZnOxS1−x
(ZnOS) / 2200 nm CIGS / 1000 nm Mo / glass was used. This layer stack has simultaneously
a better optical and electrical behavior than an AZO / i-ZnO / CdS version. Especially the
usage of IOH instead of AZO and ZnOS instead of CdS offers the possibility for high
efficiency cells [346, 347] with a larger jsc due to their lower parasitic absorption. However, the
usage of IOH is still very limited for the mass production of CIGS thin-film modules. The
first reason for this is that the band alignment is much better with AZO and does not form
a barrier. To eliminate this problem, combinations of AZO/IOH layers have been studied
[346]. Moreover, for an IOH layer with cutting-edge properties, IOH needs to be annealed
at temperatures that harm the lower layers within a CIGS cell stack. Even temperatures at
150 ◦ lead to a degradations in the CdS or ZnOS buffer layers, which results in a decreasing
Voc

[348]. However, this work does use the assumption of a well conducting IOH layer since
it only looks for the feasibility of the most efficient CIGS module and not the profitability
of up-scaling this technique. Moreover, ZnOS has a much better optical behavior than CdS
[349], especially having a larger band gap and correspondingly reduced parasitic absorption.

- The module has no removed edge area. Therefore, the benchmark area is only the active area
itself.

- All specific resistivities and therefore all sheet resistances are measured from real materials.

- All optical refractive data was measured on real materials via ellipsometry measurements as
described in Section 5.1.3.

- It is assumed that at the ARC layer at the air / glass interface suppresses all reflections which
occur at this interface. Such effects can be achieved for example by microstructures [350, 351].
However, typical internal reflections for thin-film are still present and are listed under the
loss mechanism reflection.

- A grid on top of the TCO layer is assumed since efficiencies with a grid are far better
than without one. Also for that reason, it is the current state-of-the-art product. The grid
design is considered to be a straight line along the entire cell, as seen in Figure 9.1. As
the module geometry is very symmetric, a line-grid is the best compromise between a good
conductivity and a feasible large-scale fabrication. In principle, the grid fingers do not need
to extend till the left end of the cell. However, the deposition of the grid is often technically
realized by screenprinting lines across multiple cells and afterwards cutting the shunting
parts directly with the P3 trench. Therefore, extending lines till the end of the cells are
assumed. Additionally, within the P2 area, a cross connection with a grid bus bar is present.
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9.2 Calculating the I–V Curve of the Best CIGS Material in Literature

- Grid fingers cannot be arbitrarily thin. Tomatch technological constrains of mass production,
they are set to a minimum width of 40µm. Moreover, there is no scientific drawback with
arbitrarily high grid fingers. However, it takes more time to deposit a thicker grid. Therefore,
a reasonable height of 2.5µm is assumed.

- Further attention must be drawn on the module connection. A monolithic interconnect
between the cells is assumed. From a theoretical electrical point of view, the three trenches
P1, P2, and P3 could be as short as the front TCO is thin. However, this extremely precise
structuring cannot be achieved by today’s technical standard production methods. Therefore,
P1 is set to a width of 10µm to prevent the module from shunting. P2 is assumed to be
20µm wide to provide a sufficiently large contact area to overcome the contact resistivity.
Finally, P3 is set to 10µm due to the brittleness of the TCO layer during the formation of
the P3 trench.

- Between the trenches, there are no gaps assumed, which is technically challenging but still
possible. Without these wasted areas, the entire module interconnect shrinks down to only
the sum of the trench widths.

These requirements leave three undetermined quantities: the thickness of the top TCO layer, the
cell width, and the distance between two grid fingers within the symmetrical grid structure. They
will be optimized in Section 9.3.1.

front contact

absorber

back
contact

front grid

back contact

cell width

gr
id
 fi
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Figure 9.1: Geometry of record module. Its variable sizes are the thickness of the TCO, the distance between the grid
fingers, and the width of a single cell.

9.2 Calculating the I–V Curve of the Best CIGS
Material in Literature

To get a limit for the solar module efficiency, an absolute material limit needs to be known.
Therefore, the best single-junction cell with a CIGS absorber with respect to its Voc was considered
[1]. However, its I–V curve still contains all kinds of losses like electrical transport losses, optical
losses, and recombination. While the latter is part of the material limit, the first ones need to
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9 Exploring the Limits – Current Technological Efficiency Limit of CIGS Thin-film Solar Modules

be calculated out in order to replace them with better-performing options. Afterwards, the loss-
adapted I–V curve can be used as an input for the module simulation and optimization. In order to
get rid of these losses, a detailed analysis of the measured Voc needs to be done. All the following
calculations and simulations are done at STC and therefore at T = 298 K.

The measured Voc of the best single-junction CIGS cell in literature is 740.0 mV [1, 352] and will
be named V real

oc in the following. It has a band gap of 1.12 eV [352, 353], which corresponds to
a Voc of 878.5 mV and j0 of 6.122 · 10−14 mA/cm2 within the Shockley-Queisser model [148],
which will be called V SQ

oc and jSQ
0 in the following. The goal of this section will be to determine

a matching jreal
0 , which includes all recombination losses and therefore reduces only Voc from the

Shockley-Queisser model. All other diode parameters will be gathered from the Shockley-Queisser
model. Since nd, rs, and rsh are trivial within the Shockley-Queisser model, this will only be the
photocurrent density jph. In order to get the material’s I–V curve without any optical and electrical
losses, the external luminescence quantum efficiency Qlum

e is introduced [354].

Qlum
e :=

jSQ
0

jreal
0

(9.1)

Due to the vanishing shunting and series resistance effects and the trivial diode ideality factor
within the Shockley-Queisser model, the diode equation in Equation (2.21) simplifies to

j(V ) = −jph + j0

(
e

qeV
kBT − 1

)
. (9.2)

At the point of interest at Voc, the current density j(V ) = 0 vanishes, which results in

Voc =
kBT

qe
ln

(
jph

j0
+ 1

)
. (9.3)

Since jph � j0 holds for any reasonable solar cell, the summand +1 can be ignored. Subsequently,
the open-circuit voltage of the real cell V real

oc is considered and expressed via jreal
0 , which can be

replaced by Equation (9.1). After identifying the term for V SQ
oc , the equation can be solved for

Qlum
e .

V real
oc =

kBT

qe
ln

(
jph

jreal
0

)
=
kBT

qe
ln

(
jph

jSQ
0

Qlum
e

)

=
kBT

qe
ln

(
jph

jSQ
0

)
︸ ︷︷ ︸

V SQ
oc

+
kBT

qe
ln
(
Qlum

e

)

⇔ Qlum
e = exp

(
qe

kBT

(
V real

oc − V SQ
oc

))
(9.4)
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Putting in all the numbers from above,Qlum
e can be calculated as 0.004823. According to Equation

(9.1), jreal
0 can now be determined as

jreal
0 =

jSQ
0

Qlum
e

= 1.269 · 10−11 mA/cm2. (9.5)

After this calculation, all diode parameters for the best raw CIGSmaterial are determined and listed
in Table 9.1. Voc of the best material is listed with 741.5 mV, which apparently is 1.5 mV higher
than the Voc of the measured cell. This is a plausible effect, since Voc logarithmically depends
on the photocurrent, which was raised due to the extraction of the optical losses. Therefore, the
I–V curve of the best materials consists of the j0 from the experimentally measured cell, but the
jph from the Shockley-Queisser model. Both I–V characteristics can be seen in Figure 9.3 as black
and red curves. They both have the same jsc, but a drop in Voc can be observed for the red material
curve. The two ideal resistances in series and parallel can be justified by a negligible absorber
resistance in comparison with the lateral transport resistances and a shunt-free material in an ideal
case.

Table 9.1: Comparison of diode parameters and solar cell parameters for the Shockley-Queisser model and the calculated
best CIGS material in literature.

Shockley-Queisser model reverse calculated best
semiconductor material [1]

jph 43.83 mA/cm2 43.83 mA/cm2

j0 6.122 · 10−14 mA/cm2 1.269 · 10−11 mA/cm2

nd 1 1
rs 0 Ω m2 0 Ω m2

rsh ∞Ω m2 ∞Ω m2

Voc 878.5 mV 741.5 mV
jsc 43.83 mA/cm2 43.83 mA/cm2

FF 87.06 % 85.30 %

PCE 33.52 % 27.72 %

In summary, a realistic material-level I–V characteristic for the currently best CIGS cell published
in literature is found. The original curve contained recombination losses, optical losses, and lateral
electrical transport losses. Since the last two of those are present within this work’s simulation, they
need to be calculated out. The result is an I–V curve with only recombination losses and therefore
the absolute maximum I–V curve that is currently possible to fabricate. This I–V characteristic
will now be used in the following section to calculate the maximum possible module efficiency
with this material. Therefore, optical and electrical losses will be again included, but on a module
level instead of a cell level and under the condition of optimized parameters.
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9.3 Simulate Currently Best Possible Module

The final aim for this section is to find the optimum module parameters and use the above
calculated material I–V curve as input for the semiconductor material. Afterwards a loss analysis
for the optimum module is performed.

9.3.1 Optimizing Module Geometry Parameters

This paragraph deals with finding the best module configuration for the given semiconductor
material. For the resistivity of the front IOH layer, 3µΩm was used, which is the lowest found
resistivity in literature at layer thicknesses of 155 nm [355], 180 nm [356], and 185 nm [38]. The grid
resistivity of the grid structure was measured as 27 · 10−9 Ωm. This results in a sheet resistance of
around 0.01 Ω� for the 2500 nm thick grid layer, which is in accordance with literature data [357].

Finally, all input parameters are known and an optimization for the module geometry can be
performed. As shown in Figure 9.1, three quantities are still variable: the thickness of the front
TCO layer, the cell width, and the distance between two grid fingers within the periodic grid pattern.
A large parameter space for all combinations has been sampled. The cell width was varied from
1 mm to 20 mm, the grid-finger distance from 0.1 mm to 5 mm, and the TCO layer thickness from
2 nm to 1000 nm. Multiple initial parameter sets are used for the optimization, which is performed
by a downhill simplex method [233].
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Figure 9.2: PCE of the optimum module as a function of the cell width and the thickness of the top IOH layer. While
the cell width has a comparably small influence due to the high conductivity of the grid and the short
distance of the module-interconnect area, the thickness of the IOH layer has a larger impact. The optimum
configuration turns out to be at a cell width of 5.9mm and a TCO layer thickness of 19 nm with a resulting
PCE of 24%.

In Figure 9.2, the efficiency is plotted as a function of two of the three variables for a narrow
parameter space. As seen in Figure 9.2, the impact of the cell width on the total PCE is comparably
weak. This is due to the used line-grid structure, which gives the potential distribution within the
cell a nearly one-dimensional shape. The impact on the PCE would have been even weaker for a
thicker grid. The TCO layer thickness however needs to have a certain thickness in order to provide
the necessary electrical conductivity. After reaching this point at around 20 nm, the conductivity
is sufficiently high. Further increases in the TCO thickness add to the parasitic optical absorption
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9.3 Simulate Currently Best Possible Module

and thus slowly decreases the overall efficiency. The global optimum of the three-dimensional
function is determined to be at a cell width of 5.9 mm, a grid-finger distance of 1.55 mm, and a
TCO layer thickness of 19 nm, which is shown in Figure 9.2.

Table 9.2: Input parameters for an analytical approximation to calculate the optimum cell width within a module.

quantity symbol used value

voltage of the best material at MPP VMPP 0.65 V

current density of the best material at MPP jMPP 42.36 mA/cm2

length of the total interconnect area wgap 40µm

sheet resistance of the grid Rgrid
� 0.0108 Ω�

width of the grid fingers wfinger
grid 40µm

distance between two grid fingers dfinger
grid 1.55 mm

To prove the reliability of the simulations, an available analytical approximation for the optimum
cell width wopt

cell is used for comparison [182].

wopt
cell = 3

√√√√1.5 · VMPP · wgap · wfinger
grid

jMPP ·Rgrid
� · dfinger

grid

(9.6)

With the parameters in Table 9.2, an optimum cell width of 6.04 mm is determined. This value
differs only by a few percent from the precisely calculated value from the simulation. This analytical
calculation proves the trustworthiness of the performed simulations.

0 . 0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 . 0- 5 0
- 4 0
- 3 0
- 2 0
- 1 0

0
1 0
2 0
3 0
4 0
5 0

cu
rre

nt 
de

ns
ity 

/ m
A/c

m²

v o l t a g e  /  V

5 0 n m  Z n O S
5 0 n m  Z M O
1 9 n m  I O H

2 2 0 0 n m  C I G S

1 0 0 0 n m  M o l y

S h
o c

k l e
y  Q

u e
i s s

e r
( 3 3

. 4 %
)b e

s t  p
o s s

i b l e
m o

d u
l e  (

2 4
. 0 %

)
b e

s t  m
a t e

r i a
l  ( 2

7 . 7
% )

5 . 9 m m

1.5
5m

m

Figure 9.3: I–V curves of optimized record module. The black curve represents the Shockley-Queisser model with a
band gap of 1.12 eV, the red curve the material limit with a modified j0, and the green curve the resulting
best possible I–V curve of a module with the parameters from Figure 9.2

Knowing the best parameter configuration from Figure 9.2, the resulting I–V curve is simulated
and plotted with the reference curves in figure 9.3. A significant drop in Voc can be seen from the
Shockley-Queisser model to the material curve, whereas the module I–V characteristic only differs
in jsc from the material I–V curve.
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9.3.2 Loss Analysis for Currently Best Possible Module
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Figure 9.4: Loss analysis of the optimum module for the present day feasible scenario. Starting from the Shockley-
Queisser limit with a band gap of 1.12 eV, this plot shows all losses down to the module efficiency. The
module-geometry configuration are taken from the optimum of Figure 9.2.

Finally, the module with the optimum parameters is analyzed in detail. All losses are calculated
and shown in Figure 9.4. Starting from the Shockley-Queisser limit, the intrinsic material losses
are shown in red, which show up as Voc losses due to the calculation in Section 9.2. As the internal
reflections and the incomplete absorption are unavoidable with the given materials, this level will
be called the optical limit. Afterwards, the efficiency is further reduced by the grid shading and
all parasitic absorption losses to get the power of a hypothetical one-dimensional cell without any
lateral effects. This cell level is at 24.71 %, which is above the current record efficiency of 23.35 %
[52]. This difference of around 1.36 % mainly arises for two reasons. First, they did not use IOH,
but boron-doped zinc oxide (BZO) as a front contact layer, which has slightly worse optical and
electrical properties than IOH [358]. Furthermore, the cell level defined in this work is only valid for
infinitesimal small cells without any electric effects. However, the current record cell has an active
area of 1 cm2, which does result in electrical losses, even at the cell level. Finally the module power
is reached after subtracting all the electrical losses and the geometrical loss due to the module
interconnect area. In this plot, the efficiency gap between the cell level and the module level (which
is called the cell-to-module gap) is rather small. However, the typically large cell-to-module gap
in the CIGS technology is mainly attributed to non-optimal TCO materials [57]. However, since
this work assumes IOH instead of AZO as a conducting layer and includes an optimized grid,
the electrical losses almost vanish, which drastically shrinks the simulated cell-to-module gap.
Moreover, the assumed trench widths are in total only 40µm wide, which is feasible for single
record modules but not for commercial mass-production modules. Finally, this chapter assumes
a perfect up-scaling of the absorber material from a small laboratory cell towards a large-scale
module without any inhomogeneities, which is not yet possible with cutting-edge technology in
mass production.
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9.4 Outlook in the Future of CIGS Module Limits

9.4 Outlook in the Future of CIGS Module Limits

This section will deal with the possibility that the internal CIGS absorber probably will improve
in the future. Since it cannot be exactly known how well it will develop, two further scenarios are
presented here in addition to the currently possible scenario of the last chapter.
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Figure 9.5: Loss analysis of the optimum module for the ideal scenario. As in Figure 9.4, this plot shows all losses
down to the module efficiency. The internal I–V curve is chosen to be the physical limit for this scenario.

The first of these scenarios assumes a perfect CIGS absorber according to the Shockley-Queisser
model. Therefore, the entire physical potential of an absorber with a band gap of 1.12 eV will be
used as the input I–V curve for the absorber material. By doing so, only the radiative recombination
is assumed to be present. Any further recombinationmechanisms like SRH orAuger recombination
are assumed to vanish. The same module optimizations in TCO layer thickness, cell width, and
grid-finger distance are performed. Afterwards, a loss analysis including optical and electrical
losses is performed for this hypothetical Shockley-Queisser CIGS absorber. The resulting losses
and efficiencies can be seen in Figure 9.5. After subtracting all losses from the TMM, from the
electrical model, and from the geometrical calculation, a final maximum PCE of around 29 %
remains. This efficiency is later referred to as the ideal scenario, since the best possible CIGS
absorber is assumed.

Since the assumption of a perfect absorber without any parasitic recombination mechanisms is
not really realistic, a third scenario with a realistic but optimistic view into the future needs to be
established. GaAs is an absorber material that is well developed and reaches cell efficiencies up
to 29.1 % [28]. Moreover, GaAs is a direct semiconductor, which also holds for CIGS. Therefore,
an optimistic scenario for best possible future CIGS absorber can be based on the currently best
GaAs absorber. In detail, the external luminescence quantum efficiency Qlum

e of CIGS is assumed
to be as good as for the best published GaAs absorber. With a measured open-circuit voltage
of 1130 mV with respect to their theoretically possible open-circuit voltage of 1157 mV [359],
GaAs shows the potential of absorber optimization and surpasses the silicon technology [354].
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Figure 9.6: Loss analysis of the optimum module for a optimistic scenario. As in the two previous Figures, this plot
shows all losses down to the module efficiency. The internal I–V curve for this CIGS module is as close to
the physical limit as has been achieved by the current GaAs technology.

By using Equation (9.4), a Qlum
e of 0.3519 can be calculated. Assuming that a CIGS absorber

with a band gap of 1.12 eV will someday be as good as a GaAs absorber, Equation (9.1) reveals
a j0 of 1.740 · 10−13 mA/cm2. In Figure 9.6, this value has been used to establish a new
hypothetical internal I–V curve and p-n junction, which only consists of minimal intrinsic losses
due to recombination. Once more, an optimization in the quantities of TCO layer thickness, cell
width, and gird-finger distance is performed and the resulting optimum parameters together with an
entire loss analysis can be found in Figure 9.6. The roughly 1 % additional recombination reduces
the overall efficiency to around 28 %. This will later be called the optimistic scenario since for a
sufficiently long period of development, such a well evolved CIGS absorber is conceivable.

Finally, the calculated values are put in relation to the best published thin-filmmodules with a CIGS
absorber. Due to the required relevance, only large-scale modules with an area larger than 800 cm2

are considered. Figure 9.7 shows the evolution of their world record efficiencies from 1990 up to
date. The currently best published module with the given restrictions mentioned above is from
Solar Frontier and has a PCE of 19.2 % [55]. All three elaborated cases (ideal, optimistic, present
day feasible) are schematically drawn towards the future. Their point of achievement on the time
axis is plotted arbitrarily. While for the present day feasible scenario, less than 5 % in PCE gain
can be achieved, the optimistic case is pretty close to the ideal scenario. By optimizing the electrics
and optics it is already possible to gain nearly 5 % module efficiency. Further improvements in the
CIGS material can potentially deliver another 4 %.
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Figure 9.7: Classification of the three efficiency scenarios in the development of CIGS solar modules to date. All stars
are world record efficiencies for large-scale modules with an area larger than 800 cm2. The present day
feasible scenario assumes that the CIGS absorber stays on the current efficiency. Within the optimistic case
scenario it is assumed that it improves in external luminescence quantum efficiency up to the efficiency of
GaAs. Finally, within the ideal scenario, the CIGS absorber will be perfect in terms of intrinsic losses. All
future predictions are plotted on an arbitrary time scale.
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Answering this Chapter’s Guiding Scientific Question

What is the currently maximum achievable PCE for a
thin-film CIGS module and how will the PCE develop in
the future?

Within the boundary conditions of currently available
materials, technologies, and production tolerances, an
upper limit of 24 % for the module PCE has been
calculated. For this calculation, the currently best
CIGS absorber material published in literature was
considered. The assumption of an improvement of the
CIGS absorber comparable with a GaAs absorber leads to a
new upper limit of 28 %. For a perfect CIGS absorber
without any intrinsic recombination losses, a PCE of
29 % would be possible.
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10
Summary and Outlook

In a nutshell, the work introduced in this thesis enables researchers to holistically model current-
voltage characteristics (I-V characteristics), power conversion efficiencies (PCEs), and yield fore-
casts of thin-film solar cells and modules on the device level by means of numerical simulations
fed by measured data. Using this methodology, all relevant real-world losses can be attributed to
their corresponding loss mechanisms temporally resolved. Moreover, device parameters and met-
allization grid patterns can be optimized for different irradiance conditions and a maximum PCE
on the module level for the copper indium gallium diselenide CuIn1−xGaxSe2 (CIGS) thin-film
technology was be determined within this work.

On the device level, two physical models need to be linked in order to model all relevant intra-
device processes. All reflection and absorption effects need to be considered by an optical model,
while an electrical model is necessary to take into account all resistive effects. These properties
are linked by the specific materials in the device. The thin layers within a thin-film solar device
cause complex wavelength-dependent interference patterns that obey the Fresnel equations of
coherent wave propagation. Roughness effects at the interface and thicker encapsulant layers
introduce an incoherent influence. The combination of both effects can be described by a modified
transfer-matrix method (TMM) approach, which takes into account coherent interferences as well
as incoherent attenuation. Locally generated current within the solar device is guided within
electrical conductive layers towards a central contact point. Due to the finite conductivity of the
used materials, this results in ohmic effects, especially on the front side, where a transparent
conducting oxide (TCO) instead of a metal is used since light needs to penetrate this layer. This
results not only in ohmic losses, but also in a spatial gradient in the voltage distribution, which
has non-linear effects on the local current generation. This entire electrical behavior is modeled
by a Poisson’s equation solver within a finite element method (FEM) in this thesis. In order
to include the process of local current generation as well, the methodology of this work makes
it possible to either link a drift-diffusion model as a third simulation technique or to include
the information by means of measured data.. The holistic linkage of these three models is one
big novelty of this work that bridges the existing gap in literature of a holistic and bidirectional
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calculation between simulations of solar cells at material level and calculations of applied system
designing at industry level. Due to the all-in-one modeling of this work, the influence of a given
parameter on the performance cannot only be determined in the forward direction, but a parameter
can also be calculated in the backward direction from a device’s current–voltage curve (I–V curve)
via a specially designed reverse engineering fitting (REF) process. The benefit of this work’s
methodology is the development of a tool that calculates the potential of technological innovations
not only on the PCE, but also on the annual energy yield of thin-film modules. Such sensitivity
analyses give information in advance aboutwhich technological improvement efforts areworthwhile
in the end, which is valuable information for solar power plant operators. While the investing costs
in e/kWp can be calculated relatively easily, this work can answer the more difficult question of
financial return in kWh/a, which depends, for instance, on the irradiance and climate conditions
of the specific system location.

The evolved simulation methods are independent of the absorber material and the used thin-film
technology. The methodology is verified with measured data under laboratory conditions as well
as in outdoor applications. Under standard test conditions, meaning 1000 W/m2 irradiance, 25◦C
module temperature, and AM1.5G spectral distribution (STC), experimentally measured reflection
and external quantum efficiency (EQE) data of thin-film solar cells have been proven to accurately
match simulated predictions. The correct interaction of electrical and optical models are shown
by accurately predicted device I–V curves that include optical as well as electrical effects due
to modified short-circuit current density and fill factor (FF), respectively. Their coefficients of
determination of simulated I–V curves with respect to experimental verification data reach values
of around 95% for modified cell sizes and more than 99% for different contact layer thicknesses.
Therefore, solar-module parameters can be forecast with a very high accuracy. The interplay with
an external drift-diffusion model is shown to accurately predict generated powers even under non-
STC, especially with respect to temperature changes, by a yield calculation model for an entire day
of a real-world solar module.

Holistic loss analyses can be performed for thin-film solar cells under laboratory conditions as well
as for modules in the field. While all optical losses are calculated via parasitic loss paths within the
TMM approach, electric losses due to shunting and series effects are determined via Ohm’s law
within the spatially resolved FEM. Non-linear losses due to spatial voltage distribution as well as
geometrical losses due to inactive areas are equally considered within themethodology of this work.
In combination with the drift-diffusion method, this three-stage simulation ansatz can manage
temperature fluctuations, while irradiance fluctuations are considered by the TMM, and their
optoelectronic interplay within the Poisson solver. The simulatedmodule power including all power
losses match the actually measured outdoor module power. This proves both the completeness of
all losses and the correctness of the simulation methods and the loss analysis.

Furthermore, this work enables fast and effective optimizations on the device level, including
single or multiple parameters or even topologically complex structures, such as metallization
grids with multiple tens of thousands of optimization variables. Individual device parameters
like the TCO layer thickness, the cell width, or the grid-finger distance can be optimized using
a sweep across a plausible range. For multiple simultaneous parameters in one optimization, a
more sophisticated gradient-free optimization algorithm must be used since the number of possible
parameter combinations quickly rises with the amount of parameters. For such complex multi-
parameter optimizations, a FEMmodel is necessary since analytical approximations often encounter
only a single optimization variable. Furthermore, such calculations often give no reason for the
resulting optimized variables. In combination with the loss analysis, a simulation methodology
such as the one in this work can also provide a physical understanding that give valuable information
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for the utilization of the results. Moreover, such a FEM model allows for sensitivity analyses that
show the influence of input parameters for the overall performance. Even more optimization
variable parameters appear in the optimization of topologically complex questions as the design of
the metallization grid pattern. In order to give the algorithm as much freedom in design as possible,
multiple tens of thousands of free parameters are needed. For such complex problems, the method
of topology optimization (TO) is introduced. This methodology has been used to show that the
appropriate grid design depends on the prevailing irradiation conditions. This work demonstrates
a possible performance gain of over 1% and material consumption savings for the grid and TCO
layer up to 50%, if grid designs are optimized for annual yield instead of the standardized PCE
under STC.

Finally, the developed simulation methodology can be used as a test room to implement future
technological improvements to a digital model. Within this work, it is used to calculate an
upper efficiency limit for thin-film CIGS modules with respect to currently available materials,
technologies, and production tolerances. For the currently best CIGS absorber material, a limit of
24% is determined, which exceeds the currently bestmodulewith 19.2%efficiency. For an assumed
improvement of the CIGS absorber that is comparable to the one of gallium arsenide (GaAs), an
advanced limit of around 28% is calculated. The assumption of a perfect CIGS absorber without
any intrinsic recombination losses leads to a maximum upper PCE limit of 29%.

All in all, the developed simulation methodologies and forecasts of this work add one small but
necessary piece in the puzzle to the big picture of understanding, developing, and improving
thin-film solar modules and promotes the spread of renewable energies.
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A
Demonstration of the

Developed Simulation Platform

W ithin this chapter, the implementation of the developed simulation platform [159] is briefly
introduced. In the first part, the procedure of simulating a solar device is shown. The rest

of the chapter is spent on a short introduction in the graphical user interface (GUI) of the platform.
Due to the possibility of introducing arbitrary material parameters and geometries, the simulation
platform acts as a user-friendly test room for new technologies as seen in Chapter 9.

This Chapter’s Guiding Scientific Question

How are the theoretical simulation methods for solar devices implemented in
the simulation platform?
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A.1 Overview of the Program

This section briefly introduces the basic procedure of simulating a solar cell or module on the
device level. The around 45 000 lines of object-oriented code were programmed in collaboration
with Tim Helder and are stored on the version control service GitHub [159]. The basic structure of
a device simulation is shown in the following block of C# code.

1 // Create object
2 ModelDevice model = new ModelDevice("myDevice", temperature);
3
4 // Create mesh
5 model.SetMesh(geometryFilePath, desiredNumberOfPoints);
6
7 // Set properties
8 model.SetOptics(opticMode, spectrumAM15G, illuminationIntensity);
9 model.SetElectrics(potentialSelector);

10 model.SetPreferencesForModuleInterconnect(geometryFilePath);
11
12 // Set initial guess and start simulation
13 model.SetInitialGuess();
14 model.Solve(voltageMode);
15
16 // Output simulation results
17 model.OutputPotential(outputPath + "solutionPotential.dat");
18 model.OutputCharacteristics(outputPath + "solutionCharacteristics.dat");
19 model.WriteResultsToGUI();
20 model.PlotResultsToGUI();

The first line creates the object model from the class ModelDevicewith a name and its temperature
as input values. Afterwards, a mesh with the desired number of finite elements is created by using
a geometry file as input. This input file has the file ending 2dg (two-dimensional geometry) and
contains all geometrical data like the definition of points and areas, the external contact points,
and the layer stack for each area. The next three lines of code call methods that set preferences
to all generated finite elements. These preferences are obtained from a database that contains
all electrical and optical material data. Further necessary optical inputs are the optical model
(Lambert-Beer method or TMM as described in the Sections 4.2.1 and 4.2.2), the input spectrum
(usually AM1.5G), and the illumination intensity in kW/m2. The function SetElectrics()
mainly sets all neighbor resistors as described in Section 4.3.2.2. Finally, the method to set module
preferences creates the defined interconnect areas in order to connect monolithically interconnected
cells. Subsequently, an initial guess is set for all front and back potentials within all finite elements.
The method Solve() solves the equation system from Equations (4.27a) and (4.27b) with the
boundary conditions (4.29a) and (4.29b) for a single or multiple voltages. Finally, all results are
printed and written into files and to the GUI.

Using this procedure, a digital model can be created and different experiments can be executed.
For example, the voltage can be swept, geometrical parameters such as thicknesses of individual
layers can be adapted and optimized, or a yield calculation can be done by varying the variable
illuminationIntensity. This way, a model does not need to be created completely new from
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scratch, but can be modified by calling the preference methods. This is a huge advantage of
simulations in comparison with laboratory experiments. Therefore, this simulation platform acts
as a test room for developing new ideas and technologies.

A.2 Graphical User Interface of the Simulation
Platform

This section briefly shows the GUI of the simulation platform that was developed within this work.
Figure A.1 shows the home-screen of the platform. Basically, four different software modules are
accessible. On the left, materials can be defined, edited, and deleted. The front end shows all
material parameters in the GUI, while on the back end, this module reads and writes to a database.
In the optics section, an optical-only simulation can be executed that gives useful information
about the spectrally resolved reflection and absorption in the different layers. The third module
represents the drift-diffusion section of the platform, which was mainly created by Tim Helder
within the framework of his dissertation. Here, simulation models of semiconductors and p-n
junctions can be created and simulated. The last program section is for creating and simulating
models of macroscopic solar cells and modules. These devices are created by clicking on the left
designer button and simulated under the right button. This program part will be subject of the next
section.

Figure A.1: Screenshot of the home-screen of the simulation platform. There are four separate program modules that
can be accessed.
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A.2.1 Device Simulations within the Simulation Platform

Figure A.2 shows a screenshot of the tool within the simulation platform that is capable of designing
arbitrary solar cells and modules. The main graph in the middle shows the topview of the device
with all grid fingers in light gray and the rest of the device in dark gray. New regions and points can
be added by the buttons on the left. Regions are added by successively adding new points, which
are connected by segments and enclose a certain area. On the right side, all points, segments, and
areas are listed. Here, external device contacts can be set by check boxes and a contact resistance
is optional to insert in the text box next to it. The contact can be a point, a segment, or an area
and also a multiple of those geometries combined. At least one external contact is required on the
front and on the back, respectively. On the bottom, a measurement unit can be chosen. Saving a
geometry leads to the generation of a 2dg-file that is saved to the database. This file can be used
later to simulate this geometry.

Figure A.2: Screenshot of the design screen of the simulation platform. In this digital model, solar cells and modules
can be designed and edited.

Double clicking an area in the designer window opens a new window that specifies the layer stack
of this area, as shown in Figure A.3. For each region, it is necessary to define a central p-n
junction that can be either simulated in a drift-diffusion model or engineered by a REF procedure.
Furthermore, two contact layers on each side of the absorber material can be defined. One of them
is usually used as TCO material and the other one for an optional grid layer. It is also necessary
to define the materials that are on top and below the active layer stack. Most often for thin-film
devices, these materials will be air and glass. Additionally, optional optical layers can be defined
that only contribute to the optical model and not to the electrical model. It is possible to introduce
optically coherent layers at each point within the layer stack and optically incoherent layers on top
of the layer stack. The latter is often used for encapsulant materials. Furthermore, the thicknesses
of all layers need to be defined. On the bottom, it can be selected whether this region is a module
interconnect area or a regular cell region. Moreover, an optical shading factor can be introduced
that stands for the amount of shading within this region. For unshaded regions, this factor will be
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0, but can go up to 1 for entirely shaded regions. Finally, a check box can be set that determines
whether this region counts to the definition of the aperture area of the device and thus is considered
for the calculation of the PCE.

Figure A.3: Screenshot of the layer stack manager of the simulation platform. The content of this screen is belongs to
an individual region and defines the layer stack within this region.

The simulation window in Figure A.4 is divided into three columns. On the left, all inputs can
be chosen, while the two right ones show the simulation results. The top left text box determines
how many finite elements should be used to simulate the solar device from the geometry file that is
defined in the file chooser dialog below. In the preferences section, several options can be set. The
first drop down box defines which potentials should be modeled within a simulation. Most often,
both front and back potentials will be simulated, but it is also possible to simulate only one potential
while keeping the other one a perfect conductor without any transport resistance. Moreover, the
optical model can be chosen as either a TMM approach or a Lambert-Beer calculation. Finally,
the illumination intensity in kW/m2 can be entered. For a regular illumination with the AM1.5G
spectrum, this will be 1. In the next section, the voltage mode is set via radio buttons. The device
can be simulated either at a predefined fixed voltage, at the maximum power point (MPP) voltage,
an entire I–V curve with predetermined voltage steps, or an I–V curve with a subsequent precise
search for the MPP. The buttons within the last group start simulations. The most basic simulation
is a single shot with the selected input parameters and the defined voltage mode. However, the
simulation platform also enables to vary an arbitrary parameter, which could be for example the
thickness of any layer, the cell width of a module, the illumination intensity, or the distance
between grid fingers. The results will be shown afterwards as a function of the one or multiple
batch parameters. Finally, yield calculations can be executed for a given input file with hourly
meteorological data that can be downloaded from [251].

In the middle column, there is a three-dimensional model of the cell with the front and back
potential plotted on top and on the bottom, as it was introduced in Section 4.4.1 of this work.
Below this plot, I–V curves (black) and power-voltage curves (red) are shown. Dark lines are
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Figure A.4: Screenshot of the simulation screen of the simulation platform. This is the main simulation window
and shows a plot of the electrical potential distribution, the simulated I–V curve, and fitted simulation
parameters on the right.

characteristic curves of the simulated device, while the light ones are the material-level curves that
work as input for the simulation. The right side of the window shows numerical results like current
and voltage at the MPP, the diode parameters and solar-cell parameters.

In another tab, the loss analysis of the simulated device at the defined voltage is shown, as shown
in Figure A.5. As used in the main part of this work, starting from the material limit on the left
side, electrical, optical, and geometrical losses are plotted in red, while the generated power of the
simulated device is shown in gray on the right side. With the help of this plot, the most pronounced
losses can be quickly identified.
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Figure A.5: Screenshot of the loss analysis screen of the simulation platform. In this screen, all losses from the material
level to the generated power of the solar devices are listed and plotted.
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Answering this Chapter’s Guiding Scientific Question

How are the theoretical simulation methods for solar
devices implemented in the simulation platform?

The simulation platform consists of an object-oriented
standard procedure for simulating solar devices that
contains individual functions for setting electrical,
optical, and module-specific properties. This allows to
vary the input parameters without creating an entirely
new simulation model. Thus, several different
simulations are possible. Single shots at fixed or
variable voltages can be executed as well as variations
of input parameters in a batch mode and yield
calculations, which primarily sweep the illumination
intensity. Finally, there is a user-friendly graphical
user interface (GUI) that allows a visual and intuitive
input and control of the platform without the usage of a
command window or having sophisticated programming
skills.
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Calculation of FEM Resistances

T he goal of this chapter is to prove that the resistance between two finite elements is physically
correct and independent of the chosen FEMmesh. Both properties are necessary for accurate

simulation results. The proof for the physical correctness will be accomplished by an empirical
proof that includes a simulated four terminal sensing. Since this is an analytically solved problem,
the result of the simulation can be compared with the numerical simulation result. The proof for
the mesh independence will be accomplished by assuming the resistance between two elements be
calculated in the same way as the one of a single wire. Using this method, the total resistance
between two elements in a 3-element-mesh is calculated and compared with the resistance, when
a fourth element with arbitrary coordinates was added to the mesh. If both calculations yield the
same resistance, the assumed method does not depend on the chosen mesh. Moreover, the proof can
be generalized from a three-element mesh to an multi-element mesh by replacing the star-triangle
transform with a star-mesh transform.

This Chapter’s Guiding Scientific Question

How can the correct calculation and the mesh independence of this work’s
FEM resistors be proven?
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B.1 Empirical Proof for Correct Calculation of FEM
Resistances

This section will demonstrate introduced way of calculating the transport resistances in Section
4.3.2.2 is the proper way and represents the correct physical behavior. In order to do so, a
quadratic meshing domain with the side length w has been meshed with the Delaunay and Voronoi
algorithms developed in this work. An example for this arrangement is shown in Figure B.1 for
w = 10mm. All transport resistances of each finite element are calculated in the above described
way with a specific resistance ρinput. Now the idea is to emulate a four-terminal resistance sensing
measurement within the simulated meshing domain and compare the simulated result to the input
resistivity. For this reason four contact points with the distance s to each other are placed in a row.
Between the outer ones, a current is induced and the potential distribution is calculated by using the
Newton-Raphson method [113, 229]. Using the measured voltage drop V between the inner contacts
the emulated specific resistance

ρemul = dlayer ·R� =
π

log 2
· dlayer ·

U

I
(B.1)

is determined, where R� is the sheet resistance and the prefactor π/ log 2 is calculated via a
topological geometry ansatz [252].

I

U

s ww

w / s  =  1 0 1 0 0 0 0  f i n i t e  e l e m e n t s

Figure B.1: Potential in a four-terminal sensing setup. The entire meshing domain has a quadratic base area with the
side length w. Four contacts are placed in the center with a spacing of s between each contact point.
Between the outer two a current is induced and across the two middle contacts the voltage drop is measured.

However, Equation (B.1) is only valid for an infinitely large area and consequently for w � s.
Therefore, before comparing the emulated resistivity with ρinput, a finite w needs to be considered.
For this purpose, theoretically calculated correction factors τcorr for different ratios of ws exist [252].
Using them, a corrected specific resistivity can be computed via

ρcorr = τcorr · ρemul. (B.2)
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In Figure B.2 the input resistivity ρinput with respect to the corrected emulated resistivity ρcorr is
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Figure B.2: Emulated resistivities within a four-terminal sensing setup for different ratios ofw/s. For each configuration
a sufficient number of finite elements results in the correct specific resistivity.

shown for different ratios of w to s. Different densities of finite elements determine the accuracy
of meshing. For each data point, sixty randomly created meshes with the same number of elements
have been created and the mean value and standard deviation has been plotted as a function of the
number of elements. For smoothing the function, a Savitzky–Golay filter [241] with the order 3 and
the framelength 19 has been used. For each graph, a match between both specific resistivities can
be observed. For bigger ratios of w/s, more elements are needed to achieve this accordance due to
the larger meshing domain. If there are not enough elements, the spatial potential distribution is
not correctly resolved resulting in a too small emulated resistivity due to large potential steps.

The above paragraph proved the correctness of calculating the transport resistance via Equation
(4.24) by means of numerical emulation. Another important feature of calculating transport
resistances is the scale invariance and hence the mesh independence. An analytical proof of this
characteristic is given in the next section. The fact that the calculated resistance still changes with
the number of finite elements despite the mesh independence (compare Figure B.2) is not due to
the incorrect calculation of the transport resistances, but due to the insufficient meshing resolution
of the sample.
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B.2 Mesh Independence of FEM Resistances

B.2.1 Resistance of Single Wire

When a current I flows uniformly distributed through a single piece of material, a voltage drop ∆Φ
is created. The ratio of both quantities is the resistance R = ∆Φ

I . The resistance can be calculated

I

L
B

H

A

ρ

ΔΦ

Figure B.3: The resistance of a wire is calculated via the specific resistivity ρ and the geometric lengths B and H
perpendicular to the current direction and L along the current direction.

by geometric parameters (see Figure B.3) and the specific resistance ρ of the used material.

R = ρ
L

A
= ρ

L

HB
(B.3)

In the following, the heightH and the specific resistance ρ are identical for each resistance and for
the sake of simplicity set to 1. This leads to a new definition of a reduced resistance

R̃ =
ρ

H︸︷︷︸
:=1

· L
B

=
L

B
. (B.4)

B.2.2 Resistance between Two Finite Elements

We define a mesh with four finite elements. Two of them can be set to discrete coordinates without
loss of generality due to the free choice of the coordinate system.

P1 = (0, 0) (B.5a)
P2 = (0, 1) (B.5b)
P3 = (x3, y3) (B.5c)
P4 = (x4, y4) (B.5d)

In order to calculate the resistance between two finite elements a and b, the distance between both
center points and the length of the commonly shared edge are required. The distance is given via
the Euclidean 2-norm of position vectors ||

−−−→
PaPb|| and the shared edge length is the distance of the

two common Voronoi corners. The Cartesian coordinates of the Voronoi cornerCabc is determined
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via the center of the circumscribed circle of the triangle with both elements Pa and Pb and a third
neighboring element Pc.

Cabc =

((
xa

2 + ya
2
)

(yb − yc) +
(
xb

2 + yb
2
)

(yc − ya) +
(
xc

2 + yc
2
)

(ya − yb)

2xa(yb − yc) + 2xb(yc − ya) + 2xc(ya − yb)
,(

xa
2 + ya

2
)

(xc − xb) +
(
xb

2 + yb
2
)

(xa − xc) +
(
xc

2 + yc
2
)

(xb − xa)

2xa(yb − yc) + 2xb(yc − ya) + 2xc(ya − yb)

)
. (B.6)

Applying (B.6) to the elements (B.5a) to (B.5d) results in the following Voronoi corners.

C123 =

(
x3

2 + y3
2 − y3

2x3
,
1

2

)
(B.7a)
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2x4
,
1

2

)
(B.7b)
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(B.7c)

C234 =

(
(1− y4)

(
x3
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2
)
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(
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2
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2x4(y3 − 1) + 2x3(1− y4)

)
(B.7d)

All finite elements and corners are visualized in Figure B.4a for three elements and in B.4b for
four elements. The goal is to calculate the resistances between the elements P1, P2, and P3 for the
given 3-element-mesh. We then insert a fourth element P4 and calculate the resistances between
the first three elements again. Both variants should reveal the same resistances to prove the mesh-
independence of the method, how the resistances are calculated in the first place. The equivalent
resistor circuit diagrams are shown in Figures B.4c and B.4d. The resistors Rout

12 , Rout
13 , and Rout

23

can be neglected for the comparison since they are present in both meshes.

With the short forms

f :=
1

2

(
x3

2x4 − x4
2x3 − (y4 − 1)x3y4 + (y3 − 1)y3x4

)
(B.8a)

g := x3 − x3y4 − x4 + y3x4 (B.8b)
h := x3y4 − y3x4 (B.8c)

and the resulting identity

g + h = x3 − x4 (B.9)
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P1(0,0)

P2(0,1)

P3(x3,y3)C124

C134

C123

C234

RoutR13

RoutR23

RoutR12 R13

R12

R23

(a) Geometric representation of mesh with 3 finite elements.
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(b) Geometric representation of mesh with 4 finite elements.
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(c) Equivalent resistor circuit diagram with 3 finite elements.
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(d) Equivalent resistor circuit diagram with 4 finite elements.

Figure B.4: Sketches of two meshes with 3 and 4 finite elements P1 to P4. The dotted lines indicate the Delaunay
mesh and the red lines the border of the Voronoi cells. The resistances in (c) and (d) are calculated via the
indicated areas in (a) and (b).

we can calculate the reduced resistances according to (B.4) for both meshes.

R̃12 =

∣∣∣∣∣∣−−−→P1P2

∣∣∣∣∣∣∣∣∣∣∣∣−−−−−−→C123C124

∣∣∣∣∣∣ =
x3x4

f
(B.10a)

R̃13 =

∣∣∣∣∣∣−−−→P1P3

∣∣∣∣∣∣∣∣∣∣∣∣−−−−−−→C123C134

∣∣∣∣∣∣ =
x3h

f
(B.10b)

R̃23 =

∣∣∣∣∣∣−−−→P2P3

∣∣∣∣∣∣∣∣∣∣∣∣−−−−−−→C123C234

∣∣∣∣∣∣ =
x3g

f
(B.10c)

R̃14 =

∣∣∣∣∣∣−−−→P1P4

∣∣∣∣∣∣∣∣∣∣∣∣−−−−−−→C124C134

∣∣∣∣∣∣ =
x4h

f
(B.10d)

R̃24 =

∣∣∣∣∣∣−−−→P2P4

∣∣∣∣∣∣∣∣∣∣∣∣−−−−−−→C124C234

∣∣∣∣∣∣ =
x4g

f
(B.10e)

R̃34 =

∣∣∣∣∣∣−−−→P3P4

∣∣∣∣∣∣∣∣∣∣∣∣−−−−−−→C134C234

∣∣∣∣∣∣ =
gh

f
(B.10f)
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B.2 Mesh Independence of FEM Resistances

To compare the resistances R̃12, R̃13, and R̃23 with the resistances R̃14, R̃24, and R̃34 we need to
transform the equivalent resistor circuits to the same diagram for bothmeshes. This is accomplished
by a star-triangle transform [360] of the 4-element-mesh. We use Equations (B.10d), (B.10e), and
(B.10f) to compute the transformed virtual resistances R̃412, R̃

4
13, and R̃

4
23.

R̃412 =
R̃14R̃24 + R̃24R̃34 + R̃34R̃14

R̃34

=
x4gh(x4 + g + h)

fgh
=
x3x4

f
= R̃12 (B.11a)

R̃413 =
R̃14R̃24 + R̃24R̃34 + R̃34R̃14

R̃24

=
x4gh(x4 + g + h)

fx4g
=
x3h

f
= R̃13 (B.11b)

R̃423 =
R̃14R̃24 + R̃24R̃34 + R̃34R̃14

R̃14

=
x4gh(x4 + g + h)

fx4h
=
x3g

f
= R̃23 (B.11c)

The comparison of the resistors of the 4-element-mesh R̃412, R̃
4
13, and R̃

4
23 are mathematically

identical to the ones of the 3-element-mesh R̃12, R̃13, and R̃23. This indicates that the overall
resistance between two elements is independent from inserting a new fourth element into the mesh.
Further, the proof is generalized from a 3-element-mesh to an multi-element-mesh by replacing the
star-triangle transform with a star-mesh transform [361]. Finally, this proves the resistances to be
completely independent of the used mesh.

q.e.d.
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B Calculation of FEM Resistances

Answering this Chapter’s Guiding Scientific Question

How can the correct calculation and the mesh
independence of this work’s FEM resistors be proven?

The physical correctness of the determination of the FEM
resistances has been shown by a comparison for a four
terminal sensing arrangement. Since the numerical
simulation results match well with the known analytical
solution, an empirical proof has been given for the
electrical validity. The mesh independence has been
shown via a geometrical ansatz and a star-triangle
transformation. It was proven that for adding an
additional mesh point into a three-point mesh, the total
resistance conditions do not change. This can be
generalized by a star-mesh transformation in order to
prove the given statement.
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