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Abstract

The T-embedding is a method to estimate the contribution from events with two genuine
T leptons in the event from data. The technique uses an event-by-event approach, where
two reconstructed muons are selected in data, which are replaced by two simulated
T lepton decays. The resulting T-embedded event only relies on the simulation of the
T lepton decays, while the rest of the event remains unchanged. This approach results in an
improved description of the properties of jets, the underlying event, and pile-up collisions.
The t-embedding method is the main estimation method for genuine di-t backgrounds
within the CMS Collaboration and has been applied in numerous Higgs boson analyses
in di-T final states over the last years. The most recent implementation of the method is
described in this thesis. The method is compared with a model based on fully simulated
processes in a comprehensive, realistic analysis example. More than 8 million CPU hours
have been spent to produce the most recent implementation of T-embedded samples for
the LHC Run II analyses. The presented studies lay the foundation for using t-embedded
samples in several anticipated Higgs boson analyses in di-T final states on the combined
Run IT and III data sets, which will form one of the major results of the LHC phase 1 physics
program.






Zusammenfassung

Das t-Embedding ist eine datenbasierte Methode zur Abschiatzung des Beitrags von
Prozessen mit zwei t-Leptonen im Ereignis. Die Methode verwendet einen ereignisbasier-
ten Ansatz, bei dem zwei rekonstruierte Myonen in den Daten ausgewiahlt werden, die
durch zwei simulierte t-Leptonenzerfille ersetzt werden. Das daraus resultierende Ereignis
vereint die simulierten t-Leptonenzerfalle mit einem sonst unveranderten Ereignis. Das
t-Embedding fithrt zu einer verbesserten Beschreibung der Eigenschaften von Jets und von
Pile-up-Kollisionen. Es ist die wichtigste Abschatzungsmethode fiir Untergriinde mit zwei
t-Leptonen im Endzustand innerhalb der CMS-Kollaboration und wurde in den letzten
Jahren in zahlreichen Higgs-Boson-Analysen in 11-Endzustdnden angewendet.

In dieser Arbeit wird die neueste Implementierung der Methode beschrieben. In einem
umfassenden, Analysebeispiel wird die Methode mit einem Modell verglichen, das auf
vollstdndig simulierten Prozessen basiert. Mehr als 8 Millionen CPU-Stunden wurden auf-
gewendet, um die neue Implementierung von t-Embedding Ergebnisse fiir die LHC Run II
Analysen zu erzeugen. Die vorgestellten Studien legen den Grundstein fiir die Verwendung
von t-Embedding in mehreren geplanten Higgs-Boson-Analysen in t1t-Endzustdnden auf
den kombinierten Datensatzen von Run II und III, die eines der wichtigsten Ergebnisse
des LHC-Phase-1-Physikprogramms darstellen werden.
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1 Introduction

Since its first formulation, the standard model of particle physics (SM) has proven to be
an exceptional theory capable of predicting the existence of several particles long before
their experimental observation. The last missing particle of the SM, the Higgs boson,
was predicted by the Brout-Englert-Higgs Mechanism [1-3] in 1964 and observed by the
ATLAS [4] and CMS Collaborations [5] in 2012 [6, 7]. This discovery was achieved at the
Large Hadron Collider (LHC) at CERN, a 27 km long circular particle accelerator.

While most observations in particle physics can be explained within the SM, many
open questions and unexplained observations remain. Among those are the description of
gravity within the SM and the existence of dark matter. While the first measurement period
of the LHC between 2009 and 2013 (also referred to as Run I) led to the discovery of the
Higgs boson, the second period between 2015 and 2018 (Run II) was dedicated to precision
measurements of the newly discovered particle and searches for new phenomena that
cannot be explained by the SM alone. Physicists pursued two strategies along this path:
new physics could manifest either in the existence of new particles at the highest reachable
energies or in deviations of precision measurements from the SM expectation. The Higgs
sector appears particularly promising in the search for physics beyond the standard model
(BSM) since there is no requirement in the Brout-Englert-Higgs Mechanism that only one
Higgs boson should exist.

During Run II, numerous differential measurements of all possible Higgs boson final
states have been performed to investigate the properties of the observed Higgs boson. In
parallel, searches for deviations from the SM expectation have been performed in many
final states in energy ranges from a few GeV to several TeV. Such analyses rely on excellent
measurement devices like the Compact Muon Solenoid (CMS) detector. At the same time,
they rely on accurate predictions of the known SM processes to compare the experimental
measurements to. Traditionally, simulation programmes using the Monte Carlo method
generate these SM predictions. An important alternative to these predictions is to estimate
known SM processes from carefully selected control regions in the data. Such methods
have the advantage of being faster and having less need for tuning and residual corrections.
Some physics processes are difficult to properly simulate, such as light-flavour, quark-, or
gluon-induced jets produced in addition to the hard scattering process, the underlying
event, or additional collisions occurring during the same bunch crossing called pileup.

The Z — 7 process is the dominating background process in Higgs boson analyses
in di-7 final states. The T-embedding method [8], the central topic of this thesis, can
be used to obtain an accurate model of all non-Higgs boson SM processes with genuine
T lepton decays in the final states mostly from data. The method relies on an event-by-
event approach, where events with two muons are selected. The selected muons are
replaced by simulated T lepton decays, forming a hybrid event, where most of the event
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content is taken from data, and only the T lepton decays are simulated. The method was
originally developed during Run I and has been in constant development by the Institute
of Experimental Particle Physics (ETP) of the Karlsruhe Institute of Technology (KIT)
since then. In the scope of this thesis, the T-embedding method has been successfully
applied in multiple Run II Higgs boson analyses in di-T final states. Among those are the
following analyses, which have been conducted by ETP: the most accurate differential
measurements of gluon-induced (ggH) and electroweak (qqH) Higgs boson production in
the di-t final states [9-11]; a search for additional Higgs bosons and vector leptoquarks in
the di-7 final state in a mass range from 60 GeV to 3500 GeV [12-14]; and a search for the
decay of a heavy Higgs boson (H) into two lighter Higgs bosons h and hg, of which h is
the observed Higgs boson with a mass of 125 GeV in the Ttbb final state [15, 16]. In all
analyses, the T-embedding method has proven to be an essential backbone and one of the
most important ingredients to the success of each corresponding analysis.

In Chapter 2, a brief overview of the SM, the Higgs boson, and T leptons physics at the
LHC is given. In Chapter 3, the CMS detector and the reconstruction algorithms used by
the experiment are described, followed by a summary of Higgs boson analyses in di-T final
states during Run II in Chapter 4. In the same chapter, a more detailed overview of the SM
H — 77T measurement is given, which serves as a proxy for the adaptations and design
choices of the T-embedding method. A more detailed discussion of the method is given in
Chapter 5, which includes a description of the technical details of the method, a discussion
of its strengths and limitations, and a summary of the most recent production campaign
and workflows. This chapter also documents the latest version of the T-embedding method
after a completely overhauled and improved reconstruction of the full LHC Run II dataset.
This version of T-embedded samples will be used in the upcoming Run IIT and Run II+I1I
analyses. In Chapter 6, a detailed overview of all corrections required for applying -
embedded events in a typical target analysis like the SM H — TT measurement [9] is given.
A comparison between the simulation of full physics processes and the T-embedding
method on a subset of the data that have been analysed in [9] is performed in Chapter 7.
The work presented in this chapter is supposed to serve as the foundation for the upcoming
and planned Run II+III combinations of the above analyses. A Summary and conclusions
are given in Chapter 8.



2  Theoretical Foundations

The SM is a gauge field theory to describe all fundamental particles and their interactions
in a consistent formalism.

An overview of the particles which are part of the SM is given in Figure 2.1. All elemen-
tary particles can be subdivided into two groups, fermions and bosons. Fermions carry a
half-integer spin, while bosons carry an integer spin. Depending on their interactions,
fermions can be further separated into quarks and leptons. Leptons interact only via elec-
troweak interactions while quarks can also interact via the strong interaction. Fermions
can also be further grouped into three generations. The major difference between fermions
in those generations is their mass. Matter in the world that surrounds us in our everyday
life is made up of first-generation fermions. Quarks are separated into up-type quarks
with an electric charge of 2/3 and down-type quarks with a charge of -1/3. Throughout
this thesis, natural units with i = ¢ = 1 are used.
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Figure 2.1.: Overview of all elementary particles which are part of the SM. The visualiza-
tion is adapted from [17].

The different forces are each mediated by at least one gauge boson. Gluons mediate
the strong force; the electroweak force is mediated by the photon, W* W™, and Z bosons.
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Apart from the Higgs boson, which does not mediate a fundamental force, all bosons carry
spin 1.

The current formulation of the SM is based on the SU(3), x SU(2); x U(1)y symmetry
group. The SU(3), group describes the strong interaction, while the SU(2); x U(1)y group
describes the electroweak interactions. The latest addition to the SM is the spontaneous
symmetry breaking of the electroweak interactions via the Brout-Englert-Higgs mechanism
[1-3] proposed by Robert Brout, Francois Englert and Peter Higgs in 1964.

Strong Interaction The strong interaction is described by quantum chromodynamics
(QCD). The charge of the QCD is the colour charge; three different colour charges (usually
referred to as red, green, and blue), and their corresponding anti-colour charges exist. The
strong force is mediated by gluons, which are massless bosons with a spin of one. For large
distances or small energies, the potential of the strong force becomes large enough that
more colour-charged particles are created. Due to this phenomenon called confinement,
all particles with a colour charge form colour-neutral objects, called hadrons. The coupling
strength is minimal for high energies or small distances, resulting in asymptotic freedom,
where colour-charged particles are quasi-free.

Electroweak Interaction The description of electroweak (EWK) interactions, the uni-
fication of the electromagnetic and the weak force, is based on the works of Shelden
Glasgow, Abdus Salam and Steven Weinberg, who developed the Glashow-Salam-Weinberg
theory between 1960 and 1970 [18-20]. The charge corresponding to the U(1)y symmetry
in the electroweak theory is the weak hypercharge. The charge corresponding to the
SU(2); is the weak isospin. Within the theory, three gauge bosons W!f for the SU(2); with
a coupling constant g and one gauge boson B, for the U(1)y group with the coupling
constant g exist. The observable bosons of the EWK interaction, the two charged massive
W bosons, a neutral massive Z boson, and a neural massless photon are superpositions
of the fundamental gauge bosons. Due to the large masses of the W and Z bosons, the
weak interaction only has a short range. Within the EWK interaction, a distinction is
made between left-handed and right-handed particles as the SU(2); is a chiral symme-
try. Regarding the weak isospin left-handed particles are described as doublets, while
right-handed particles are described as singlets

¥, = (Z) (leptons), (Zi) (quarks), ¥y =1, (2.1)

1

where u; denotes an up-type and d; a down-type flavour eigenstate of the i-th generation.
The flavour eigenstates are defined as superpositions of the mass eigenstates

di=> Vid, (2.2)
Lj

where V;; is the Cabibbo-Kobayashi-Maskawa (CKM) matrix [21, 22].



The Brout-Englert-Higgs Mechanism

The Brout-Englert-Higgs Mechanism was the last missing piece of the SM, which was
required to explain the masses of the elementary particles. Due to the required SM
symmetries, a naive addition of mass terms for bosons and fermions is not possible. Mass
terms for the bosons break the gauge symmetry of the SM Lagrangian and mass terms for
the fermions break the chiral symmetry of the SU(2);. Instead, a complex doublet field ®

is introduced 5
o- (%) .
This self-interacting field spontaneously breaks the SU(2); X U(1)y symmetry to generate
mass terms through the phenomenon of spontaneous symmetry breaking. The Lagrangian
of the new doublet is
LHiggs = (qu))T (qu)) - V(q))’ (2-4)

where V() is the potential
V(®) = 4°0'® + A(T D)2 (2.5)

In the case of /12 < 0, the potential has an infinite amount of minima. As a result, the
vacuum expectation value (VEV) v of the Higgs field ® does not vanish. One can freely
choose the ground state of the doublet to be:

oy (O} K
()—@(0) with o = 51 (2.6)

To describe the system after the symmetry breaking, a Taylor expansion around the VEV
is made. Thereby, the neutral component of the Higgs field q50 is chosen such that the
U(1)y symmetry remains unbroken to ensure that the photon remains massless. The field

is then denoted as .
0

Together with Equation (2.4) and under consideration of the SU(2); XU(1)y gauge covariant
derivative, one obtains the mass terms for the W and Z bosons:

1

m%‘, = 19202 (2.8)
1

my = 5(92 +g%)0’. (2.9)

The remaining field H corresponds to the SM Higgs boson. Its mass is given by
my = V22o. (2.10)

Since the self-coupling parameter of the potential A is unknown, the mass of this neutral
Higgs boson is the last free parameter of the SM.
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Table 2.1.: The SM Higgs production cross sections at a center-of-mass energy of /s =
13 TeV in pp collisions. The mass of the SM higgs boson is set to my; = 125 GeV.
The values are taken from [23].

Production Mode ‘ Cross Section [pb]
] +5.6%
Gluon fusion (ggH) 48.61_7_ 4%
Vector boson fusion (VBF) 3773{%
Associated with W boson (WH) 1363’.%(;(;
) . +4.1%
Associated with Z boson (ZH) 0.8825 -,
) . - +6.8%
Associated with tt pair (ttH) 0.51_9_9%

The masses of the fermions are generated by the Yukawa coupling term, which, e.g. for
the electron is given by

L = —Fr (@', ) +he. (2.11)

After an expansion in the ground state of the Higgs field, the Lagrangian becomes

‘Ei'ukawa = _ﬁz (_ + _) ee. (2.12)

The resulting mass of the electron is then given by

_ e

m, = —.

V2

The same mechanism generates the masses of the other lepton generations and the quarks.

For all fermions, the masses are proportional to the VEV of the Higgs field. The value of v
can be determined from the Fermi coupling Gy to be

(2.13)

0 = V2G; "% = 246.22 GeV. (2.14)

The Higgs Boson

One consequence of the Brout-Englert-Higgs mechanism is the existence of a neutral
Higgs boson, which was discovered by the ATLAS [6] and CMS [7] Collaborations in 2012.
The dominant mechanisms for the production of the SM Higgs boson in proton-proton
(pp) collisions are listed in Table 2.1, and a selection of leading order Feynman diagrams is
shown in Figure 2.2. The most dominant production mechanism at the LHC is gluon fusion
(ggH), followed by vector-boson fusion (VBF) and Higgs-strahlung (VH). In most analyses,
the contribution vom VBF and V(qq)H where the vector boson decays hadronically are
combined and denoted as qqH, since the two production modes are indistinguishable.
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Figure 2.2.: An overview of the dominant Higgs boson production modes at the LHC,
which are gluon fusion (ggH, I), vector boson fusion (VBF, II), Higgs-strahlung
and associated production with a gauge boson (WH, ZW, III & 1V). Taken
from [24].

The SM Higgs boson can decay into any massive particle of the SM; however, the
coupling to fermions is proportional to the fermion mass, while the coupling to vector
bosons is proportional to the mass squared

m 2
gusf = -, Iuvy = Qﬂ (2.15)
v v

Due to the observed mass of my; = (125.38 £ 0.14) GeV [25], the decay to two vector

bosons is only possible with one off-shell boson, reducing the branching fraction of the

WW and ZZ decay. Therefore, the decay to a b quark pair is the dominant SM Higgs boson

decay at the LHC. The branching fractions for all final states are depicted in Figure 2.3.

For the discovery in 2012, the contributing channels were H — vy, H — 77" — 41

and later also H - WW™ — lvlv. Despite the small branching fraction of less than

1%, the H — vy channel [26], provides a very clean experimental signature, forming a

resonance in the di-y spectrum. The same is true for the H — ZZ" — 4l channel [27],

where the four leptons in the final state allow for full reconstruction of the resonance.

The H - WW" — Ivlv channel [28] has a larger branching fraction but suffers from

larger background contributions from tt production and nonresonant production of two
W bosons.
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Figure 2.3.: The branching fractions of the SM Higgs boson final states as a function of
the Higgs boson mass. Taken from [35].

During LHC Run II, the SM Higgs boson couplings to the 3rd generation fermions, to b
quarks [29], to top quarks via the ttH production [30] and T leptons [31, 32] were observed.
In the H — bb channel, a challenge is posed by discriminating the hadronized b quark
decays from the SM Higgs decay and background processes. The H — 71T channel has
a smaller branching fraction but is experimentally more accessible, due to the leptonic
decays of T leptons. The leptonic decays represent a cleaner experimental signature. The
b quarks and the T leptons final state provide direct access to the Yukawa coupling of the
SM Higgs boson. Measurements in the H — T channel are the main motivation for this
thesis. In Section 4.1, a selection of recent Run II Higgs boson analyses in di-T final states
from the CMS collaboration are outlined. In 2021, the evidence of the SM Higgs boson
decay to a pair of muons was reported by the CMS collaboration [33].

Since the discovery, numerous measurements in more differential phase spaces have
been performed. In addition, the measurements from multiple channels are combined to
provide a more precise measurement of the SM Higgs boson properties. The most recent
measurements by the CMS collaboration are summarized in [34].

The Tau Lepton

With a mass m, = 1.776 GeV and a lifetime of T = 290.3 fs [24] the T lepton is the heaviest
of the three known leptons. The T lepton always decays via the exchange of a W boson
and has both leptonic and hadronic decay modes. The two possible Feynman graphs
for the T lepton decays are shown in Figure 2.4. The branching fractions for the most
important decay modes are listed in Table 2.2. With a probability of 35.2%, a T lepton
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Figure 2.4.: Feynman graphs for the T lepton decay modes. The hadronic decay mode is
shown on the left, the leptonic decay mode on the right. Taken from [36]

Table 2.2.: Branching fractions for the most common T lepton decay modes. Only the
decays for a negatively charged T lepton are shown. Charged hadrons are
denoted as h*. Values are taken from [24]. The T, decay mode obtained via
Equation (2.16) is shown in the last column.

Name decay mode ‘ branching fraction [%] ‘ Decay Mode (DM)
Oneprong T— h v, 10.82 0
One prong + P h_vfno 25.49 1
One prong + 2 i h_vfn'ono 9.26 2
One prong + 3 P h_VTﬂ.'O]TO]TO 1.04 3
Three prong T — h*h" h™v, 8.99 10
Three prong + 7° T — h+h_h_vT7rO 2.74 11
Electron T — v,ye 17.82 -
Muon T — vyu 17.39 -

decays leptonically, while the rest of the possible decays are hadronic, mainly into charged
Pions and Kaons and potentially additional neutral Pions. The hadronic decay modes of
the T lepton are denoted as T;,. The decay mode (DM) (see Table 2.2) of a 1y, will further
on be associated with an integer number according to

DM =5 (N — 1)+ N,o (2.16)

where N, is the number of charged hadrons (prongs) in the hadronic decay and N o is

the number of 7° in the hadronic decay.

For Higgs analyses, final states with two T leptons are of interest. Combining the
T lepton decay modes from Table 2.2, a total of six di-T final states emerge, as shown in
Figure 2.5. The two fully leptonic final states Tt — ee and Tt — pp are neglected in
most analyses since a large irreducible background from Z — ee and Z — pp decays is
present in these final states.
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Figure 2.5.: Sketch of the possible di-T final states and their branching fractions. The first
letter corresponds to the decay mode of the first T lepton, the second letter to
the decay mode of the second T lepton.
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3 'The CMS Experiment

The CMS detector is a multi-purpose particle detector located at the European Organization
for Nuclear Research (CERN) site in Geneva, Switzerland. The CMS detector was built
and is operated by the CMS Collaboration, a multi-national organization with more than
3000 members. A set of accelerators is operated at CERN, of which the LHC is the largest
and most powerful. In this chapter, the accelerator complex at CERN, as well as the
CMS detector, are described. Furthermore, the reconstruction algorithms used for event
reconstruction the CMS detector are introduced.

CMS
LHC
ALICE o2 North Area LHCb

SPS T2
o AWAKE
HiRadMat
(N
AD
ISOLDE
10 N RiBs REX/HIE
‘| East Area :
\. PS PRI
LINAC 4 4’% CLEAR
g

i
INAC 3
ons

LEIR

Figure 3.1.: A sketch of the accelerator complex at CERN, adapted from [37].

3.1. The Large Hadron Collider

A sketch of the complete CERN accelerator complex is shown in Figure 3.1. The LHC is
a hadron collider with a total length of 27 km and has been in operation since 2010. The
primary purpose of the LHC is to accelerate proton beams, but other hadrons, such as
ion nuclei, can also be accelerated. The ring consists of two beam pipes with hadrons
accelerated in opposite directions. The hadrons are grouped into bunches, small packets
of hadrons. During the Run II measurement period between 2016 and 2018, a single bunch

11
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consisted of ~ 1.15 x 10*! protons. In 2017, the number of bunches increased from 2244 to
2556 bunches per beam. During Run II, the LHC was operated at a center-of-mass energy
of 13 TeV, 6.5 TeV per proton beam. The bunch spacing was set to 25 ns, resulting in a
collision rate of 40 MHz.

Crossing points, where the two particle beams cross each other, are located at four
locations along the two beam lines of the LHC. These crossing points are surrounded by
four large experiments, the CMS experiment [5], the A Toroidal LHC Apparatus (ATLAS)
experiment [4], the A Large Ion Collider Experiment (ALICE) [38] experiment, and the
LHC-beauty (LHCb) [39] experiment. The CMS and ATLAS experiments are two multi-
purpose detectors designed to study a wide range of different physics topics, while the
latter two have a more specialized physics program. The LHCb detector is used to study
processes involving b quarks with great precision, while the ALICE Collaboration focuses
on studies of heavy ion collisions.

To measure the cross section o of a physics process, the integrated luminosity of the
accelerator has to be known. The number of observed occurrences of a physics process,
also called events N, is connected to the cross section via

N=o0c-L,, (3.1)
where the integrated luminosity L;, is defined as the integral of the instantaneous lumi-
nosity

Lt = / L(dr. (52)

The integrated luminosity is a measure for the size of the collected data of the experiment
and is usually reported in units of inverse femtobarn (1fb™ = 10 x 107 m™). The
instantaneous luminosity of a collider with bunches of particles is defined as

ning

L(t) = feon (3.3)

dno,o,

where f_; is the average collision frequency, n; and n, are the number of particles in
the two bunches, and o, and o, are the spread of the bunches in the x- and y-direction
respectively.

Since the instantaneous luminosity is directly connected to the cross section of a process,
the value has to be measured with great precision [40-42]. In the CMS experiment, several
different measurements are combined to achieve a luminosity uncertainty of 1.6% for the
combined Run II data set. The integrated luminosities of the different eras of the Run II
data set are listed in Table 3.1. In Figure 3.2, collection of data over time is visualized.

At the beginning of 2022, the Run III data taking of the LHC was started, using similar
collider conditions as the Run II data taking. The centre-of-mass energy was increased
to 13.6 TeV. Run III is expected to last till 2025 to collect a total of L;,, = 250 fb~t of
proton-proton collisions [44]. After another long shutdown phase of three years, during
which the collider and the four experiments will undergo significant upgrades, the High
Luminosity LHC (HL-LHC) will be operational, which is expected to provide a total of
Ly = 3000 fb™" of proton-proton collisions till 2037.
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Table 3.1.: Integrated luminosity of proton-proton collisions of the Run II data set, split
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3.2. The CMS Detector

The CMS detector is located at one of the crossing points of the LHC. The detector is
designed as a multi-purpose detector to study different physics topics, ranging from
precision measurements of the SM to searches for Dark Matter particles and studies of
heavy ion collisions. The detector has a total length of 21 m and a diameter of 15 m. Right
in the centre of the detector, the crossing point of the two LHC beam pipes is located, also
called the interaction point. With its weight of about 14.000 t, the CMS detector is densely
packed which is the reason for "Compact” being in the name of the detector. A sketch of
the whole detector is shown in Figure 3.3.

The detector consists of several subdetectors located around the interaction point in
a cylindrical shape. To increase the instrumented area of the detector, two endcaps are
added to the cylinders, forming the densely packed detector.

The innermost subdetector is the silicon tracker, which measures the trajectories of
charged particles traversing outwards from the interaction point. Around the silicon
tracker, the Electromagnetic Calorimeter (ECAL) is located. The purpose of the ECAL is to
measure the energy of electrons, positrons and photons while stopping them completely.
The next subdetector outwards of the ECAL is the Hadronic Calorimeter (HCAL). The
HCAL is targeted towards measuring the energy of hadrons and stopping them completely.
All those subdetectors are located in a homogeneous magnetic field of 3.8 T, which is
generated by a superconducting solenoid which has an inner diameter of 6 m. Within the
return yoke of the solenoid, the muon system is located. It measures the trajectory of
muons, the only particles that can traverse the other subdetectors without being stopped.
A full description of the detector can be found in [5]. The following will describe the
different subdetectors in more detail.

3.2.1. CMS Coordinate System

By convention, the right-handed coordinate system used for the CMS detector originates
at the interaction point. The x-axis is pointed at the centre of the LHC, while the z-
axis is pointed along the beam line. The y-axis is perpendicular to the x- and z-axis. A
visualization of the coordinate system is shown in Figure 3.4.

Since the protons used in the collisions are made up of quarks and gluons, the compos-
ite partons’ momenta are unknown. For this reason, only the transverse momentum of
decaying particles is measured, which is defined as

pr =%+ 15 (3.4)

By definition, the p; of a particle is independent of the unmeasurable p, component of the
total particle momentum. To describe particle trajectories within the CMS detector more
easily, a cylindrical coordinate system with the polar angle 6, the azimuth angle ¢, and
the axial coordinate z is used, where z is identical to the z-axis of the Cartesian coordinate
system. The polar angle 6 can be used to calculate the pseudorapidity

n=- ln(tan g), (3.5)
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CMS DETECTOR STEEL RETURN YOKE
Total weight : 14,000 tonnes 12,500 tonnes SILICON TRACKERS
Overall diameter :15.0m Pixel (100x150 ym) ~124M channels
Overall length :28.7m Microstrips (80x180 um) ~200m? ~9.6M channels
Magnetic field  :3.8T
SUPERCONDUCTING SOLENOID
I Niobium titanium coil carrying ~18,000A

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 540 Cathode Strip, 576 Resistive Plate Chambers

PRESHOWER
Silicon strips ~16m? ~137,000 channels

CRYSTAL
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PEWO, crystals

HADRON CALORIMETER (HCAL)

Brass + Plastic scintillator ~7,000 channels

Figure 3.3.: A sketch of the CMS detector and its different subdetectors. The Sketch is
adapted from [45].

which is an approximation of the rapidity

E+p,c

y=1In (3.6)

m2ct + pac?

of a particle, where E is the particle’s energy, m is the particle’s mass, and p is the particle’s
transverse momentum. For massless particles, the rapidity is equal to the pseudorapidity.
The difference in rapidity between two particles is invariant under Lorentz boosts along
the z-axis. At the LHC, all particles are considered highly relativistic (m < p), which
means Equation (3.5) is a valid approximation of the true rapidity, again eliminating the
dependence on p,.

To quantify the spatial distance between two particles, their distance in the n-¢ plane
is used. It is defined as

AR = \/(m —19)% + (d) — o), 3.7)

where 1, and ¢ are the coordinates of the first particle and n, and ¢, are the coordinates
of the second particle.
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Figure 3.4.: An illustration of the CMS coordinate system, adapted from [46].

3.2.2. Inner Tracker

The inner tracker is located directly around the interaction point. A full description of its
design is given in [47, 48]. The inner tracker itself is split into multiple smaller sections.
Two silicon detectors are used within the inner tracker: silicon pixel detectors and silicon
strip detectors. The CMS inner tracker is sketched in Figure 3.5.

The silicon pixel detector is located closest to the interaction point. At the beginning of
the Run II measurement period, the silicon pixel detector consisted of three barrel layers
and two endcap disk layers. The new beam pipe was installed during a technical stop
at the end of 2016 and the beginning of 2017. Since the new beam pipe had a smaller
diameter, an upgrade of the pixel detector was possible and allowed for a new design with
four barrel layers and three endcap disk layers [49]. Within the four barrel layers and the
three endcap disks, a total of 1856 sensor modules, each consisting of a silicon pixel sensor
with 160 x 416 pixels, are installed. A single pixel has a size of 100 x 150 pm®. In total, the
pixel detector has 124 million readout channels. If a charged particle passes through a
pixel sensor, a charge is deposited in the semiconducting material, which is then registered
by a readout chip. The pixel detector has a full 4-layer coverage up to a pseudorapidity of
In| > 2.5 and allows for a spatial resolution of up to 15 um.

The silicon strip detector is located outside of the silicon pixel detector. The innermost
strip detector is the Tracker Inner Barrel (TIB), consisting of four layers of silicon strip
detectors. Two sets of Tracker Inner Disk (TID)s, one for each direction along the beam
pipe, consisting of three layers, are installed to cover the endcap regions. Those two strip
detectors are surrounded by the Tracker Outer Barrel (TOB), which consists of 6 layers of
silicon strip sensors. For the increased coverage in the z-direction, two Tracker Endcap
(TEC) are installed, each consisting of a total of 9 disks. In total, the silicon strip detector
has 9.3 million readout channels.
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Figure 3.5.: A 2D sketch of the inner tracker of the CMS Experiment in the x-z plane,
taken from [5].

3.2.3. Electromagnetic Calorimeter

The Electromagnetic Calorimeter is used to measure the energy of electrons, positrons
and photons. A full description of the ECAL is given in [50]. The ECAL is the subdetector
surrounding the inner tracker and is made of 61200 lead tungstate (PbWO,) crystals in the
Barrel ECAL (EB) and 14648 lead tungstate crystals distributed over the two Endcap ECAL
(EE) disks. Lead tungstate is a dense material with a radiation length X, of 7.39 g cm > [51].
The radiation length X, is the mean distance a high-energy electron can propagate through
a material while emitting 1/e of its initial energy via bremsstrahlung. The radiation length
of PbWO, corresponds to a distance of 0.89 cm.

The region up to a pseudorapidity of up to |n| < 1.479 is covered by the EB of the ECAL,
while the region 1.479 < |n| < 3.0 is covered by the two EE disks. The Preshower (ES)
detector ranges from 1.653 < |n| < 2.6. Due to the placement of readout electronics, a
small area between the barrel and the endcap 1.479 < |n| < 1.56, has a suboptimal coverage
compared to the rest of the detector. A sketch of the ECAL cross section is shown in
Figure 3.6.

Since lead tungstate crystals can be used as a scintillator, the ECAL is a homogeneous
calorimeter without any additional absorber material. Each crystal in the barrel region
has a tapered shape, with a size of 22 x 22 pm® pointing towards the beam pipe and a
size of 26 x 26 pm® on the rear end. The total length of a single crystal is 23 cm, which
corresponds to a size of 25.8 X, and has a weight of around 1.5kg. The use of the lead
tungstate crystals allows for a very dense and compact but also weighty design of the
ECAL. The crystals used on the endcap regions have a slightly larger front side while being
shorter. In front of the endcap disks, a small preshower detector is located. It consists of
two layers of absorber material (lead) with a total thickness of 3 X, each followed by a
single layer of silicon strip sensors to increase the spatial granularity in this region. The
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Figure 3.6.: A sketch of the ECAL cross section, showing the regional distribution of the
EB, EE, and ES subdetectors. The sketch is taken from [52].

preshower detector makes it possible to distinguish between the decay of a low energy 7
and a single high energy y in the forward region.

3.2.4. Hadronic Calorimeter

The HCAL is a sampling calorimeter consisting of alternating layers of absorber and
scintillator material. A full description of the HCAL is given in [53]. In the CMS detector,
brass is used as absorber material, while the scintillator is made from plastic. The HCAL is
again split into four smaller subdetectors, the Hadron Barrel (HB) located in the barrel
region, the Hadron Endcap (HE) located in the endcaps, the Hadron Forward (HF) located
in the forward region, and the Hadron Outer (HO) calorimeters located just outside the
solenoid. A schematic sketch of the HCAL is shown in Figure 3.7.

The size of the HCAL is defined by its length in nuclear interaction lengths A;. The
nuclear interaction length is defined as the average distance a hadron can traverse before
undergoing an interaction with the material. Typically, A; is much larger than X,. For the
HCAL configuration of the CMS detector, A; corresponds to a distance of 16.42 cm [54].

The HB consists of about 40000 plastic scintillator tiles, with a thickness of 9 mm, wedged
between a steel plate at the beginning of the HCAL followed by brass absorber plates with a
thickness of 50.5 mm in the first eight proceeding layers and 56.5 mm brass absorber plates
in the remaining six layers. This corresponds to a size of 5.82 A; for || = 0.0 and a size of
10.6 A; for n| =1.3. Along the z-Axis, the HB is split into 32 sections, each corresponding
to a width of An =0.087. One slice of the HCAL section is also called an HCAL tower. The
HE in the two endcap regions has a similar setup, though slightly different margins on the
scintillator and absorber plates. Like the ECAL, the barrel and the endcap region cover a
pseudorapidity up to [n| < 3.00. Since the HB is only ~ 6 A; thick in the central region of
the detector, an additional energy measurement outside the solenoid is beneficial. The HO
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Figure 3.7.: A schematic sketch of the HCAL, showing the regional distribution of the
HB, HE, HF and HO subdetectors. The figure is taken from [55].

serves this purpose and is used to detect and measure the energies of particles with large
pr that were not entirely stopped by the calorimeters. The solenoid serves as an additional
layer of absorber material in front of the HO. The HO consists of up to two layers of brass
absorber covers up to a pseudorapidity of |n| < 1.26. Finally, the HF calorimeter is located
11.15m in both directions from the interaction point, along the beam pipe. It covers an
extended pseudorapidity range of 2.85 < n| < 5.19 and is made from steel embedded with
quartz fibres.

3.2.5. Magnet

The superconducting solenoid embedded in the CMS detector is used to generate a ho-
mogeneous magnetic field of 3.8 T. The magnetic field is required for measuring particle
trajectories since, due to the Lorentz force, charged particles have a bent trajectory in a
magnetic field. The direction of the curvature of the particle trajectory is dependent on the
particle’s charge, and the bending is proportional to the particle’s momentum. Therefore,
the inner tracker, the ECAL and most parts of the HCAL are located within the solenoid.
The solenoid has a diameter of 6.3 m, a length of 12.5 m, weights 220 t, and is operated at
a temperature of 4.65 K. The return yoke used to guide the magnetic field outside of the
magnet is made from iron and houses the muon system. A magnetic field with a strength
of ~ 2T is generated within the return yoke and is used for the track reconstruction in the
muon system.
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Figure 3.8.: A schematic sketch of the CMS muon system. The DTs located in the central
region are shown in orange, the CSC of the endcap region is shown in green,
and the RPCs located in the gap region are shown in blue. The figure is taken
from [56].

3.2.6. Muon System

The muon chambers are located outside the solenoid and are partly housed within the
return yoke of the magnet. The muon system is made up of three different types of
gaseous particle detectors. The purpose of the muon system is to identify muons, measure
muons’ momentum, and provide a robust solution for triggering events with muons. A full
description of the muon system is given in [57]. A schematic sketch of the muon system
is shown in Figure 3.8.

The drift tube chambers (DT)s are located in the barrel region of the muon system and
cover a pseudorapidity up to [n| < 1.2. Within a single DT, an anode wire is used to
measure the drift time of electrons. Those electrons are generated when a muon traverses
the chamber’s gas, ionising it. Combining the information of when the muon initially
entered the tube with the time when a signal was registered at the cathode wire and the
position makes a precise 3D measurement of the position possible. The DT system has
172000 readout channels.

The cathode strip chambers (CSC) located in the two endcaps over a pseudorapidity
range of 0.9 < || < 2.4 are filled with many anode wires to measure the position of muons.
Electrons from the ionization of the gas are measured at the anode wires, but instead of
using the timing information, multiple wires are used to perform the 3D measurement.
The CSC system has a total of ~ 470000 readout channels.

20



3.3. Reconstruction Algorithms

The resistive plate chambers (RPC) located at both the barrel and the endcaps cover a
pseudorapidity range of up to || < 1.9. Each RPC consist of a gas-filled chamber with
two oppositely charged plates. Their main purpose is to provide a fast measurement of a
muon and good timing information, which is required for an accurate triggering of muon
events. The RPC system has a total of ~ 123000 readout channels.

3.3. Reconstruction Algorithms

To convert the electric signals from the different parts of the detector into physics objects,
different reconstruction algorithms, depending on the type of particle, are used. In the
following sections, the reconstruction of particle tracks (Section 3.3.1) and calorimeter
clusters (Section 3.3.3) is described. The information of the different subdetectors is
then combined using the Particle Flow (PF) algorithm (Section 3.3.4), and based on the
PF-candidates, physics objects like electrons, muons, jets, and T leptons are reconstructed.

3.3.1. Track and Vertex Reconstruction

Since the inner tracker is located within a magnetic field, charged particles are bent on a
helix-shaped trajectory. This trajectory of charged particles propagating from the interac-
tion point through the detector is described by a so-called track. A track is reconstructed
from a set of multiple tracker energy deposits from charged particles, called hits. A sin-
gle hit is registered if, within the corresponding pixel, a minimal charge of 3000 - 4000
electrons is registered by the readout chip.

The CMS Collaboration uses the Combinatorial Track Finder (CTF) algorithm described
in [58, 59] for the track reconstruction, which is an iterative algorithm based on the
combinatorial Kalman Filter [60]. Since a single collision can contain up to 1000 particles,
the track reconstruction is challenging due to the high combinatorial complexity. By
using the iterative ansatz, tracks that are easy to identify are reconstructed first, therefore
reducing the combinatorial complexity in subsequent iterations. If a hit is associated with
a track, the hit is removed from the set of available hits for the next iteration.

Within a single iteration, a set of steps is performed by the algorithm:

« A track seed is generated. A seed consists of two to three hits and is used to set
coarse starting parameters of trajectory.

+ Using a Kalman Filter approach, an additional hit is added to the track seed, and the
track parameters are updated if the additional hit can be found within the boundaries
set by the track seed. This step is repeated multiple times unit no more matching
hits are found or until the furthest layer of the tracker is reached.

« After all feasible hits corresponding to a track seed were found, the trajectory is
refitted, using the complete information of all selected hits. In addition, smoothing
using a Runge-Kutta propagator is performed. During the smoothing, effects from
material interactions and possible inhomogeneities of the magnetic field, which can
result in a deviation from the helix trajectory, are considered.
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« The quality of the fit is checked against a set of defined quality thresholds. If these
quality criteria are not fulfilled, the track is discarded. Typical criteria are the number
of hits and layers used for the reconstruction or the )(2/ dof value of the track fit.

The version of the tracking algorithm deployed during Run II uses ten iterations. The
initial seed setting and the quality criteria applied in the different iterations vary.

In addition to the trajectories of the particles, the origin of the particles has to be
determined. During a single bunch crossing, interactions of multiple protons are very
likely to happen. Collisions of other protons apart from the hard process are called Pileup
Collisions (PU) collisions. To isolate the hard process from PU collisions, it is necessary to
determine the origin of every single particle in the event with high precision. The origin
of the particles from the hard process is called primary vertex (PV).

The reconstruction of all vertices is possible once all tracks in the event have been
reconstructed. The vertex algorithm consists of three steps:

« Tracks that originate close to the interaction point are selected by requiring a minimal
amount of two pixel layers traversed and a reasonable quality of the track fit.

« All considered tracks are clustered based on their distance to the interaction point.
The challenge of this clustering is to accurately determine all vertices in the event
whilst not splitting tracks from the same vertex into different clusters. The clustering
is performed using an annealing algorithm.

« For each cluster containing at least two tracks, a vertex fit is performed to determine
the vertex position. In addition, each track is assigned a weight, corresponding to
the probability that the track originates from this vertex.

In the end, the primary vertex (PV) is the vertex that corresponds to the hardest scattering
in the event based on the tracking information as described in [61].

As shown in Figure 3.9, the resolution of the PV position improves with the number of
tracks considered for the vertex fit. On average, the resolution is smaller than 20 pm if at
least 50 tracks are associated with a vertex.

The impact parameters in the transverse and the longitudinal plane can be used to
quantify the compatibility of a particle with the PV. The impact parameter dyy is defined
as the distance between the PV and the closest point of the particle track in the transverse
plane, whereas the impact parameter d, is defined as the same distance in the longitudinal
plane. For a particle to be compatible with the PV, the impact parameters are typically in
the order of O(1 mm), where d, can be a bit larger than dyy.

Muon Track Reconstruction For the reconstruction of muon tracks, the track informa-
tion from the muon system is combined with the tracks found in the inner tracker. A full
description of the method can be found in [56, 62]. Before a matching between tracks in
the inner tracker and the muon system is possible, the individual hits in the muon system
have to be reconstructed. The basic principles of muon hit reconstruction are outlined in
Section 3.2.6. In the second step, individual tracks are reconstructed in the muon system,
using the same iterative approach as in the inner tracker. The tracks reconstructed from
the muon system are called standalone muon tracks.
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Figure 3.9.: The resolution of the PV in x- and z-direction depending on the number of
tracks associated with the vertex. More tracks associated allow for a stronger
constraint on the vertex position, resulting in an improved resolution. The
figure is taken from [58].

The combination of inner tracker tracks and muon system tracks is performed using
two approaches:

+ Inside-Out: In this approach, tracks from the inner tracker are extrapolated “out-
wards” to the muon system. If at least one matching hit in a DT or CSC is found, the
resulting track is considered a tracker muon track. This extrapolation is performed
for all inner tracker tracks with pr > 0.5GeV and p > 0.5 GeV, where p is the total
momentum of the track.

« Outside-In: This approach is performed contrary to the Inside-Out approach by
matching a track from the muon system with a track from the inner tracker. If both
tracks can be propagated onto a joint surface and have a matching trajectory, the
two tracks are combined and refitted. A muon with such a track is considered a
global muon track.

Most analyses rely on global muon tracks since those have the lowest misidentification
rate. Tracker muon tracks can also originate from secondary particles or decays that were
not fully contained within the HCAL and therefore leak into the muon system. Standalone
muon tracks can originate from decays outside of the detector like cosmic muons since
they are not required to originate from any vertex of the recorded event.

Electron Track Reconstruction An extended version of the track reconstruction is
run on top of the reconstructed tracks to identify electron tracks. A detailed description
of the procedure can be found in [63, 64].
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Contrary to all other charged particles, there is a high probability that photons are
radiated from the electron via bremsstrahlung. This radiation can happen within the inner
tracker, and since the photons from the bremsstrahlung can carry a significant portion
of the electron energy, a considerable change of the trajectory curvature is possible.
Bremsstrahlung photons are radiated tangentially to the electron trajectory and are more
spread in the ¢ direction than in the 1 direction.

The refitting of potential electron tracks is performed using a Gaussian Sum Filter (GSF)
algorithm, as described in [65]. The GSF algorithm is advantageous compared to the
Kalman Filter, as it allows for large changes in the trajectory due to a large energy loss
of the electron. The GSF is based on the assumption that a gaussian mixture can model
electron bremsstrahlung. Multiple hits within a layer can be used to reconstruct a single
electron track. Since the GSF tracking is more computationally expensive, only a subset of
potential tracks is refitted. Two types of seeds are used for the GSF track finding:

« Tracker-driven seeds are tracks that can be matched with a SuperCluster (SC) in
the ECAL. The extrapolated ECAL impact point of the track has to lie within a small
distance of the SC. The reconstruction of SCs is explained in Section 3.3.3.

« ECAL-driven seeds are constructed using an outside-in approach similar to global
muon tracks; a trajectory originating from a reconstructed SC is extrapolated back
to the interaction point. If a matching trajectory is found, it is used as a seed.

3.3.2. Tracker Alignment

For the track reconstruction, the actual position, orientation and potential twists with all
tracker modules have to be known with a precision of 10 um. Since it is impossible, to
construct the detector with such precision, and movement of the modules can happen
external effects such as temperate, positions and orientations of the modules have to be
constantly measured. This process is called tracker alignment [66].

Tracking information from multiple sources, such as cosmic muons or tracks from pp
collisions is used as input for the alignment procedure. The whole silicon tracker and all its
components are parameterized, and then the best fit component positions are determined
using a combined minimization of these O(100000) parameters. This procedure is repeated
multiple times during the data-taking to account for long-term effects such as radiation
damage or temperature. After the alignment is performed, the best estimate of all module
positions is known for each measured collision.

3.3.3. Calorimeter Cluster Reconstruction

Calorimeter clusters are the other building blocks needed for the PF algorithm. A detailed
description of the cluster reconstruction can be found in [63]. The calorimeter clusters are
created by combining multiple calorimeter cells. The clustering is performed independently
in the EB, the ES, the two EEs, the HB, and the two HEs. The algorithm is structured as
follows:
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« At first, a calorimeter cluster seed is generated. A cell is considered a cluster seed if
the cell energy is larger than a given threshold and if no other cell in its surroundings
contains more cell energy. The energy thresholds for a cluster seed are 230 (600)
MeV in the EB (ES) and 800 (1100) MeV in the HB (HE).

« Cells adjacent to the seeds are added to the cluster if the energy measured in the
cell is larger than a minimum threshold. These clusters are called topological clusters.
The energy thresholds for a cell to be added to a cluster are 80 (300, 0.06) MeV in the
EB (EE, ES) and 800 MeV in the HCAL.

« Within each topological cluster, a reconstruction is performed to identify the actual
number of clusters since a topological cluster typically contains more than a single
cluster, especially if the decay products are in close vicinity to each other.

To account for the bremsstrahlung from electrons, an additional algorithm combining
multiple ECAL clusters to a SC is applied. To form a SC, multiple ECAL clusters spread in
the ¢ direction can be combined to reconstruct the total energy of the electron and not
lose the energy deposits of the emitted bremsstrahlung photons.

3.3.4. The Particle Flow Algorithm

The PF algorithm is the reconstruction algorithm used by the CMS Collaboration for the
global reconstruction of all particles in an event. The algorithm is built upon combining the
measurements from the different subdetectors and linking them together. A full description
of the algorithm can be found in [63]. To utilise such a holistic reconstruction approach,
fine granularity within all subdetectors is needed. This granularity is given for the inner
tracker, the muon system and the ECAL. The HCAL has a more coarse granularity but is
still sufficiently granular.

Objects, like tracks or calorimeter clusters originating from a subdetector reconstruction,
are all considered as PF elements. A linking algorithm combines multiple PF elements into
PF blocks. For the linking, only elements within a reasonable 1 — ¢ distance are considered
to keep the algorithm’s runtime low. Multiple types of links are possible:

« Track - Cluster The track is extrapolated from its last hit onto the calorimeter
surface and linked to a calorimeter cluster if the extrapolated hit lies within the
cluster surface.

+ Cluster - Cluster This linking can be used to create a link between an ES Cluster
and an ECAL cluster or between an ECAL cluster and an HCAL cluster. A link is
established if the cluster position of the more granular calorimeter is compatible with
the cluster position of the more coarse calorimeter. If they overlap, a link between
an ECAL cluster and an SC is made.

« Track - Track A link between two tracks can be created if one track originates
from a secondary displaced vertex, and the other track is connected to the secondary
vertex and the PV of the event.
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« Track - Muon Track A link between a track from the inner tracker and a track
in the muon system can be established if a single track fit containing both can be
performed.

After the linking, each PF block typically contains multiple PF elements originating
from a single or a few particles. For every single PF block, the same particle reconstruction
steps are performed. If one or multiple PF elements match the requirements for a given
particle, the elements are removed from the PF block. The different types of particles are
expected to leave different signatures in the detector, as illustrated in Figure 3.10. The
different steps of the PF algorithm are designed to exploit these differences:

Key; Muon
Electron

Charged Hadron (e.g. Pion)

— — — - Neutral Hadron (e.g. Neutron)
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Figure 3.10.: A visualization of particle interactions with the different subdetectors. Elec-
trons leave a track in the tracker and energy cluster in the ECAL, while
photons only result in an ECAL cluster. Charged hadrons deposit energy in
the tracker, the ECAL, and the HCAL. Muons deposit only minimal energy
in the ECAL and HCAL but can be identified via their track in the inner
tracker and the muon system. The visualization is taken from [63].

1. Muons: Selection criteria for muons are based on the muon tracks. All energy
deposits in the calorimeters with a distance of less than AR = 0.3 from the muon
trajectory are associated with the muon.

2. Electrons: For electrons, GSF tracks from the inner tracker have to be associated
with a reconstructed SC from the ECAL. In addition, the energy in a linked HCAL

26



3.3. Reconstruction Algorithms

cluster must not be larger than 10% of the ECAL cluster energy since electrons will
deposit most of their energy in the ECAL.

3. Photons: A SC that cannot be linked with a track from the inner tracker, and has an
energy Er > 10 GeV is considered an isolated photon. All remaining ECAL clusters
that are not linked with a track or an HCAL cluster are considered non-isolated
photons.

4. Hadrons: All remaining F elements are used for the reconstruction of Hadrons.
Typical examples include a track linked to an ECAL cluster with lower and an HCAL
cluster with larger energy. HCAL clusters without any additional link are considered
neutral hadrons.

After the identification steps outlined above, all reconstructed signals are assigned to a
reconstructed object, and the event is fully and globally reconstructed.

After the PF reconstruction, high-level objects like jets or event quantities like the
missing transverse momentum can be calculated. Dedicated identification algorithms,
often based on multivariate methods, are used to improve the misidentification versus
reconstruction efficiency. By defining efficiency-purity conditions, called working points
(WP), it is possible to obtain a standard set of identification criteria shared among all
analyses. The algorithms used to identify jets, muons, electrons, and T leptons are outlined
in the following sections.

3.3.5. Jet Reconstruction and Identification

Quarks and gluons originating from a particle collision cannot be observed as free parti-
cles. Both quarks and gluons carry colour charges and are therefore affected by strong
interactions. Due to confinement, single quarks cannot be observed. Instead, quarks
and gluons always form colour-neutral hadrons. Typically, these colour-neutral hadrons
will decay further until only stable particles remain. This process is called hadronization.
Within the detector, the hadronized decay products are collimated in a narrow cone called
a jet. Since the LHC is a hadron collider, the accurate reconstruction of jets is crucial for
reconstructing the entire event. The jet reconstruction is complicated because the hard
process is accompanied by PU collisions, resulting in numerous jets in the whole event.

To reconstruct the kinematic properties of the particle from which the jet originated,
the momenta of all decay products must be combined using clustering algorithms. A
detailed discussion of different jet algorithms can be found in [67]. All jet algorithms aim
to identify all decay products of the same jet. The algorithms have to be collinear-safe and
infrared-safe, meaning the addition of a soft or a collinear particle to the jet should not
alter the jet axis and the number of jets.

At CMS, the anti-k, algorithm described in [68] is used for the jet reconstruction. It is a
sequential clustering algorithm, which means that rather than trying to combine particles
within a given cone, particles are sequentially recombined into a jet:
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1. The distance between all objects d;; and the beam distances d;j are calculated:
AR
R2
2k
dip = pr;- (3.9)

2k 2k
d;; = min (pT,i , pT,j)

(3.8)

For the anti-k, algorithm, the value of k is set to -1. In the beginning, the objects
represent all particles available. The value of R defines the radius in which particles
are considered to be in the same jet. This value is set to 0.4 for most analyses.

2. 'The objects with the smallest distance d;; are combined to form a new object. If the
distance d,j is the smallest of all distances, the algorithm is stopped, and the object is
considered a jet. In the case of the anti-k, algorithm, the hard objects will be clustered
first, and then soft objects will be added subsequently. As a result, the resulting jets
often have a cone structure, which is not the case for the other algorithms, such as
the k, algorithm, where k is set to 1, and therefore soft objects are clustered first.

3. Repeat the procedure with the newly merged particles until all particles are combined
into jets.

Pileup Mitigation It is important to know, if a jet or a particle belongs to the hard
process or if it was produced by PU. The distribution of the number of PU collisions over
the years and the average number of PU collisions is shown in Figure 3.11. To separate
particles from the hard process and PU collisions, several algorithms were developed. In
CMS the PileUp Per Particle Interaction (PUPPI) algorithm [69, 70], and the Charged-
Hadron Subtraction (CHS) algorithm [63] are commonly used to identify particles from
PU collisions and reduce their effect on the jet clustering.

The CHS algorithm relies on the information from the PV finding algorithm described
in Section 3.3.1. All charged particles associated with PU vertices are removed. This
removal is done before the application of the jet clustering. As a result, all charged
particles associated with PU vertices are removed from the jet reconstruction. However,
neutral and charged particles without vertex association are not removed and can appear
in reconstructed jets.

The PUPPI algorithm is based on a more general approach, where each reconstructed
particle is assigned a weight w,,. This weight represents a probability that the particle
belongs to the PV. Similar to the CHS algorithm, the PUPPI algorithm is applied before the
jet clustering using all particles reconstructed by the PF algorithm. For the jet clustering,
the pr of all particles is scaled according to their assigned weight w,.

All charged particles assigned to the PV receive a weight of 1, while all charged particles
assigned to PU vertices receive a weight of 0. A charged particle not assigned to any vertex
is given a weight of one if its distance to the PV is smaller than 0.3 cm in the z-direction;
otherwise, the weight is set to zero. For neutral particles, the weight is calculated using a

discrimination variable « )
P,
a, = Z (E) (3.10)

J#i ij
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Figure 3.11.: Distribution of the average number of PU for pp collisions in 2015 (purple),
2016 (orange), 2017 (light blue), and 2018 (blue). The mean number of PU is
shown in the legend.

where AR;; is the distance between two particles. The particles j consist of all charged
particles from the PV if |ni| > 2.5, meaning that tracking information is available and
consists of all reconstructed particles otherwise. If AR;; is larger than 0.4, the particle
j is not considered. If a neutral particle is close to a charged particle from the PV with
large pr, it will have a large value of «;, while a neutral particle far away from the high-p
particles of the PV will have a small value of «;.

To calculate the weight w,,, the value of a; has to be converted into a probability. Using
all charged particles from PU, the expected PU distribution of apy; is calculated. Now the
compatibility of the individual «; values is calculated using a signed x* value

2 (“i‘@)'k‘i‘@l

Xi = 2
RMS
(o)

where @py, is the median and ey is the standard deviation of the apy; distribution. The
)(12 values are expected to be distributed according to a y* distribution with one degree of
freedom. The weight w; can then be calculated using the cumulative distribution function
(CDF) of this )(2 distribution. As a result, particles with a large )(iz value are assigned large
weights and are likely to belong to the PV. In the region || > 2.5, where no tracking
information is available, ap; and aE{‘f S are calculated using an extrapolation from the
region [n| < 2.5. The extrapolation factors are determined using simulation.

, (3.11)
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Jet Identification The DeepJet algorithm [71-73] is used to identify if a jet originated
from a gluon or a heavier quark like a b, or ¢ quark. Due to the suppression of the V,;, and
V., elements in the CKM matrix, hadrons containing a b quark have a longer lifetime than
other hadrons. The same effect, although less strong, is present for hadrons containing c
quarks. The lifetime of up to 2 ps allows b, and c hadrons to travel a short distance within
the detector before decaying. In comparison to jets induced by gluons or light quarks,
heavy-flavour jets can originate from a secondary vertex (SV), which is displaced from the
PV by a few mm or cm. The distance between the PV and the SV and the existence of a SV
can be used to differentiate between light- and heavy-flavour jets. To reconstruct a SV, a
specialized version of the standard vertex finding algorithm is used.

The initial quark in a heavy-flavour jet has a larger mass, because the decay products
of the quarks have, on average, a larger py compared to the rest of the jet constituents.
Within jets, leptons are mainly produced in b and ¢ quark decays. As a result, a high p;
lepton within the jet indicates a heavy-flavour jet.

The DeepJet algorithm is based on a deep neural network and yields six different
probabilities for each jet:

« Py;: the probability that the jet contains at least two b hadrons

Py: the probability that the jet contains at least one b hadrons decaying hadronically
* Py jep: the probability that the jet contains at least one b hadrons decaying leptonically

« P_: the probability that the jet contains at least one ¢ hadrons

P;: the probability that the jet originated from a light quark
» P,: the probability that the jet originated from a gluon

The input variables are related to the quantities of the reconstructed particles used to
cluster the initial jet, like momentum, track fitting information, and compatibility with the
PV. This information is included for both neutral and charged particles within the jet. In
addition, the number of reconstructed vertices and quantities related to the jet clustering
are added. Finally, information targeting the SV fit and its impact parameters are included.
In total, 650 input variables are used.

3.3.6. Muon Identification

The muon track reconstruction was explained in Section 3.3.1. Additional variables sensi-
tive to muon misidentification are used to refine the identification of muons [56]. These
variables include the number of hits in the inner tracker, the goodness-of-fit of the global
muon track, the matching of the muon track in the inner and the muon system, and
the muon segment compatibility. The muon segment compatibility is a score between
zero and one, representing the compatibility of an extrapolated tracker muon trajectory
with registered hits in the muon system. If the hits in the muon system are close to the
extrapolated track, a high score is given, while a low score represents poor compatibility.
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The main contributions for misidentified muons result from cosmic muons, or jets,
where the shower is not entirely contained within the HCAL; therefore, some particles
can leak into the muon system. The most common muon identification working points are

+ Loose: A loose muon was reconstructed by the PF algorithm. It can be either a
global muon or a tracker muon. The loose working point is designed to have high
efficiency.

« Medium: A medium muon is always also a loose muon. In addition, the muon track
has to traverse at least 80% of all silicon tracker layers. If the muon is global, the
goodness-of-fit of the global track fit has to be )(2 /Nyor < 3, and the track from the
muon system and the silicon tracker have to be consistent (the position match has
to be )(2 < 12). Additionally, the )(2 of a kink finding algorithm must be smaller than
20 to reject muon tracks with a prominent kink. If the muon is only a tracker muon,
it has to have a muon segment compatibility score larger than 0.451, whereas, for
a global muon, the value must be larger than 0.303. The medium working point is
targeted towards prompt muons. An efficiency of over 99% for Z boson decays is
achieved using this working point.

« Tight: A tight muon is again always a loose muon and is also required to be a global
muon. At least one hit in the pixel detector is required to suppress muons that were
not produced instantly. The goodness-of-fit of the track fit must be y*/ Nyor < 10 and
include at least one hit in the muon system. In addition, the muon must originate
from the primary vertex and have a good matching between the track in the silicon
tracker and the muon system. The muon must originate from the PV, so the impact
parameters must be |dXY| < 0.2cm and |dZ| < 0.5cm. The tight working point is
designed to have high purity.

For the muon momentum measurement, refitting of the final muon track is performed,
taking into account that depending on the p; of the muon, different fit settings result in
different p resolutions. The refitting algorithm is described in [62]. For muons below
200 GeV, it is shown that a fit using only silicon tracker information results in the best
momentum measurement. For larger muon momenta, the importance of information from
the muon system increases and is therefore preferred for muons with a momentum above
200 GeV.

The isolation of a muon Ir”e | is defined as the ratio of the sum of the py of all particles
other than the muon in the vicinity of the muon over the py of the muon itself:

LTt emax (0, Sple 2o - 055 41)

rel u >
Pr

(3.12)

with p?v being the py of charged particles associated with the primary vertex of the
event, p;’; the energy of photons, pév " the energy of neutral hadrons, and ng the p of
charged particles not associated to the primary vertex. All particles in a cone of AR = 0.4
around the muon are considered. The factor Af is chosen to be 0.5, which is the estimated
contribution of charged hadrons from PU collisions. Typically, a muon is considered well
isolated, ifl'fel < 0.15.
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3.3.7. Electron Identification

Electron identification is necessary to discriminate between genuine and falsely identified
electrons, which mainly come from converted photons, misidentified jets with a significant
ECAL energy deposition, or non-prompt electrons from b quark or ¢ quark decays. An
identification algorithm based on a boosted decision tree (BDT) is used. The algorithm
is described in [64, 74]. The variables used within the BDT can be grouped into multiple
categories:

« ECAL - Tracker matching variables: These variables are related to the matching
between the track in the silicon tracker and the ECAL cluster. Some variables are
sensitive to geometric differences between the position of reconstructed SC and the
extrapolated electron track, whereas other variables are sensitive to the momentum
determined using the track and the ECAL cluster.

« Track variables: These variables are related to the track parameters and the quality
of both the initial track fit and the GSF refit of the track as described in Section 3.3.1.

« Calorimeter cluster variables: These variables are related to the energy deposition
in the ECAL and HCAL. They are sensitive to the position and the shape of the
electromagnetic shower within the calorimeter. Also, the energy ratio between
energy deposited in the ECAL and the HCAL is considered. A prompt electron will
have a significant portion of its energy deposited in the ECAL, whereas a misidentified
jet will have more energy deposited in the HCAL.

The BDT was trained using electron candidates from Monte Carlo (MC) simulation. Multi-
ple working points are provided; the most common ones are the ones with an efficiency of
80% and 90%.

The isolation of the electron can be considered to suppress the misidentification of
electrons greatly. For electrons, isolation is defined as

.t amax (0, Tph+ 2o - p - A

rel P% ) (3.13)

which is equivalent to the muon isolation in Equation (3.12) apart from the PU mitigation.
The PU contribution is determined as the product of the medium transverse energy density
per unit era p and A4, the area of the isolation region around the electron, depending on
the electron 1. The n dependence considers how large the PU density in each detector
region is. The A.4 values are listed in Table 3.2. The signal cone, in which the electron
isolation is calculated, is set to AR = 0.3.

The measurement of the electron energy can be improved by combining the momentum
determined from the electron track with the energy of the associated SC. The combined
energy is defined as

2 2
ESC/O-E +ptrack/o-p

E
1/0§+1/0'§

(3.14)

comb —
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Table 3.2.: The effective area A g that is used for the isolation calculation of the electron,
depending on the 1 of the electron.

n| | Aet

[0.000, 1.000] | 0.1440
[1.000,1.479] | 0.1562
[1.479,2.000] | 0.1032
[2.000,2.200] | 0.0859
[2.200,2.300] | 0.1116
[2.300,2.400] | 0.1321
[2.400,2.500] | 0.1654

where Eq is the energy deposited in the SC, p;,, is the momentum determined from
the electron track, and ag and crg are the resolution of the SC energy measurement and
the momentum measurement, respectively. The resolution for the whole electron energy
range is improved by using this combined measurement. The momentum measurement
from the tracker has a better resolution for low-energy electrons. In contrast, the energy
measurement from the SC has a superior resolution for high-energy electrons.

3.3.8. Missing Transverse Energy

The missing transverse energy (MET) is an important measure to get an experimental
handle on the energy of neutrinos. A detailed description of the MET reconstruction can
be found in [75]. The neutrinos can not be reconstructed within the detector as they do
not interact with any subdetectors. However, their presence can be seen in the imbalance
of the transverse momentum sum. The MET and the missing transverse momentum are

defined as

N
EP™ == By, (3.15)
i=1
' N
P == pr, (3.16)
i=1

To improve the MET reconstruction, the PU mitigation algorithm PUPPI described in
Section 3.3.5 can be used [69], since the calcuation of the MET is highly dependent on the
particles i that are considered. By using the weights w; derived by the PUPPI algorithm,

the p can be calculated as

N
pro=- Z Wi - Pri (3.17)
i=1
By incorporating the weights from the PUPPI algorithm, the overall MET reconstruction

can be improved, resulting in an improved MET resolution and MET values closer to the
true MET.
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3.3.9. Tau Reconstruction and Identification

As described in Chapter 2, the T lepton has both leptonic and hadronic decay modes. In
addition, at least one neutrino is present in every T lepton decay, making the T lepton
reconstruction a challenging task which requires all parts of the detector. For the lep-
tonic decay modes of the T lepton, only the electron or the muon of the decay can be
reconstructed. For T, decay modes, the Hadron-Plus-Strip reconstruction algorithm (HPS
algorithm) is used [76-78] to reconstruct the visible part of the T}, decay.

HPS Tau Reconstruction All reconstructed jets are taken as input for the HPS algo-
rithm. Since many of the hadronic decay modes include 7 as decay products, which
promptly decay further into two photons, the energy deposits in the ECAL are of special
interest for the T;, reconstruction. In a given An X A¢ region, all the energy deposits in
the ECAL are combined into a strip. Similar to the electron reconstruction, the strips have
a larger spread in the ¢ direction than in the 1 direction. The spread is uneven due to the
bremsstrahlung, which is radiated perpendicular to the track, and the orientation of the
magnetic field. A new strip is generated via the following steps:

1. The electron or photon with the largest p not contained in any strip is used as a
seed for the new strip.

2. The search window is defined as

an =1 (py") + £ () (318)
A =g (p") +g(py™) (319)

with f and g being defined as

fpr) = 0.20p7"% (3.20)
g(pr) = 0.35p7" ™. (3.21)

The functions f and g were determined using simulated T;, decays. If the electron
or photon with the second largest pr is contained within this search window, it is
merged with the seed strip, and the size of the strip is increased accordingly. The
maximum size of the strip is set to

An x Ad = 0.15 x 0.3. (3.22)

3. If a new electron or photon was added, the position of the strip is updated via a pr
weighted average of all strip constituents.

4. The reconstruction of a strip is complete if no additional electron or photon was
found in the search window. The reconstruction of a new strip is started.

34



3.3. Reconstruction Algorithms

After the strips are reconstructed, they are combined into T}, candidates. To determine the
correct T, decay mode, the mass of all visible decay products is used. The HPS algorithm
can differentiate between the T,, decay modes listed in Table 2.2

DM € {0,1,2,10,11}

by using the mass of the hadronic component of the T;, decay and the mass of strips. No
strip is expected for the one prong decay, so only the mass of the hadronic component is
used to determine the decay mode. The additional 7" in the decay is associated with the
strip component of the T;, candidate.

Identification After the reconstruction of T lepton candidates using the HPS algorithm,
an identification algorithm based on a deep neural network is used to discriminate between
true T leptons and electrons, true T leptons and muons, and jets misreconstructed as
T leptons. A detailed description of the DeepTau algorithm used for this task is given in
[79]. Compared to jets from quarks or gluons, T}, jets are more narrow and consist only of
a few decay products. Additionally, T leptons are mainly produced as isolated leptons, so
the region surrounding the T, jet is expected to be empty.
The DeepTau algorithm utilized two types of input features

« High-level features These features were used in previous identification approaches
and are known to have a strong discrimination power. In total, 47 high-level features
are used, including the Lorentz vector and charge of the 1, candidate, the number
and type of particles used during the HPS reconstruction, the isolation of the T,
candidate, the compatibility of the T}, candidate with the PV, variables related to the
energy and spatial distribution of the strips.

+ Low-level features These are features on the level of reconstructed PF candidates.
Two grids in the n — ¢ plane surrounding the T}, candidate are defined: an inner
grid representing the signal cone of the T, jet and an outer grid representing the
isolation cone of the 1y, jet. The two grids are visualized in Figure 3.12. The inner
grid has a size of

nXx o =0.22x0.22 (split into 11x11 cells)
and the outer grid has a size of
N X ¢ =1.05x 1.05 (split into 21x21 cells).

The two grids are filled with the information of all reconstructed PF candidates.
The candidates are placed in the grid depending on their n and ¢ coordinates. The
information used varies depending on the type of PF candidate. The p, the charge,
and information on the associated track and the PV are always used. For hadrons,
information from the HCAL is added; for electrons, ECAL information is added;
and for muons, variables related to ECAL energy deposits and the muon system are
added.
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Figure 3.12.: Visualization of the inner and the outer grid used to identify the T, jets with
the DeepTau algorithm. Taken from [79].

The neural network of the classifier is created by connecting three separate subnetworks,
one processing the high-level features and two processing the information in the inner
and the outer grid, respectively. For processing the grid information, a set of convolutional
layers is used, similar to how image processing is done in the computer vision field. The
high-level feature network consists of multiple fully connected layers. In total, 105703
inputs are used.

The three subnetworks are combined using multiple fully connected layers, connecting
to a final output layer with four nodes. Using a softmax activation function, the values of
the output layer y; can be interpreted as probabilities of the T} candidate belonging to the
different classes Ty, jet, electron or muon. The discriminator is then defined as

Yr

D. =
i(y) "

i € {jet, electron, muon}, (3.23)

where i is the type of particle and y; is the probability of the T, candidate belonging to the
class i. In the following, the discriminators are denoted as vsfet (Dje;), VSEle (Dejectron)s
and vsMu (D). Several working points are defined, ranging from signal efficiency of
40% for the tightest vsjet working point to signal efficiency of 99.5% for the loosest vsEle
working point. The full set of working points is given in Table 3.3.

3.3.10. The CMS Trigger System

As mentioned before, LHC was operated at a collision rate of 40 MHz during Run II. A
complete detector readout stored in a file takes about 2 MB of disk space, so an operation
of the CMS detector without any trigger would result in an output rate of 80 TBs' which
is far more than any modern storage system can handle.

Therefore, a trigger system consisting of two steps is used at the CMS detector to reduce
the output rate to a few kHz. The two steps are the Level-1 trigger (L1), described in
Section 3.3.10.1, and the High Level Trigger (HLT), described in Section 3.3.10.2. The
trigger setup is illustrated in Figure 3.13.
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Table 3.3.: The DeepTau Ty, identification efficiency for the different working points and
discriminators. The working points are defined using a simulated H — 77
sample with T, pr € [30,70] GeV. Only four different working points are

defined for the vsMu discriminator.

Working point ‘ vsfet vsEle

vsMu

VVVLoose
VVLoose
VLoose
Loose
Medium
Tight
VTight
VVTight

98%
95%
90%
80%
70%
60%
50%
40%

99.5%
99%
98%
95%
90%
80%
70%
60%

99.95%
99.9%
99.8%
99.5%

Detectors Digitizer

Switching networks

Readout buffers

X

HHIDy

MS
Front end pipelines

secC
Processor farms

Figure 3.13.: The trigger setup of the CMS experiment, adapted from [80]. It consists of
two levels, the L1 trigger and the HLT.
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3.3.10.1. L1 Trigger

The Level-1 trigger is the first trigger level of the CMS trigger setup. A detailed description
of the L1 trigger system can be found in [48, 55]. The L1 trigger system is designed to
have an output rate of 100 kHz, so, on average, every 400th event passes the L1 trigger.
The time it takes until a decision if a collision should be kept or thrown away, is called the
trigger latency. For the L1 trigger, the latency is 4 ps. To achieve this performance, the L1
trigger system is implemented using Field Programmable Gate Array (FPGA) chips. These
chips are located inside the detector.

Within the L1 trigger system, several different seeds are defined. If at least one seed
is accepted, the event is kept. As a result, the event has passed the trigger and will be
processed by the HLT outside the detector. A seed can target different objects, namely the
object can be a muon, a hadronic jet, a T lepton, an electron or photon, the scalar sum of
transverse energy Hr, or the MET. For those objects, selection criteria can be made on the
1, energy, or py. Different types of seeds are possible:

« Single seeds: These are seeds targeting one single object, examples are a SingleMuon
or a SingleElectron L1 seed.

« Double seeds: Similar to the Single seeds, but requiring two objects of the same
type to be present, examples are a DoubleMuon or a DoubleElectron L1 seed.

« Cross seeds: Similar to the Single seeds, but requiring two objects of the different
types to be present. Examples are a Muon+Tau or a Electron+Tau L1 seed. For some
analysis, a dedicated L1 trigger seed is defined, which consists of even more than
two objects. One example is a vector boson fusion trigger, targeting events with at
least two jets and a large invariant mass.

To stay within the hard limit of a rate of 100 kHz, the selection thresholds have to be set
accordingly. Single and double seeds take up about 75% of the total trigger budget. For
muons and electrons, the thresholds are chosen to deliver an efficient selection of W- and
Z-Boson decays, whereas for T leptons, the thresholds target Higgs boson production. In
total, about 150 of these physics L1 seeds are defined.

In addition to the seeds used for analysis, additional seeds used for calibration and
monitoring are defined. These seeds can be prescaled to fit into the budget, which means
that only every N-th event is accepted and processed further. Prescaled triggers are
typically not used for analysis but are sufficient for the abovementioned tasks. During Run
IT, about 250 prescaled seeds were used, resulting in 400 seeds in the L1 trigger system.

The L1 trigger consists of two subsystems, the muon system trigger and the calorimeter
trigger. On the level of the L1 trigger, no tracking information is available since it is
impossible to perform a sufficiently good track reconstruction during the short latency
of the L1 trigger. The two subsystems are combined into a single global trigger, which is
used to check all possible trigger seeds in parallel.

The L1 muon system utilises signals from all three subdetectors available. Three separate
track-finding algorithms are deployed, one for the barrel region, one for the overlap region
and one for the endcap region. The results of these track-finding algorithms are combined
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and collected by the global trigger decision. For muon L1 seeds, only the muon tracks
found this way are used without any calorimeter information.

The energy deposits from the ECAL and HCAL are read out and combined into calorime-
ter trigger towers (TTs) for the calorimeter trigger. A single TT consists of a 5x5 grid of
ECAL crystals and the HCAL tower directly behind the crystal grid. This results in a TT
size of An X Ad = 0.087 X 0.087 in the barrel region. In the endcap region, the TTs are
larger, resulting in a size of An X A¢ = 0.17 X 0.17.

Only the calorimeter information is used to identify electrons or photons on the L1
trigger level, making it impossible to differentiate between the two. For an e/y seed, the
energy of a single TT has to be larger than 2 GeV. If this is the case, all surrounding TTs
are added to the seed if their energy is larger than 1 GeV. A maximum of 8 TTs are added
this way. To suppress misidentification, the energy from the ECAL crystals must be much
larger than that from the HCAL tower. The seed can be required to be isolated by checking
the energy of the surrounding TTs.

For Ty, a similar strategy is used; however, the total size of the seed is allowed to be
greater since the decay products of the T}, decay can be more spread out. Here, isolation
can be used to suppress background from QCD-induced jets. For regular jets, a sliding
window of 9 X 9 TTs is used, which corresponds to a jet cone of AR = 0.4. The energy of a
jet seed is defined as the sum of the energy of all 81 TTs in the window.

3.3.10.2. High Level Trigger

The HLT is the second trigger level of the CMS trigger setup. A detailed description of the
HLT system can be found in [81, 82]. During the HLT reconstruction, a simplified set of
reconstruction algorithms described in the previous sections is used. It is run in parallel
on a large computing cluster of more than 32000 CPU cores. Its purpose is to further
reduce the rate from 100 kHz to a rate that can be transferred and stored on permanent
storage. The maximum output rate is a few kHz, or about 5 Gbit s™' which is the maximum
bandwidth available for the CMS detector. The maximum processing time per event is
limited to 320 ms.

Similar to the L1 trigger system, different trigger paths are defined, each sensitive to a
different type of event signature. If the selection criteria imposed by at trigger path are
passed, a trigger flag is set. If an event has at least one trigger flag set, it will be accepted
by the HLT and stored on permanent storage.

Compared to the full track reconstruction, the algorithm parameters are modified during
the HLT track reconstruction to ensure a shorter runtime. In contrast to the algorithm
outlined in Section 3.3.1, only triplets of pixel tracker hits are considered as track seeds. In
addition, the tracker is split into multiple n — ¢ regions, where each region is processed
independently. This splitting reduces the combinatorics of the track reconstruction. Also,
only three (four during the 2018 measurement) iterations of track reconstruction are
performed. This way, the runtime of the HLT track reconstruction is reduced by a factor
of ten compared to the offline track reconstruction. To improve the runtime, object
reconstruction at the HLT level is not done using the holistic PF approach but instead
using several, more specialized algorithms.
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For electrons, SC and pixel hits are matched. This input is then used as a seed for an
electron track reconstruction using the GSF algorithm. L1 e/y seeds are then used to seed
the SC reconstruction. In 2016, the lowest unprescaled single electron trigger had a py
threshold of pr > 25GeV. In 2017 and 2018, this threshold was increased to 32 GeV.

Muons are reconstructed in a two-step process, again seeded by the L1 trigger results.
In the L2 step, a local reconstruction only using the muon system is performed. In the final
L3 step, these local muons are combined with hits from the inner tracker. The combination
is done using three subsequent algorithms, where the next algorithm is only used if the
previous fails. Again, a set of isolation and identification criteria can be applied. For
muons the py thresholds are py > 22(24) GeV for 2016 (2017/2018). Single electron and
single muon trigger paths are responsible for about 65% of the total rate.

To reconstruct 1, at the HLT level, the PF algorithm is used. There is no low-energy
single T, trigger path defined; instead, three cross trigger paths target the three main
di-T final states eTy,, pt;, and T, T;,. For the first one, a global PF reconstruction is used,
whereas, for T, T}, only a regional reconstruction is seeded using L1 T}, candidates. During
the 2018 measurements, the HPS algorithm described in Section 3.3.9 was included in the
HLT 7, reconstruction, improving its resolution.

For jets, a reconstruction via calorimeter towers and PF is possible. The usage of the PF
algorithm results in a better resolution for low-energy jets, as the accuracy of the tracker
can improve the energy resolution. At higher energies, die calorimeter information is
sufficient. The same is true for the MET reconstruction.
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4 The H — Tt Analyses Program
during Run II

The analysis selection and the composition of background processes are essential for the
design of data-driven estimation methods, especially of the T-embedding method. While
the SM H — TT measurement was one of the primary motivations for the development of
the method, its application is not limited to just this analysis. It can be applied to a wide
range of T lepton analyses. The method was used in several analyses of the Higgs physics
program with di-T final states, of the CMS Collaboration during Run II.

A short overview of the analyses that made use of the T-embedding method during
Run I is given in the first half of this chapter. In the second half, the selections used for
the different di-t final states, as well as the main background processes contributing to the
SM H — 77T measurement, are described. Since this is one of the most inclusive analyses
within the CMS Collaboration that uses T lepton pairs, it was one of the main inputs used
for the design of the T-embedding method. Due to its high complexity, inclusiveness, and
ambitious goals, the SM H — 7T analysis is a very well-suited proxy for di-T analyses that
the T-embedding method is targeted at.

4.1. Run II Measurements

All the measurements presented here use the full Run I data set. In the following, two Higgs
boson analyses in di-T final states in the SM context and two BSM searches using T leptons
in the final states are outlined. The two SM analyses are the differential measurements
of gluon-induced (ggH) and electroweak (qqH) Higgs boson production in the di-T final
states [9-11], and the analysis of the CP structure of the T lepton Yukawa coupling [83].
The two BSM analyses are searches for additional Higgs bosons and vector leptoquarks in
the di-t final state in a mass range from 60 GeV to 3500 GeV [12-14], and a search for the
decay of a heavy Higgs boson (H) into two lighter Higgs bosons h and hg, of which h is
the observed Higgs boson with a mass of 125 GeV in the Ttbb final state [15, 16]. In the
scope of this thesis, significant contributions were made to all these analyses, apart from
the CP measurement.

SM Higgs boson measurement

The analysis has three measurement targets:

« The inclusive signal strength relative to the SM prediction of Higgs boson production
is measured in the di-T final state.
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Figure 4.1.: The results of the stage-1.2 STXS measurement. The measured signal strengths
are colour coded according to their difference w.r.t. the SM prediction and
given in units of o. The values are taken from [9]. The visualization follows
the visualization of the stage-1.2 STXS binning from [84].

« The signal strength is measured split by production mode. The considered production
modes are gluon fusion (ggH), electroweak (qqH) and associated production with a
vector boson (VH). The definitions of the production modes are chosen to correspond
to the stage-0 definitions in the simplified template cross section (STXS) scheme [35,
84]. Experimentalists and theorists developed this scheme as a common ground for
differential Higgs boson measurements. In the STXS scheme, different phase space
bins are defined depending on the transverse momentum of the Higgs boson and
the number and mass of jets in the event. The bins are chosen such that migration
effects between bins are minimal and that the bins are accessible for experimental
measurements.

« The measurements of the observed SM Higgs boson production signal strengths are
based on a total of 16 different STXS bins. The bins are chosen based on the stage-1.2
STXS definitions.

The measurements of the ggH and qqH signal strengths are performed using a multi-
classification neural network trained to identify Higgs boson decays. Two neural network
setups are used, one for the inclusive and stage-0, and another one for the stage-1.2
measurements. The measurement of VH production is performed using a more traditional
selection-based approach.
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The SM H — 77 analysis aims for a model, that can describe the data within + 5%
uncertainty. The investigated phase space is defined by the HLT paths with the lowest
available py thresholds. The analysis uses two data-driven methods to estimate a significant
fraction of the contributing background processes. The T-embedding method is an estimate
of genuine di-T events, and the F; method is used to estimate the background originating
from jets misidentified as T}, (jet — T},). The Fr method is described in Section 4.2.4.

The inclusive signal strength was measured to be 0.82"), the signal strength for ggH

was measured to be 0.67 15, the signal strength for qqH was measured to be 0.817;7,

and the signal strength for VH was measured to be 1.79"y 4. The results of the stage-1.2
measurements and their differences w.r.t. the SM prediction are shown in Figure 4.1. Apart
from the more significant differences in the ggH 0-jet category, a good agreement with

the SM prediction is observed.

Analysis of the CP structure of the T lepton Yukawa coupling

By parameterizing the Lagrangian of the T lepton Yukawa coupling introduced in Equa-
tion (2.11) as

m — — — .
LY awa = —TTH(KTTT + K, TiysT), (4.1)
the effective mixing angle
K
o177 = arctan (—T) (4.2)
KT

can be defined. This effective angle can be accessed experimentally via the angle ¢.p,
defined as the angle between the decay planes of the two T leptons from the Higgs boson
decay. In the CP-even scenario, an angle of 180° is favoured, while a value of 0° is favoured
in the CP-odd scenario.

This analysis also uses the T-embedding and Fr methods to estimate the major back-
ground processes. A multivariate (MVA) discriminant is used to separate between signal
and background processes. This MVA score is then combined with the reconstructed value
of ¢p to extract the value of o' using a maximum likelihood fit. The observed value of

™= 1+ 19°

excludes the CP-odd scenario at the 30 level. The statistical uncertainty still dominates
the uncertainty of the measurement.

Search for additional Higgs bosons in the di-t final state

The minimal supersymmetric SM (MSSM) is a possible minimal extension of the SM, where
a more complex Higgs sector is proposed [85]. The MSSM predicts three neutral and two
charged Higgs bosons. In this analysis, a model-independent search is performed. In addi-
tion, exclusion contours for several MSSM scenarios are set. For the model-independent
search a mass range from 60 GeV up to 3.5 TeV is investigated. Exclusion limits on the
product of the production cross section and the branching fraction for the decay into
T leptons are set for the production via gluon fusion and b quark-associated production.

43



4. The H — 1t Analyses Program during Run II

o CMS 138 b (13 TeV) o CMS 138 o™ (13 TeV)

—e— Observed —e— Observed

T Expected *
- 68% expected

[ ] 95% expected 3

102 7 -------- Expected 7
b I 68% expected ]
[ ] 95% expected 3

10E

107" 3

95% CL limit on o(gge)B(p—tt) (pb)
95% CL limit on o(bb¢)B(p—>rt) (pb)

Low-mass High-mass Low-mass High-mass

_4 I I —4 I I
10 70 100 200 300 1000 2000 10 70 100 200 300 1000 2000

m, (GeV) m, (GeV)

Figure 4.2.: The results of the model-independent search for additional Higgs bosons in
gluon fusion (left) and b quark-associated production (left). The expected and
observed 95% confidence level (CL) upper exclusion limits on the product of
the production cross section and the branching fraction are shown. In gluon
fusion, two excesses, one at 100 GeV and one at 1.2 TeV, are observed. Taken
from [12].

The analysis uses the T-embedding method and the F; method to estimate the major
background processes. To increase the sensitivity, the search phase space is further split
into a high-mass and a low-mass region. The split is performed at a hypothetical boson
mass of 250 GeV. Each region is further subdivided into multiple categories. In the low-
mass region, 26 categories and the mass of the di-T system as discriminant are used. In
the high-mass region, the total transverse mass [86]

migt = \m3 (B2 BE) + m3 (BT, ) + ma (B, B (43)
is used as discriminant, and the phase space is subdivided into 17 categories. The definition
of the transverse mass my can be found in Equation (4.5). The resulting 95% CL exclusion
limits for gluon fusion and b quark-associated production are shown in Figure 4.2. Two
excesses at the 30 level are observed for gluon fusion, one at 100 GeV and one at 1.2 TeV.
In the b quark-associated production channel, no excess is observed.

Search for the decay of a heavy Higgs boson into two lighter Higgs bosons in the
Tthbb final state

The basis for this search is the next-to-MSSM (NMSSM) [87], a possible extension of the
MSSM. This extension has a total of 7 Higgs bosons; two charged and five neutral. This
search focuses on the case, where a neutral heavy Higgs boson H decays into the SM Higgs
boson denoted as h(125) and another lighter neutral Higgs boson h, with m;, < my —my,.
While the h(125) decays into a pair of T leptons, the h; boson decays into a paisr of b quarks.
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This final state is fully included in the SM H — 77 analysis selection and can be realized
by requiring two b-tagged jets in addition to the di-t system. The flipped final state, where
the SM Higgs boson decays into a pair of b quarks, is not considered in this analysis.
Again, the F; method and the T-embedding method are applied in the search. In contrast
to the previously discussed analyses, this analysis is performed in the ety, T, and T, T}
final states. It is performed using a similar multi-classification approach as chosen for the
SM H — 77 analysis. The main difference is that many different signal hypotheses are
tested by training not one but a group of kinematically similar neural networks. Per final
state, 68 neural networks were trained using different signal hypotheses, where the mass
of the heavy Higgs boson H and the mass of the light Higgs boson hy is varied between

240 < myy < 3000GeV and 60 < my,_< 2800GeV (4.4)

While no excess is observed in the analysis, the results are used to set 95% CL upper
exclusion limits on the product of the branching fraction and cross section of the process.

4.2. The Standard Model H — Tt Analysis

4.2.1. Event Selection

In the SM H — 7T measurement outlined in Section 4.1, the four major di-t final states
eTy, UWTy, Ty T, and ep are considered. The di-e and di-p final states are omitted due to
their small branching fractions, and large irreducible backgrounds from Z bosons decaying
into pairs of electrons or muons. In each final state, the main step is to construct a T pair
based on a pair selection algorithm. Since T — e (T — p) decays cannot be distinguished
from prompt electrons (muons), all reconstructed electrons (muons) are used by the pair
selection algorithm. Before the pair selection algorithm, quality criteria are applied to the
reconstructed objects to determine whether they are good candidates for the given final
state. The quality criteria coincide with the most inclusive HLT path thresholds for the
required leptons; the pr thresholds of the offline event selection are set 1 GeV above the
HLT path thresholds to avoid the turn-on region of the trigger.

Electrons and muons are required to be well-identified, well-isolated, and fully contained
in the fiducial volume of the detector. In addition, it is required that the event was selected
by an HLT path sensitive to the corresponding lepton. The detailed requirements for
electrons and muons in the et} and pty, final states are listed in Table 4.1. In the ep final
state, two HLT paths sensitive to one electron and one muon are used, where the leading
electron (muon) is required to have a py greater than 23 GeV. The subleading electron
(muon) is required to have a py larger than 15 GeV to ensure the full efficiency of the HLT
path.

In the semileptonic final states, the p of a T}, candidate is required to be larger than
30 GeV. In the T, T}, final state, the p of the two Ty, candidates is required to be larger than
40 GeV. All 1}, candidates are required to be well contained in the detector with [n| < 2.1.
Their impact parameter has to be d, < 0.2 cm. In addition, different WPs of the DEEPTAU
algorithm described in Section 3.3.9 are used to suppress contributions from misidentified
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Table 4.1.: Selection requirements for electrons and muons in the et} and pt, final states.

Criteria ‘ Electron Muon
transverse momentum | pr > 33 GeV pr > 25GeV
Isolation | I7, < 0.15 I, < 0.15
pseudorapidity | [n| < 2.5 In| <24
HLT path | SINGLE ELECTRON TRIGGER = SINGLE MUON TRIGGER
Identification | Wp90 IsSMEDIUM
Impact parameter incm | d, < 0.2,d,, < 0.045 d, <0.2,d, <0.045

Table 4.2.: Working points used for the reconstruction of the Ty, candidate in the eT,, puT,,
and 1, Ty, final states.

Final State ‘ vsfet  vsEle vsMu

ety | TiceT TIiGHT VLoosE
ut, | TicaT VVLOOSE TIGHT
T, Ty | TIGHT VVLOOSE VLOOSE

jets and leptons. In the pty, channel, a tighter vsMuon WP is used, while in the eT;, channel,
a tighter vsEle WP is used. The WP settings for all final states are listed in Table 4.2.

The pair selection algorithm to select the two objects of the T pair is split into several
steps:

« In all final states, a list of possible pair candidates is built from all permutations of
the required objects. The requirements are:

- eTy, final state: one electron and one T;, candidate

wt, final state: one muon and one T, candidate

T, Ty, final state: two T, candidates

el final state: one electron and one muon candidate
« The two particles have to be well separated (AR > 0.5) in the detector.

« If more than one possible pair is found, the quality and pr of the candidates are
compared to determine the best-suited pair. The pair candidate is chosen based on
the highest discriminator score of the DEEPTAU vsJet classifier for a T;, candidate,
and the lowest relative isolation Ireel (Iril) for an electron (muon) candidate. The
proceeding particle property is only checked if the previous one is the same for more
than one pair, for example, if the first particle is the same for all pairs. The order in
which particle properties are checked is

1. Quality of the first particle; In the pt, final state, the muon is the first particle,
in the eT, final state, the electron is the first particle, the in e final state, the
electron is the first particle, and in the Ty, T}, final state, the T}, with the highest
pr is used.
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2. pr of the first particle
3. Quality of the second particle
4. pr of the second particle

In addition to the requirements listed above, the pair is required to be of opposite charge.
To ensure that the analysis is orthogonal to other analyses with more leptons in the final
states, a veto of additional electrons (muons) is applied in the et} (1T},) final state.

A selection cut on the transverse mass m < 70 GeV of the electron (muon) is applied
in the et} and pTy, final states, where the transverse mass is defined as

mp = A2prER (1 cos Ag). (4.5)
In Equation (4.5) py corresponds the transverse momentum of the lepton, EX** to the MET
of the lepton and A¢ to the angle between the lepton and the MET. This variable can be
used to reject background from W bosons. For a lepton originating from a W boson decay,
the angle between the lepton and the MET is large since the lepton, and the neutrino from
the W boson decay are produced back to back in the centre-of-mass frame of the decay.
Since the W boson is heavy, the angle between the lepton and the neutrino remains big in
the lab frame. The resulting value of my is large compared to, e.g. Z — 7T events, where
the MET does not have a distinguished direction and is composed of the contribution from
multiple neutrinos.

Jets are reconstructed as described in Section 3.3.5. The jets are required to have a py
larger than 30 GeV and |n| < 4.7. In addition, each jet has to fulfil the jet identification
requirements for the LoOSE working point described in [13]. For b-jets, the p requirement
is 20 GeV and [n| < 2.4. The b-jet has to pass the MEDIUM working point of the Deep7Fet
algorithm described in Section 3.3.5. Both regular and b-jets are vetoed if they overlap
with the two selected T lepton candidates.

While the di-e and di-p final states are not used in the analysis, these final states can
be utilized to measure several correction factors and serve as additional control regions.
A combination of single and cross HLT paths is used in both final states. The selection
requirements are listed in Table 4.3. If more than one possible pair can be constructed, the
pair with the largest mass of the dilepton system is selected. The two electrons (muons)
are required to be well separated (AR > 0.5) and of opposite charge.

4.2.2. Background Processes

The SM H — 1T measurement is dominated by background processes. The contribution
from signal events after event selection is less than 1% in all final states. Therefore,
an accurate description of all background processes in the analysis is required. In the
following, the different contributing background processes are described.

Production of a Z boson A Z boson can decay into a pair of T leptons. The Z — T7T
and the H — 71T decay have identical final state particles, with the primary difference
being the mass of the Higgs and the Z boson. A leading order Feynman diagram for this
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Table 4.3.: Selection Requirements for electrons and muons in the di-e and di-p final

states
Criteria ‘ Electron Muon
transverse momentum | pp > 25 GeV pr > 18GeV
Isolation | I < 0.15 I <0.15
pseudorapidity | [n| < 2.5 n| <24
HLT path | SINGLE & DOUBLE ELECTRON ~ SINGLE & DOUBLE MUON
Identification | WPp90 ISMEDIUM
Impact parameter incm | d, < 0.2,d,, < 0.045 d, <0.2,d, <0.045

process is shown in Figure 4.3 (top left). It is the dominant background process for all di-t
final states with at least one leptonic T lepton decay. Due to the neutrinos produced during
the T lepton decay, no sharp resonance as the Z boson mass is visible in the invariant mass
spectrum of the visible decay products (m,;,). Instead, the resonance is smeared out and
shifted to lower energies; for example, in the pt;, channel, the peak in the m;  distribution
(shown in Figure A.10 for the pty, final state) is located at ~ 65 GeV.

The decay of a Z boson into two T leptons is estimated via the T-embedding method. In
the et} (uT},) channel, the Z boson decay to a pair of electrons (muons) can contribute
if one of the electrons (muons) is misidentified as an T, candidate. This contribution is
denoted as Z — 1l and is estimated using simulation. A small contribution comes from
hadronic Z boson decays, estimated using the Fr method.

QCD Multijet Production Jets produced by strong interactions referred to as QCD
multijet production can also end up in the event selection. In the full hadronic final state,
two jets are misidentified as T, candidates. Electrons can arise in the electromagnetic
component of a jet, while muons can be produced through the decay of mesons, such as
pions or kaons. In addition, semileptonic decays of b or ¢ quarks can result in electrons
or muons produced in a jet. In rare cases, a light quark or gluon-induced jet can be
misidentified as an electron or muon. While leptons created in jets are generally not well
isolated, some contribution is still expected due to the large branching fraction of the
QCD multijet production. The contribution from this process is estimated using the Fy
method. A sideband region estimation is used in the ep channel since the Fr method is not
applicable in the ep final state. The sideband region is defined by inverting the opposite
charge requirement of the analysis selection. This region, denoted as same-sign, is a pure
QCD multijet control region since the jets of QCD multijet production are independent of
each other.

Production of Top Quark Pairs At the LHC, top quark pairs (tt) are mainly produced
via gluon-gluon fusion. Each of the two top quarks will immediately decay into a b
quark and a W boson. With a branching fraction of more than 99%, this is the dominant
decay mode. While b quarks can be observed as b-jets in the detector, the W boson can
further decay to a lepton and the corresponding neutrino. One of the leading Feynman
diagrams for this mechanism is shown in Figure 4.3(top right). Since the W boson can
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Figure 4.3.: A selection of possible leading order Feynman diagrams for the leading back-
ground processes. Shown are Z boson production (I), tt production (II), dibo-
son production (III), and W boson production (IV).

decay leptonically (32.6%) and hadronically (67.4%), and the decay modes of the two W
bosons are independent of each other, tt production is a background in all di-t final states.
If at least one W boson decays hadronically, which happens in 88.6% of the cases, the
contribution is estimated using the Fz method. If both W bosons decay into a T lepton
(1.2%), denoted as tt(TT), the contribution is estimated using the T-embedding method.
The remaining leptonic decay modes are estimated using simulation.

Diboson Production Two vector bosons can be directly produced via quark-antiquark
annihilation. The signature of this process is similar to the tt production, apart from the
missing b-jets. A leading order Feynman diagram is shown in Figure 4.3 (bottom left). The
method used for the estimation depends on the vector boson decay mode: hadronic decays
are estimated using the F; method, the T-embedding method is used to estimate the case,
where both vector bosons decay into a T lepton (VV(7T71)), and the rest is estimated using
simulation.

Production of a W boson associated with Jets Events with a single W boson decay
can end up in the event selection if the W boson decay products coincide with an additional
jet, misidentified as a T}, candidate. This process is denoted as W+jets production and
is most relevant in the et} and pT, final states. The contribution from this process is
estimated using the F; method.

In Figure 4.4, the composition of events, split by the method used for the estimation,
is shown. In all final states, the majority of processes are estimated using data-driven
methods. In the eT;, 1Ty, and ep final state, the T-embedding method is the most important
method, while in the T}, 7, final state, the F; method has the largest contribution.
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Figure 4.4.: Composition of background processes comprised by the methods that are
used to estimate these processes in the four main di-t final states. The signal
contribution is always much smaller than 1% and is also estimated using
simulation.

4.2.3. Simulated background processes

The simulated background processes are generated using several different event generators.
The simulation for Z — t1, Z — 1l and W+jets is performed with leading order (LO)
precision of the strong coupling constant «, using MADGRAPH5_AMC@NLO (version
2.6.5) [88, 89]. For the simulation of the diboson process, the same event generator is
used in next-to-leading order (NLO) precision [90]. The tt production is simulated using
the POWHEG event generator with NLO precision [91-94]. The signal process for ggH
[95, 96] and qqH [97] are also generated using the POWHEG event generator with NLO
precision. The ggH sample is reweighted to match the next-to-NLO (NNLO) precision
using the NNLPOs event generator [98, 99]. The reweighing is performed using the pr of
the Higgs boson and the jet multiplicity of the event.

For all event generators, the NNPDF3.1 [100] set is used for the parton distribution
functions. The hadronization, parton showering and T lepton decays are simulated using
PyTHIA (version 8.2) [101] interfaced with the event generators mentioned above. For the
simulation of the underlying event, the CP5 tune [102] is used.

4.2.4. The Fg Method

The Fy method is an extrapolation method used to estimate the contribution of jets misiden-
tified as Ty, candidates, denoted as jet — T;,. The method is illustrated in Figure 4.5. Within
the CMS collaboration, the method was first used in a search for additional MSSM Higgs
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bosons in the di-T final state [103] and a Z/y" — 71T cross section measurement [104].
Since then, the method has been the preferred method for estimating jet — T, contribu-
tions in di-T analyses. While the general idea is the same, the method must be adapted for
each analysis since it depends on the analysis selection, and the bias corrections need to
be carefully tuned. A detailed description of the method can be found in [105].

veset Analysis Region Determination Regions (DR)

Signal Region (SR) QCD WHjets

SR-like

Extrapolation from AR to SR with

Frp=Y fi-Fp, i € {QCD, W+jets, tf }
i 1

Tight

Medium

Fractions f, in AR

Application Region (AR)

VLoose
VVLoose

Analysis Selection Same-sign Simulation

Selections

Figure 4.5.: [llustration of the F; method used in the semileptonic channels.

As mentioned in Section 4.2.2, jet — T;, events originating from three different processes
are estimated using the Fp method:

1. QCD multijet production in the ety, nty,, and 1,7, final states,

2. tt production with at least one hadronically decaying W boson in the et} and pty,
final states,

3. WH+jets production in the ety and pt, final states.

The basic idea of the method is to determine the contribution of jet — T, events in an
application region (AR) and then extrapolate this contribution to the signal region (SR). The
two regions are defined based on the vsjet T lepton identification algorithm, as described
in Section 3.3.9. While for the SR, the TIGHT working point is required, events in the AR
must pass the VLoosE, but not the TiGHT working point. As a result, the contribution
from jet — T, events is enhanced in the AR. The contribution from jet — T, events to the
signal region Ngg can then be calculated via

Nsg = Nag - Fr, (4.6)
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CMS Simulation 0 jets 2018 (13 TeV) CMS Simulation =2 jets 2018 (13 TeV)
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Figure 4.6.: Relative contributions (fractions) of the different processes to the signal region
in the e}, and pT, final state. On the left, the fractions for the 0 Jet case are
shown. The fractions for the >2 Jet case are shown on the right.

where N,y is the number of events in the AR after the subtraction of an estimate of genuine
T lepton contributions, and Fy is an extrapolation function. The Fy is determined as a
weighted sum

Fp= > fFh, i € {QCD, W+jets, tt }, 7)
i

where the fraction f; represents the probability that an event is of process i, and F’F is the
extrapolation factor for the given process.

The fractions in the AR are estimated using the simulation. Since no simulation is
available for QCD multijet production, this is estimated by subtracting the estimations
from genuine T leptons, W+jets production and tt production from the data in the AR.
Afterwards, the obtained fractions are normalized to 1. In the et} and T, final state, the
fractions are measured as a function of m of the lepton and the number of jets ([0,1,> 2]).
In Figure 4.6, the fractions for no jets and > 2 jets are shown. While the tt contribution is
negligible in the zero jet case, it rises to ~ 20% in the > 2 jet case. In the T, T, final state,
only a QCD multijet contribution is used, calculated as a function of m,;; and the number
of jets.

To calculate the Fj, for the three contributions, determination regions (DR;) that are
orthogonal to the SR and AR are defined. Every DR, is designed to obtain the extrapolation
factor for that particular process. The extrapolation factors are determined by the ratio of
events in the signal-like DR; (passing the TIGHT vsJet working point) and the AR-like DR,
(passing the VLoosE but not the TIGHT vsjet working point) region

. DR.L, ..

Fi, = —SRdike (4.8)
1

DRAR—like
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The extrapolation factors are measured as a function of several variables, depending
on the di-t final state and the targeted process. A common dependency on pr of the Ty,
candidate since the vsjet T lepton identification efficiency has a strong pr dependence. A

second common dependency is on the number of jets Nj, in the event.

1. For QCD multijet production (used in the et;, pt,, and 1,7, final states), the two
selected particles of the pair are required to be of the same charge. The same-sign
region serves as a QCD multijet control region with a purity of > 99% in the 1,1},
and ~ 75% in the e1}, and pTy, final states. A smaller contamination from W+jets
production is observed in the latter two. The extrapolation factors are measured
as a function of the py of the T}, candidate and the number of jets. Since two T,
candidates are present in the T}, T, channel, an event can be used twice, once for each
T, candidate. Three jet multiplicity regions are used [0,1,> 2].

2. For W+jets production (used in the eT;, and pty, final states), the selection cut on my
of the lepton is inverted, and the presence of b-jets is vetoed. With this selection, a
purity of more than 80% can be achieved. Extrapolation factors are measured as a
function of pr of the T}, number of jets, and the angular distance between the T,
and the lepton. Three jet multiplicity regions [0,1,> 2], and two angular distance
regions [AR(l, T, < 3), AR(L, T;, > 3)] are used.

3. For tt production (used in the e, and pty, final states), the Fy is taken from simulation,
with corrections applied. The extrapolation factors are measured as a function of p
of the Ty, and the number of jets. For tt production, only two jet bins [< 1,> 2] are
used due to the lack of events in the 0 jet bin.

A closure correction is applied to account for a dependency on the lepton p (on the
second T, candidate, in the Ty, T}, final state). A second correction is used to remove the
biases introduced by the definition of the DR;.

The closure correction accounts for the dependence of the F; on the py of the other
T pair particle. To not subdivide the DR; into too many regions, which would result in
very few events for the F determination and thus increased statistical uncertainties, this
closure correction is applied after the determination of the Fr. In the et} and pT, final
states, the correction is applied to the Fyocp and the Fryy,jers- The closure correction is
determined as a function of the electron (muon) p. In the T, T, final state, the correction
is applied to the Fyocp. In this case, the correction is determined as a function of the pr of
the second T, candidate.

The bias correction is determined to account for the transfer from the SR to the DR;. For
the Fryy.jets; this correction removes the bias introduced by using a different my region. It
is calculated using simulation. It is determined as a function of m;.

For the Fyocp, the correction addresses the bias introduced by the same-sign require-
ment. Since no suitable QCD multijet simulation is available, the correction is determined
using an additional control region. Within this control region, the lepton is required to be
non-isolated (I:; € [0.15, 0.25]). This control region is still orthogonal to the SR, where
only well-isolated leptons are used. Depending on the lepton isolation, a second bias
correction to the Fyocp is used to address the bias for this control region.
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In the T, T}, final state, where no lepton isolation can be used, the second T, candidate is
used instead to obtain the control region. For the Fg ocp, the bias correction is determined
as a function of m,;, and the lepton isolation (second T, candidate py) in the et} and pty,
(Ty,Ty,) final state(s).

In summary, the Fy functions, including these corrections, are given as functions of the

following variables:

FSCD ( p:;h’ Nier 191 P, mvis) eTy, and uty, final states
F}?CD (p:].[‘h,l’ Njets’ prﬂlr‘h,l’ mViS) ThTh ﬁnal State
F\FN+jets ( p:;h, Nies: AR(LTy), p,lr, mvis) eTy, and pT, final states

Fth (p;h, N.

ets: mvis) eT}, and put, final states
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5 'The t-embedding method

The t-embedding method is used to create a data-driven estimate of all processes with two
genuine T leptons in the final state. The resulting samples can be used as a replacement
for simulated samples. On an event-by-event basis, events with two muons are selected
from a recorded event in data, and the muons are replaced with simulated T lepton decays.
This way, the method mainly relies on measured collision events and only the decays of
the T leptons and their energy deposits in the CMS detector have to be simulated. The
method results in more accurate modelling of several event properties, such as pileup or
additional jets in the event, which requires a significant amount of tuning for regular fully
simulated samples.

The process of the T-embedding method can be split into four steps: the selection of
two muons, the removal of the selected muons resulting in a cleaned event, the simulation
of two T lepton decays, and the combination of the simulation with the cleaned event. The
workflow of the T-embedding method is visualized in Figure 5.1.

1T Simulation

>

pu Cleaning

Simulate T leptons
with the same kinematic
properties as muons

Remove energy
desposits from muons

Merge simulated and
cleaned event to hybrid

Figure 5.1.: A visualization of the T-embedding workflow. The first step is the selection of
two muons. In the second and third steps, the removal of the selected muons
from the event and the simulation of two T lepton decays can, in principle, be
executed at the same time. The final step is the combination of the simulation
with the cleaned event. Adapted from [8].
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5. The t-embedding method

The method was originally introduced by the CMS collaboration during Run I [106-108]
and then completely reworked at the beginning of Run II. The ATLAS collaboration used a
similar method during Run I [109], and a modified version which relies on distribution
reweighing rather than event-by-event processing during Run II [110]. A description of the
implementation used in CMS during Run I is given in [8]. It was developed, maintained
and improved in the scope of this thesis and multiple master theses [111-114]. An in-depth
discussion of the latest version of the method will be given in this chapter. Some of the
analyses that used T-embedded samples were outlined in Section 4.1.

The t-embedding method is used to create six different event samples. An event sample
produced using the t-embedding method will be called a T-embedded sample in the fol-
lowing. The four major t-embedded samples corresponding to the four main di-7 final
states eTy,, UTy,, T, Ty, and ey, are created by enforcing the given final state during the
T lepton decay simulation. In addition, two T-embedded samples used for the calculation
of correction factors are created:

« a sample where the selected muons are replaced with simulated muons referred to
as u-Embedding (1 — ),

« a sample where the selected muons are replaced with simulated electrons referred to
as e-Embedding (1 — e).

The p — p embedded sample has an additional benefit: it can be used to validate any
biases introduced by the method since, in the ideal case, the muons in the p — p embedded
event should have the same properties as the initial event. The selection and the cleaning
step are identical for all six samples. The only difference between the sample processing
occurs during the simulation step.

The version of the T-embedding method that is described in this chapter is based on
the latest reprocessing of the Run II data set of the CMS Collaboration. This data set is
denoted as UL and was introduced to have a consistent version of the Run II data, that
can be used for combinations with subsequent data sets. The UL data set should contain
the best knowledge of all detector inefficiencies or defects. Due to this reprocessing, new
T-embedded samples, new simulated samples, and corrections for both are required. If not
explicitly stated otherwise, all studies presented in this thesis are based on the UL data set.

5.1. Muon Selection

All events containing at least two muons reconstructed in the CMS detector are considered
as input for T-embedding. A list of the used data sets can be found in Table A.1 of the
Appendix and are from now on denoted as DOUBLEMUON data sets. A set of selection
criteria listed in Table 5.1 is applied, to select as many di-p pairs as possible. The selection
is chosen to be as inclusive as possible to minimize the need for additional corrections due
to any selection biases.

The chosen HLT path is the lowest, unprescaled trigger path available. Other than the
muon isolation requirement of the HLT path of Iril < 0.4, no isolation requirement is
set. Selecting only muons of opposite charge ensures that both muons originate from the
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Table 5.1.: A list of the selection criteria applied for producing t-embedded samples for

Run II.
Description ‘ Selection Criteria
pr of leading muon > 17GeV
muon reconstruction quality | 1ISGLOBAL and 1SLOOSE
mass of dimuon pair > 20 GeV
charge of two muons opposite sign
muon multiplicity > 2
HLT path DOUBLE MUON TRIGGER '

same decay chain. The requirement of a globally reconstructed muon track minimises
the selection of particles misreconstructed as muons. The reconstructed py of the leading
muon and mass of the di-p pair is chosen in line with the HLT path requirements.

After the selection, roughly 25% of all events in the DouBLEMUON data set are selected,
with corresponds to a total of 78.8 million events in the 2018 data set. To check the
composition of different processes contributing to the event selection, the same selection
criteria are applied to the simulation. To estimate the contribution from QCD multijet
production, a simple extrapolation of di-p events from a same-sign control region is used.
In Figure 5.2, the composition for the 2018 data set is shown as a function of the di-u mass

The vast majority of the selected events originate from Z bosons decaying into two
muons. Since the muon and 7 lepton couplings in the SM are identical, apart from the
mass of the lepton, the cross section of Z — Tt and Z — pp is identical. Since the mass
of the Z boson is much larger than the mass of a T lepton or muon, the difference between
the cross section of the two decays is minimal.

The same is valid for contributions from leptonic tt production (tt(ptw)) and leptonic
diboson production (VV(up)). In both cases, the two selected muons are produced via
weak interactions from a W or Z boson decay, so the cross section is again identical if a

Table 5.2.: Event composition of the different processes contributing to the selected events
in the 2018 data set. The composition is listed for events with a di-u mass
larger and smaller than 250 GeV.

Process Composition m,,, < 250GeV ~ Composition m,,, > 250 GeV
VvV (up) 0.27 % 6.13 %

W+jets 0.19 % 0.56 %

tt(pup) 0.89 % 26.26 %

QCD multijet  5.67 % 249 %

7 — uu 92.28 % 64.46 %

Z — t(wt(n) 0.70 % 0.10 %

THLT Mul7_TrkIsoVVL Mu8 TrkIsoVVL_DZ v* OR HLT Mul7 TrkIsoVVL Mu8 TrxIsoVVL._-
DZ Mass8 v*
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Figure 5.2.: Event composition after applying the muon selection of the T-embedding
method for the 2018 data set. The contributions from the different physics
processes are estimated using simulation. The vertical line represents 65 GeV.
At low mass, a small discrepancy between the data and simulation is visible,
due to the QCD multijet extrapolation.

T lepton replaces the muon. For all mentioned processes, the interaction is mediated by a
W or Z boson. Therefore, no modification of the normalization of the individual process is
needed, when replacing the muons with T leptons.

With a proportion of 5.6%, the second-largest contribution to the selection comes
from QCD multijet production, where muons can be produced via leptonic decays in the
jet, or light quark- and gluon-induced jets may be misidentified as muons. The largest
contribution from QCD multijet production is located in the lower tail of the di-u mass
spectrum, as shown in Table 5.2. This effect also holds for dimuon pairs originating from
W+jets production. Such events are selected if the W boson decays into a muon and
another jet in the event is misidentified as a muon.

QCD multijet and W+jets production do not have the same cross section when replacing
a muon by a T lepton. The probability of producing a muon in a jet is much higher than
the probability of producing a T lepton. In the jet, leptons can be produced via the decay
of intermediate hadrons, mediated by a virtual W boson. However, the masses of these
hadrons are much smaller than the W and Z boson masses; therefore, the mass difference
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Figure 5.3.: The left plot shows the acceptance rate for events in the pt;, final state using
the analysis selection requirements described in Section 4.2.1. The right Figure
shows the distribution of events from QCD multijet, W+jets and Z — 1T
after the selection. In both figures, the vertical line represents the threshold
of m,, =65 GeV. Below this threshold, the acceptance rate shown on the left
is well below 1% while 85% of the QCD multijet, 64% of the W+jets, and 83%
of the Z — 77 contributions are also below.

between the T lepton and the muon affects the available phase space and the branching
ratio. Since the T lepton is heavier than the muon, the cross section is smaller.

The smallest contribution comes from genuine Z — TT events, where both T leptons
subsequently decay into a muon (Z — T(p)T(w)). These events generally have a smaller
di-p mass since the muons are accompanied by four neutrinos, which carry a significant
amount of the available energy. The contributions from QCD multijet, W+jets,and Z — T
events result in an overestimation of genuine di-p events and, therefore, a potential
overestimation of di-t events.

While the initial selection of di-p events is chosen as loose as possible, only a small
subset of these events end up in a typical target analysis. If a muon isolation Ife , <0.15
is required, the contribution from QCD multijet production to the selection drops to less
than 1%. The acceptance rate of events from an T-embedded sample in the pt, channel
in a typical taget analysis over the di-p mass is shown in Figure 5.3(left). Below a di-p
mass of 65 GeV, less than 1% of the events in the T-embedded sample are accepted. This is
due to the p and isolation selection of the typical target analysis. In addition 85% of QCD
multijet, 64% of W+jets, and 83 % of Z — 7T events have a di-it mass of less than 65 GeV.
The distributions are shown in Figure 5.3(right). As a result, the contributions from these
three have a high probability of not being accepted in a typical target analysis. While a
non-negligible portion of di-pu events selected originates from QCD multijet production,
these events will not end up in a typical target analysis and no additional measures have
to be taken.
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The vast majority of selected events contain exactly two muons. Only 0.92% of all events
contain more than two muons. However, if more than two muons can be found in an
event, a decision, on which muons will be selected, must be made. One approach is to
select the two muons, with m,,,, closest to the Z boson mass. This approach is correct for
events where the muons originate from a Z boson decay. However, for tt and diboson
production, it is not and no clear hypothesis on the di-i mass can be made since the muons
originate from separate W boson or top quark decays. A selection based on this approach
introduces a bias towards mass pairs with a combined mass close to the Z boson mass and
will be called Z boson hypothesis in the following.

An alternative approach to avoiding this bias is to select the muons with the largest
m,,,, in the event. This approach will be called the largest mass hypothesis and was used
in the most recent iteration of the t-embedding. To validate, that using the largest mass
hypothesis is the less biased approach, a comparison using simulation was performed.
By using the generator information, it is possible to check, that the selected muons truly
originate from the W bosons or top quarks. No change was observed for VV(up) since
the number of events with more than two muons is very close to zero. For tt(upt) however,
about 10% of all events contain more than two muons, which means a change in the
selection algorithm will only affect top quark pair decays.

The results of the approaches are shown in Figure 5.4. For the Z boson hypothesis (top
left), a clear bias towards a mass of 90 GeV is visible, whereas the largest mass hypothesis
results in an unbiased distribution (top right). The main difference is the selection of the
subleading muon as shown in Figure 5.4 (bottom row). For the Z boson hypothesis, a
leading muon with large p has to be combined with a low energy muon, to obtain a di-p
pair with a mass close to the Z boson mass. This low-energy muon does not originate
from a leptonic top quark decay but most probably originates from one of the b-jets in the
event and therefore has a smaller pr. For the largest mass approach, the subleading muon
can also have a large pr. The distributions for the p of the leading muon and n for the
leading and subleading muon are shown in the Appendix in Figures A.2 to A.4.

The rate of correctly selected muons from tt(pp) increases from 90.36% to 95.71%.
Together with the removed bias towards the Z boson mass, this leads to a more accurately
modelled region above m,,, >250 GeV. Aslisted in Table 5.2, 26.26% of all selected events in
this region originate from tt(upt). Nearly 90% of these tt(pt) events contain well-isolated
muons. Since this region is of special interest for BSM physics searches and is only very
sparsely populated, accurate modelling of the high m,,, region is important.
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Figure 5.4.: Comparison between the Z boson mass (left row) and largest mass (right row)
hypothesis during the selection step. The generator distribution represents
the information of the true di-p system used for the simulation. In the top

row, m,,,

obtained from the selected dimuon system is shown, while in the

bottom two, the pr of the subleading muon is shown. While a mismodelling
is visible in the left plots, the agreement between the selected system and

the generator is improved in the right
variables can be found in Appendix A.

plots. The distribution for additional
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5. The T-embedding method

5.2. Cleaning of Muon Energy Deposits

After the selection, all energy deposits from the selected muons are removed from the event
record by removing all detector signals associated with the muons. After the modification
of the detector signals, the complete event reconstruction is rerun. This procedure will
be referred to as cleaning in the following, and the reconstructed event with the selected
muons removed is referred to as Cleaned event. A visualization of an event before and
after the cleaning is shown in Figure 5.5.

All hits in the pixel and the strip detectors associated with the muons are removed. The
associated hits are directly connected to the fitted tracks related to the muons during the
particle flow algorithm. The same is done for hits in the DT, the CSC, and the RPC.

Since there is no clear association between calorimeter towers and muons, removing
energy deposits in both the ECAL and the HCAL is only done implicitely. All ECAL
clusters and HCAL towers crossed by the muon can be identified by using the trajectory
of the global muon track. In the ECAL, all cell energies in the EB, EE and ES are set to zero
if they are crossed by a muon trajectory. The same is done for the HB, HE, and HF towers
of the HCAL. More sophisticated approaches such as relative energy removal based on
the estimated energy loss due to the distance travelled in a tower were tested but did not
yield any improved description. Removing all energy in the calorimeter cell ensures that
no other particles can be reconstructed in the same place after the cleaning, which would
affect the isolation of the embedded T leptons. The chosen approach does not account for
energy contributions from other particles in the affected calorimeter cells, and also does
not take into account energy deposits from the muons themselves in the surrounding cells.
However, since the calorimeters are sufficiently granular, the effect on the isolation of the
embedded T leptons is small. Nevertheless, as shown in Section 5.6, a shift in the isolation
is visible in the © — p embedded validation.

Per muon an average energy of 0.65 GeV (8.25 GeV) is removed from the ECAL (HCAL).
In addition, this procedure removes up to 30 hits per muon from the silicon tracker. The
distribution of the number of removed hits and the energy of the removed ECAL clusters
and HCAL towers is shown in Figure A.1 in the Appendix.

HCAL Tower
E. 230
n 0.308
¢ 1.006

Muon Track ECAL Cluster

p, 44.47 E. 037
n 0.336 n 0.308
¢ 1.011 ¢ 1.006

Figure 5.5.: A visualization of an event before and after the cleaning. The selected muon
is removed from the event by removing all energy deposits associated with
the muon and then rerunning the full event reconstruction.
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5.3. Simulation of T Lepton Decays

In this step, the decay of the two T leptons is performed. A sketch of the workflow is
shown in Figure 5.6 and will be explained in the following.

The kinematic properties of the selected muons are used to set up the simulation. The
muons are assumed to originate from a two-body decay and to be perfectly reconstructed.
For technical reasons, the simulated T lepton decays have to originate from a common
mother particle. For this, a Z boson with a Lorentz vector equal to the Lorentz vector of
the dimuon system is chosen. As a result, the decay

7 — T, Ty (5.1)

is defined, where the Lorentz vectors of T, and T, are calculated based on the Lorentz
vectors of the selected muons. To obtain the Lorentz vectors of T; and Ty, a boost into the
dimuon rest frame is performed. Then, a correction due to the mass difference between

m,, and m, is applied to the momentum components of the T lepton Lorentz vector:

0.5-m 2 _m?
co .= ( ) ° (5.2)

mass - 12
b,

where 0.5-m,, is the energy of each muon in the dimuon rest frame, m_ is the mass of

i
the T lepton, and | 15u| is the magnitude of the momentum of the muon in the dimuon rest
frame. The energy of each T lepton is identical to the energy of the corresponding muon;
only the momentum is slightly adapted to account for the mass difference. Since both the
T lepton and the muon mass are much smaller than the particle momenta, the value of
Crmass 18 close to one, which corresponds to a momentum correction of O(100 MeV). This
correction is negligible compared to the energy carried by the v, in the T lepton decay,
which is of O(10 GeV) but applied for completeness.

After the Lorentz vectors for the T leptons are computed, the simulation of the decays
is performed using PYTHIA 8.2 [101]. The simulation is performed inclusively without
restrictions. Spin correlations and helicity effects, as well as all possible T lepton decay
modes with branching fractions 8 > 0.04 are included in the T lepton decay model used
in PYTHIA 8.2. The most common decay modes are listed in Table 2.2.

In principle, a single simulation trial would be sufficient. To increase the number of di-t
decays ending up in a typical target analysis, two aspects have to be addressed:

1. The simulation is performed inclusively for all possible decay modes. Using only
one simulation trial implies, that only a small fraction of decays end up e.g. in the
ep final state, whereas most decays would end up in the 7,7}, final state.

2. During every T lepton decay, at least one neutrino is produced, which leaves the
detector undetected and can only be identified as MET. As a result, only a small
fraction of the initial T lepton energy may be visible in the detector. Since the
selection of events for analyses mainly relies on the visible energy in the detector,
events with large neutrino momenta have a high probability of being rejected by a
typical analysis selection.
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Figure 5.6.: A sketch of the simulation step of the T-embedding. For 1000 simulation trials,
a set of generator cuts is applied while counting the number of passing trials.
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Applying a filter called generator cuts on the simulation outcome makes it possible
to mitigate the first disadvantage. The filtering allows splitting the data into multiple
T-embedded samples, depending on the desired final state. For example, to enforce the
ut, final state, one T lepton has to decay into a muon, whereas the other T lepton must
decay into hadrons. Since the neutrinos produced during the T lepton decays result in a
shuffle of the T lepton kinematics, every selected event can be reused multiple times, once
per final state. The number of simulation trials can be increased to ensure that every final
state is simulated at least once.

Using multiple simulation trials also helps to tackle the second aspect mentioned above.
When enforcing the final state via generator cuts, it is possible to accept only those trials,
where the visible decay products obtain a large portion of the initial T lepton energy. These
cuts increase the chance of simulating a constellation with a large amount of visible energy
in the detector. In Figure 5.7 the visible p of 10 million simulation trials while enforcing
the uTy, final state is shown. For the leptonic decay, the two neutrinos carry a significant
fraction of the initial T lepton energy, whereas, for the hadronic decay, the average visible
pr is larger since only one neutrino is produced.

To summarise, the entire data set of selected events is reused six times, once for each of
the four di-7 final states, as well as for the 1 — e and 1 — p embedded samples used for
calibration. For every type of T-embedded sample, a specific set of generator cuts is applied.
The generator cuts on the p; and 1 of the visible T lepton decay products are listed in
Table 5.3. They align with the lowest available HLT path thresholds in each corresponding
final state.

The main benefit of using multiple simulation trials is that the acceptance rate of T
embedded events is significantly increased in the phase space of a typical target analysis.
It results in a large oversampling compared to the number of data events selected in the
same phase space between 3 and 40, depending on the di-T final state.
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Figure 5.7.: Distribution of the visible py of the T lepton decay products using 10 million
simulation trials where the puty, final state was enforced. The py of both
T leptons is set to pr; = 40 GeV.

Setting the number of simulation trials to 1000 is sufficient to obtain a high acceptance
rate for each desired final state while sustaining an acceptable processing time. The last
simulation trial, which fulfils all generator cuts, is used and propagated to the detector
simulation and reconstruction.

Since the repetition of the simulation combined with the generator cuts introduces a

bias towards events with low neutrino energies, an additional generator weight wg,, is

calculated to reweight each event that passes the generator selection successfully. The

weight is calculated as:

N, N,

Wgen _ passed _ passed, (5.3)
Ntrials 1000
where Nj,;eq is the number of simulation trials that passed the generator cuts, and Ny,

is the number of simulation trials. Since the T lepton simulation is performed inclusively,
branching fractions for the different final states are automatically included in the generator
weight and correspond to the maximum value that w,, can reach, if an infinite amount of
trials was performed. The distribution of w,, is visualized in Figure 5.8. Here, in some
rare cases, the value of Ween Can be above to branching fraction, since only 1000 simulation
trials are performed.

At first glance, using the same original di-p events in more than one final state might
introduce a statistical dependence of T-embedded samples from different final states.
However, a simulation trial in the pt, and the et final state coming from the same
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Table 5.3.: Table of the selection criteria applied on the pr and 5 of the visible decay
products for the di-t final states and the p — e and 1 — p embedded samples.
Index 1 corresponds to the first particle in the final state name, and index 2 to
the second particle. For 1,1, 1 — e, and p — p embedded samples, index
1 corresponds to the lepton with the larger, index 2 to the lepton with the
smaller py.

Final State  pr; [GeV] pry [GeV] [ny| [y

ey >0 > 19 <25 <25
Uty > 18 > 18 <22 <24
eTy > 18 > 18 <22 <24
T Th > 20 > 20 <24 <24
u—e > 22 > 10 <25 <25
nw—u > 17 > 8 <25 <25

selected event will result in other kinematic properties of the T leptons. In Figure 5.9 (top
row), the comparison of the py of the T, in the et} and pt, final states, as well as the py of
the leading jet, are shown. Only events that are included in both T-embedded samples are
included. The jets, that are untouched by the method, result in two compatible distributions
for the ety and the pty, sample. On the histogram level, the shifts in the T;, momentum
due to the kinematic shuffling are also small. However, when comparing the 1, pt on
an event-by-event basis, as shown in Figure 5.9 (bottom right), the kinematic shuffling is
visible. On average, a difference of 9.39 GeV and a correlation of 32% is observed. Although
the final distributions are similar, individual events can have a completely different value
for the py of the ;. In applications where not only a single variable but the whole event’s
content is of interest, e.g. neural network training, these event-by-event differences are
relevant.

In the case of the ety and pty, final state, the overlap of events common in both samples
after applying an analysis selected is 38% of all uty, events (52% of all et;, events), as
shown in Figure 5.9 (bottom left). While this common part of events has similar kinematic
properties, the additional events in each sample will reshape the distributions to be different
from each other. The individual events in different final states are distinct enough on an
event-by-event and whole-sample basis that the different T-embedded samples can be
considered statistically independent.

After a successful trial was selected, the simulated di-t decay is propagated through
the regular CMS detector simulation, the simulation of the HLT response, and the event
reconstruction. The processing is done the same way for simulated samples, with some
necessary modifications applied to the reconstruction sequence.

The reconstruction of the di-T decay is performed in an otherwise empty detector. As a
result, some additional effects have to be taken into account. One example is the reconstruc-
tion of the PV. As shown in Figure 3.9, few tracks will result in a poor PV determination.
Since the di-t decay products only result in a handful of tracks, the reconstructed PV is
not very accurate. Instead of rerunning the PV reconstruction algorithm on the simulated
T lepton decay, the PV is set to the location determined from the input event during the
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Figure 5.8.: The distribution of the generator weights wy,,, for the T-embedded samples
in the four primary di-t final states. Since the branching fraction of each di-t
final state is directly included in wg.,,, the maximal possible value corresponds
to the branching fraction. In rare cases, higher w,., values can be obtained,
since only 1000 trial simulations are performed.

ge

selection step. The same replacement is done for the simulation of the HLT response,
where a less complex version of the PV reconstruction is used.

In the simulation, the interaction point is set to the origin of the detector coordinate
system. However, in data, the position the interaction point is measured and can change
depending on the conditions of the LHC beam. To make the combination of the simulation
with the cleaned event easier, the interaction point of the simulation is set to the same
location as determined during the selection step.

Another implication of the chosen simulation setup is that only HLT paths sensitive to
the two T lepton decays will lead to meaningful results. More complicated HLT paths, such
as a di-t pair together with additional MET in the event, cannot be simulated correctly
since the rest of the event content is not accessible during the HLT simulation. Apart
from that, the HLT response for HLT paths only sensitive to the T lepton decays may still
look different from the HLT response in data. Typically, the efficiency of HLT paths in
T-embedded samples is higher than in data since the reconstruction and identification of
particles are less challenging in an otherwise empty detector. It is necessary to derive a set
of T-embedding specific corrections to account for these differences. These corrections are
described in Chapter 6. A second observed effect is that the HLT efficiency is much lower
when the reconstruction of T}, on the HLT level is performed. While some attempts to
mitigate this effect have been made [114], the efficiency drop is still visible. As a solution,
not the full HLT path is used, but only an intermediate result of the HLT filter sequence.
The bias introduced by this intermediate filter usage is mitigated, by using t-embedding
specific HLT corrections.
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Figure 5.9.: For all comparisons, only events common between the et and ut, T-
embedded samples are shown. The grey band represents the statistical un-
certainty of the et;, sample, however, since only common events are shown,
this is only added as a representation of the expted statistical uncertainty. In
the top row, the p; of the T}, and the p; of the leading jet are shown. In the
bottom left, the event overlap between the two final states is shown, and on
the bottom right, the correlation between the pt of the electron and the muon
in the et} and pTy, final states is shown.
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5.4. Merging of Simulation and Data

After the simulation of the di-T decay and the cleaning, the results of both steps have to
be merged. After the combination, the CMS reconstruction is applied to end up with a
single hybrid event. The chosen approach is visualized in Figure 5.10 and explained in the
following.

To obtain a well-modelled simulation of physics processes, it is necessary to simulate
the interaction of particles with the matter in the detector, including the active detector
material, support structures and electronics. In the simulation tool GEANT4 [115-117], a
model of the CMS detector and its components is implemented. In the model, each detector
module is assigned a position in a 3D space, along with a rotation angle. The detector
geometry is a set of parameters that describe the locations, rotations and orientations of all
detector components relative to each other, as well as their global position. This information
is most important for the inner tracker to reconstruct tracks from the measurements.

Ideally, the merging would take place on the level of measured energy deposits, ensuring
that the reconstruction can be applied the same way it is done for the data. This strategy
would imply, that the energy deposits obtained from the simulation of the T lepton decays
are added to the measured deposits of the cleaned event. Such a merging strategy is only
meaningful if the position of all detector components is the same for the simulation and
the data. Otherwise, a simulated track would be reconstructed in the wrong location or
not even reconstructed at all. An illustration is given in Figure 5.11 where a slight shift in
the tracker cell positions results in a failed track fit.

For the detector used during data-taking, the exact position of each detector module
must be known. This knowledge is of particular interest for the silicon tracker since it
is impossible to mount all tracker modules with the precision of 10 pm; however, this
precision is needed to successfully reconstruct all tracks and resolve all vertices in an
event. The actual position, orientation and potential twists with all tracker modules are
determined using measurements. This process called tracker alignment is explained in
Section 3.3.2.

However, due to technical limitations, the geometry used during the simulation is an
idealized model of the detector. The information from the tracker alignment cannot be
included, but instead, the idealized model is only slightly adapted to match the real detector
geometry. It is not accurate enough for a merging of the T lepton decay simulation and
the cleaned event at the level of measured energy deposits.

A comparison between the tracker geometry used during the simulation and the mea-
sured detector geometry is shown in Figure 5.12. The shifts are in O(10 ¢cm), which is
several orders of magnitude larger than the resolution needed for successful track recon-
struction. It is visible that shifts include a sizeable global component of the complete
detector as well as twists of the individual modules with respect to each other. While
a correction of the global shift could be applied, correcting for the modules’ twist is
non-trivial.

Instead, the merging is performed on a level where the relative positions of different
detector components only have a limited impact on the reconstruction outcome. The
merging must occur before the application of PF, but otherwise, as late as possible. There-
fore, the merging is performed on the level of PF inputs. A set of additional steps are
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Figure 5.10.: A visualization of the merging strategy chosen for the T-embedding. The im-
pact of the different geometries can be minimized by merging the simulated
di-t decay with the cleaned event after the reconstruction of subdetector

objects.
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Figure 5.11.: An illustration of an issue during track reconstruction when using different
geometries for simulation and data. In this example, a track results in energy
deposits in the tracker cells 113, 114, 140, 190, and 191. In detector geometry
2, the position of the tracker cells is shifted relative to each other. As a result,
the track from detector geometry 1 cannot be reconstructed in detector
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Figure 5.12.: Shown are the differences between the detector geometry used for the
simulation and the detector geometry used during the 2018 data-taking.
The arrows indicate the distance between the module position in data and
simulation. The left plot shows the shifting for a set of inner pixel modules
located in the negative z direction in the barrel. The right plot shows the
shifts for a set of inner barrel modules in the negative z direction. In both
cases, the shifts are in O (10 cm) which is several magnitudes larger than the
resolution required for successful track reconstruction. Additionally, shifts
in the relative module positions can be seen since the arrows are twisted
relative to each other.

injected into the reconstruction sequence, combining intermediate results of the simulated
T lepton decays and the cleaned event. These extra steps are the most delicate part of the
T-embedding procedure, as reconstruction objects that are not merged are not considered
during the PF algorithm and therefore lost.

Some high-level objects still rely on the geometric compatibility of objects from different
subdetectors, such as the Electron ID described in Section 3.3.7. Variables related to the
geometrical compatibility of the electron track and the ECAL SC are not well modelled in
T-embedded samples. However, their impact can be mitigated by using dedicated lepton
correction factors, as described in Section 6.2.
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5.5. Production of T-embedded samples

The production of T-embedded samples is a computationally expensive task. The workflow
that has to be applied slightly differs from the workflow described in the previous sections
due to technical constraints in CMSSW [118], the software framework used for data
processing in the CMS collaboration. Instead of performing the simulation and the cleaning
steps in parallel, they have to be executed sequentially, and some additional steps are
required. The actual workflow is shown in Figure 5.13. Both steps are performed using an
HTConNDoR batch system, where the entire processing task is split into multiple jobs, and
each job is responsible for processing a fraction of events. The workflow was applied to
the whole Run II UL data set collected by CMS. In the following, only the workflow for
the 2018 data set will be discussed.
The workflow is divided into two steps:

1. Preselection: This step is used to perform a preselection of events suitable for the
T-embedding. Essentially, the selection step described in Section 5.1 is performed,
and afterwards, a filter is applied to remove events that do not pass the selection.
The preselection is performed once per input data set.

2. Production of T-embedded events: This step contains the steps described in the
previous sections. As input, the preselection data set is used. This step is performed
once per input data set and final state, i.e. a total of six times.

For the preselection, every single job is configured to process 3000 events. The filter
during the preselection has an average reduction rate of 75%. Therefore each job results in
an output file containing about 750 events. For the 2018 data-taking, the initial DoUBLE-
Muon data set contained 315.8 x 10° events, the preselection data set contained 78.8 x 10°
events. The advantage to running this step before the T-embedding production is that the
amount of data that has to be processed is reduced.

In the CMS collaboration, data and simulation samples are centrally provided and avail-
able in multiple data tiers. A list of the most important data tiers is shown in Table 5.4.
Most analyses are performed starting from MiNIAoD or NANOAOD data tier since the infor-
mation available at this data tier is sufficient. However, since the full detector information

DoubleMuon Dataset Preselected Sample

RAW data tier i RAW data tier
3000 events per job PreseIeCtlon ~ 750 events per job

L 1
1 t-embedded Sample
T-embedding MiniAOD data tier
production ~ 500 events per job

Figure 5.13.: Visualization of the workflow applied for the production of t-embedded
samples. At first, the preselection is performed to reduce the amount of data
that has to be processed. Then the t-embedding production is performed
once per desired final state.

72



5.5. Production of tT-embedded samples

Table 5.4.: The most important data tiers used by the CMS Collaboration.

Data Tier ‘ Average event size [kB] Description

Raw ~1500 raw data, full detector readout

Reco ~3000 reconstructed event

RawREco ~4500 combination of Raw and Reco

Aop ~500 reduced detector information
Min1AoD [119] | ~35 to 60 further reduced detector information
NANOAoOD [120] | ~1 to 2 further reduced detector information

is needed for the cleaning step, the data sets used for the T-embedding method have to be
available in the Raw data tier. The 2018 preselection data has a size of 122.9 TB, with an
average size of 1.5 MB/event. The input and the output of the preselection step are stored
in the Raw data tier.

The separate processing tasks of the T-embedding production are visualized in Fig-
ure 5.14. A total of six tasks are performed in sequence in each job. The intermediate
output files are only stored in the job, to be picked up by the next task. Saving all interme-
diate output files would require too much disk space; instead, only the output file of the
last task is stored in the MINIAOD data tier.

1. Selection: This task is identical to the one performed during the preselection step.
The RAW event is reconstructed, and two muons are selected. Strictly speaking,
this would not be necessary; however, the output of the preselection step no longer
contains any reconstruction information. The information could be kept by using
the RAWRECO data tier as the output data tier of the preselection step. However, this
would take up to three times more disk space for the preselection data set and would
also increase the amount of data that each T-embedding production job has to read.
The input is a Raw event, the output is a RAWREcCo event, and the average runtime
is 16.74 s/event.

2. Cleaning & LHE: During this task, the cleaning of the di-u signature as described
in Section 5.2 is performed. After the cleaning, the full event reconstruction is
performed resulting in the cleaned event. In addition to the cleaning, the simulation
of the two T leptons has to be prepared. Due to technical limitations, the information
needed for the decay simulation must be set up before the decay simulation itself.
Therefore the setup of the T lepton decays described in Section 5.3 is performed, and
the required information is stored in a Les Houcnis EvenT (LHE) file [121], which
is a common interface for particle simulation tools such as PyTHIA. The input is
taken from the Selection task, and the output is a custom RaAwREco event with the
additional LHE information. The average runtime is 14.28 s/event.

3. Simulation: The simulation described in Section 5.3 is performed. The output is
a custom data tier containing the Lorentz vectors of all simulated T lepton decay
products. After the simulation trials, a filter is applied to only continue the processing
of events, where at least one decay has passed the acceptance cuts. The efficiencies for
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Figure 5.14.: Visualization of the tasks in the preselection and the T-embedding production
jobs.
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the different final steps can be found in Table 5.5. Since the processing is performed
in sequence, the information of the cleaned event is also contained in the output file.
The average runtime is 9.37 s/event.

4. HLT Simulation: The response of the HLT is simulated during this task. This
simulation must be performed with the identical software setup used during the
data-taking. Therefore, a switch of the CMSSW version is needed. The usage of
the same version ensures that the identical configuration and implementation of
all reconstruction algorithms used during the data-taking are also used for the
HLT response simulation. The output is again a custom data tier containing all
information of the previous step, plus the simulated HLT response. The average
runtime is 0.67 s/event.

5. Simulation Reconstruction: During this task, the reconstruction of the simulated
T lepton decays is performed. Since the detector is empty besides the decay products,
the reconstruction is very fast. The output of this task contains the information
of both the cleaned event and the simulated T lepton decays after performing the
reconstruction. The average runtime is 0.53 s/event.

6. Merging: The purpose of the last task is to combine the cleaned event with the
simulated T lepton decays. As described in Section 5.4, the merging is performed
based on intermediate reconstruction results, which is why it is necessary to keep
this information till the last task. After the merging, the PAT step is performed,
which is used to calculate additional event information such as particle identification
variables. The output of the final step is a MINIAOD event. The average runtime is
1.23 s/event.

The distribution of the runtime per event of the different tasks is shown in Figure 5.15.
The numbers also include the initial overhead of the task startup. The Selection and
Cleaning & LHE tasks make up roughly 75% of the total runtime per event. This has
several reasons: During both the Selection and Cleaning & LHE tasks, the full event
reconstruction starting from the RAW data tier is performed. Full event reconstruction
is by far the most computationally intensive task. In addition, the Selection task has a
longer runtime than the Cleaning & LHE task since the input data for the first task has to
be streamed from the grid, resulting in a higher I/O load. After the first task, the input
information is available on the local disk within the job. Full event reconstruction is also
performed during the Simulation Reconstruction task; however, in this case, the event
contains only the products of the T lepton decays, which is far less complex than the
reconstruction of a full data event. The combined average runtime of the T-embedding
method is about 40 s per event, depending on the final state and the number of simulation
trials.

In total, the T-embedding production was split into 105 281 jobs per final state. The total
runtime of the production was 3 547 298 h. A more detailed overview split by final state
can be found in Table 5.5. On average, the production runtime was very similar across
the different final states as shown in Figure 5.16. Apart from the Ty, T}, final state, which
was produced using the LxPLUs batch system provided by CERN, the other five final states
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Figure 5.15.: Average runtime of the individual tasks of the T-embedding production. The
box represents the 50% quantile of the runtime; the whiskers represent the
95% quantile. The median value is represented by the vertical line; outliers
are not shown.

were produced using the batch system of the ETP. In the ETP batch system, local resources
and dynamically integrated opportunistic resources, such as the bwForCluster NEMO [122]
were used.

The jobs themselves showed an excellent performance in terms of CPU utilization; the
average utilization was 97% in single-threaded mode with an average runtime of 5.6 h. The
memory usage of the jobs was defined beforehand and set to 3500 MB per job. The size
of the output files and the runtime both depend on the efficiency of the generator filter,
which is applied during the simulation step. All final states have an efficiency of more than
50%. In the Ty, T}, final state, the filter efficiency is the lowest, which is why the input files
are the smallest, and the runtime is the lowest. For p — p embedded samples, no filter
is applied, which is why the input files are the largest and the runtime is the highest. In
addition, only a single simulation trial is performed for the 1 — pand p — e embedded
samples, further reducing the runtime of the simulation step. A comparison of the average
job runtime and the output file size is visualized in Figure 5.16.
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Figure 5.16.: The job runtime and the output file size for the T-embedding production. On
the top plot, the distribution of the output file sizes is shown, which directly
corresponds to the number of events produced by the job. In the bottom
plot, the job’s runtime distribution is shown. The box corresponds to the 50%
quantile of the respective distribution, whereas the whiskers correspond to
the 95% quantile. The median value is given by the vertical in the middle of
the box; outliers are not shown.
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Table 5.5.: Summary of the runtime of the T-embedding production jobs for the 2018 data
set, split by final state.

Final State ‘ Runtime [h] Number of Events Data set Size [GB] Filter Efficiency

Wty 637193 48419520 1593 61.4%
eTy 624 542 48 421 858 1633 61.4%
ThTh 443 946 42968 873 1385 54.5%
ey 636 199 55484 486 1897 70.4%
u—e 605097 59253609 2133 75.2%
L— u 600320 78801 838 2659 100.0%
Total ‘ 3547 298 333350184 11300 -

5.6. Validation using 1 — p embedded events

The t-embedding method can be validated by comparing the 1 — p embedded sample
with the initial DouBLEMUON data set. Any differences point to potential biases of the
method. For this comparison, only events present in the DouBLEMUON sample and the
u — pw embedded sample were used. In all comparison plots, the same events are used;
therefore, no differences between the samples due to statistical uncertainty are expected.
Instead, all differences are related to the T-embedding method. The uncertainty band
represents the statistical uncertainty of the p — p embedded sample and is only shown
as a reference. Since the 1 — p embedded sample used for the validation contains much
more events than expected in typical target analysis, an agreement within the shown
statistical uncertainties is considered acceptable. For the comparison, both muons must be
global and have a py larger than 20 GeV. About 47 million events are considered for this
comparison.

The direction of the muons is very well preserved by the method, as evident from the
comparison of 1 and ¢ of the leading muon shown in Figure 5.17. The differences between
the DouBLEMUON and the © — p embedded sample are on the sub-percent level.

A difference can be seen in Irtl of the muons, as shown in Figure 5.18 (left). A trend
towards less isolated muons in the T-embedded sample is observed. This difference points
to incomplete cleaning of the muon energy from the calorimeters. Any energy deposits
not completely removed from the detector will result in a less isolated muon. In Figure 5.18
(right), the shift in the amount of energy that can be found in the isolation cone of AR =
0.3 around muon before and after the 1 — p embedding is shown. For most events, no
or a small change in energy is observed. On average, 126.6 MeV of additional energy can
be found after performing the T-embedding method. This energy roughly corresponds
to the mass of a single muon. This finding is in line with the observation that the shift
in Irtl is rather small. In a typical target analysis, a requirement of Irtl < 0.15 is imposed.
The observed median isolation shift is 0.0005. In most cases, the isolation shifts from no
surrounding energy deposits to a small number of energy deposits. Such a small shift does
not impact the overall quality of the muon.

In the distribution of the di-p mass in Figure 5.19 (left), a broader Z boson resonance
is observed for the 1 — p embedded sample. The resolution of the Z boson resonance
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Figure 5.17.: The distribution of n and ¢ for the leading muon. Small differences are
observed below the % level between the input sample and the p — p
embedded sample. The statistical uncertainty on the 1 — p embedded
sample is only shown as a reference, as only events common to both samples
are shown.

is washed out since the CMS reconstruction sequence is applied twice for those muons,
once during the selection step and then a second time during the simulation step. Each
reconstruction results in a smearing of the muon energy measurement due to the finite
resolution of the detector. As a result, the resonance width is increased, resulting in the
distinctive double-peak structure in the ratio of the two samples. While this effect is visible
in the p — 1 embedded validation, in the T lepton decay simulation, the resolution of
the Z boson resonance is much worse and shifted to lower energy due to the neutrinos
produced in the decays. The difference in the distribution of the di-p mass is therefore not
of concern for the usage of T-embedded samples.

In Figure 5.19 (right) the distribution of ET"** calculated using the PUPPI algorithm
is shown. A small trend towards less MET in the p — p embedded sample is visible.
On average, a shift of 2GeV per event is observed. In both cases, no MET is expected
from the Z — pp decay, so all MET contribution originates from reconstruction effects.
Since the 1 — p embedded sample was reconstructed twice, small differences in the MET
reconstruction are expected.

In Figure 5.20, the distribution of the number of jets (left) reveals a slightly harder jet
spectrum in data compared to the 1 — p1 embedded sample. In the p — p embedded
sample, ~ 100,000 events (0.03%) are found with 0 additional jets, compared to data. The
distributions of the di-jet mass my; (right) are in good agreement with each other.

Additional variables, as well as the distributions for the subleading muon, can be found
in Figures A.5 to A.8. In general, a good agreement between the input sample and the
i — p embedded sample is observed.
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Figure 5.18.: The distribution of Iril of the leading muon and the difference of the amount
of energy around the muon before and after the application of p —
embedding. The statistical uncertainty on the p — p embedded sample
is only shown as a reference, as only events common to both samples are

shown.
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Figure 5.19.: The distribution of m.;; of the di-p system is shown on the left, while the
distribution of ET™* is shown on the right. The statistical uncertainty on

the © — p embedded sample is only shown as a reference, as only events

common to both samples are shown.
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Figure 5.20.: The distribution of the number of jets (left) and the mass of the dijet system.
The statistical uncertainty on the 1 — p embedded sample is only shown
as a reference, as only events common to both samples are shown.
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6 | Towards the Application of
T-embedding in Analyses

Several correction factors must be derived and applied to use T-embedded samples in a
typical target analysis. Since the T lepton decays in T-embedded samples are simulated in
an otherwise empty detector, it is impossible to reuse the corrections derived for simulated
samples. Instead, a new set of corrections has to be derived. In addition, some corrections
are exclusively needed for T-embedded samples. In this chapter, the purpose and the
measurement of all required corrections are described.

The necessary corrections are:

+ The wy,, weight that is calculated during the simulation step as described in Sec-
tion 5.3. This weight is used to correct the bias introduced by repeating the simulation
of the T lepton decays 1000 times, which greatly increases the number of events in

the higher energy regions. This value is derived per event.

« To obtain the correct normalization of the T-embedded samples, it is possible to
measure and unfold the efficiency of the criteria used during the selection step.
Applying this efficiency correction eliminates the need for any luminosity scaling
as it is required for simulated samples. The normalization is derived directly from
the data by measuring the efficiency of the selection criteria and reverting it. This
procedure corresponds to unfolding the detector effects responsible for any potential
inefficiencies. The measurement is described in Section 6.1. These corrections are
denoted as unfolding corrections.

« For electrons, corrections targeting the identification, the isolation and the trigger
efficiency are needed. The corrections are derived using the 1 — e embedded
samples. They are required in the et;, and the ep final state. The procedure is
described in Section 6.2.

+ For muons, the corrections targeting the identification, isolation, and trigger efli-
ciency are needed. These corrections are derived using the p — p embedded samples.
They are required in the pty, and the ep final state. The procedure is described in
Section 6.2.

« For 1, decays, corrections for the vsJET identification efficiency have to be derived.
The corrections are determined with a dedicated measurement in the pty, final state
described in Section 6.3. The corrections are applied in the et} uty, and T, final
states.
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« For electrons and T, corrections for the measurement of the particle energy have to
be derived. The measurements are described in Section 6.4. The energy measurement
of the muon is considered to be sufficiently accurate so that no correction is applied.

6.1. Unfolding Corrections

The efficiency of the DouBLEMUON trigger and the 1sSLoose WP of the muon identification
used during the selection described in Section 5.1 must be derived to correct the normaliza-
tion of the T-embedded samples. These types of efficiency measurements can be performed
using the Tag and Probe method [123].

6.1.1. Tag and Probe Method

While one can directly obtain the efficiency for simulated samples using the information
from the particle simulation, this is impossible for data. The Tag and Probe method does not
rely on generator information and can be used to derive efficiencies ¢; for data, T-embedded
samples, and simulated samples.

The method assumes that the Z — pp and the Z — ee process can be measured with
high precision and efficiency. In the following, the efficiency measurement using the Tag
and Probe method is explained using the 1sSLoost muon identification working point.

First, a very loose selection of events is performed. Two muons without any isolation,
identification or trigger requirements are selected. As a baseline selection, the two muons
are required to be separated by a minimum distance of AR = 0.5 and have a py > 7 GeV.
To achieve an improved modelling of the Z boson resonance, a veto for final state ra-
diation photons is applied, to remove all events, where a photon with a py > 10 GeV is
reconstructed within AR = 0.4 of the two muons.

After the event selection, each event can be used to build Tag and Probe pairs. The tag
muon is required to be well-identified. This is ensured, by requiring the selection criteria
listed in Table 6.1. A muon of this quality is assumed to originate from a Z-boson decay
and therefore, the probe muon must also originate from a Z boson. Since the probe muon
does not have to fulfil any requirements, other than the selection criteria described in the
previous paragraph, it can be used to check, if the moun identification algorithm is able to
correctly identify it. If all probe muons are correctly identified, the efficiency of the muon
identification algorithm would be 100%. In most cases, both muons in the event can be
used as a tag and probe muon, effectively doubling the number of Tag and Probe pairs
available.

Assuming that both muons are genuine muons from a Z-boson decay, the pairs can now
be sorted into a pass and fail region. The pair is put in the fail region if the probe muon
does not pass the 1sSLoosE identification requirement. In this case, the muon identification
algorithm could not correctly identify the probe muon, reducing the algorithm’s efficiency.
The di-p mass is used as the discriminating variable in each region. One example of the
pass and fail regions is shown in Figure 6.1. The efficiency measurement is performed in
several phase space areas to include kinematic and regional effects within the efficiency
measurements. Typically, the probe particle’s pr and 1 are used.
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Table 6.1.: Selection criteria for the tag muon.

Description ‘ Selection Criteria
HLT path SINGLE MUON TRIGGER
muon pr > 25 GeV

muon ID working point | ISMEDIUM

muon isolation < 0.15

0P CMS data Medium Muon ID p.: [40, 45] GeV n: [0, 0.9]
% L pass region ¢ data % L fail region ¢ data
S a0l n — 27— up +BG 0] L g — Z - pp+BG
— | D Rt BG ~ 15000+ || | BG
~ L ~
[2) » L
€ 1000F _ . =
S ¢ = 0.9873 = 0.0000 S
> >
m I m

8oor 10000}

600}

4001 5000}

200_-

0 tn : : 0 - :
60 80 100 120 140 60 80 100 120 140
m,, [GeV] m,, (GeV)

Figure 6.1.: Example for the histograms of the di-p mass for the pass (left) and fail (right)
regions used for the Tag and Probe measurement. The probe muon is required
to have a pr between 40 and 45 GeV and both muons must have |n| = [0.0,
0.9]. The data is shown in black, the background model (BG) is visualized
as a dashed line, and the solid line visualizes the fit result of the signal +
background model.

A combined fit of the pass and fail regions is performed in every phase space bin i. In
each region, the Z-boson peak is modelled via one Voigt function per region, a convolution
of a gaussian and a Breit-Wigner function. For the background, an exponential function is
used. The parameter of interest of the fit is the efficiency ¢; defined as

& pass,i (6.1)
Npass it Nfail i
where N,,;; and Ny,;;; are the number of signal events in the pass and fail regions for

bin i. The numbers of events are obtained from the normalization of the Voigt functions.
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Figure 6.2.: Unfolding correction factor for the 1sLoose muon identification used during
the selection step of the T-embedding. Only for the region || € [0.8, 1.2]
larger corrections of more than 4% are required. Due to the large number
of events available for the measurement, the uncertainties on the measured
efficiencies are on the sub-percent level.

6.1.2. Correction Factors

Only the efficiency in the data is derived for the selection efficiency corrections. The
inverse of the efficiency in the data is applied to correct the efficiency for the t-embedded
samples

1
CFemp = —— (6.2)

data
These unfolding correction factors are then applied per event to the T-embedded samples
based on the kinematics of the selected muons.

The resulting CFg)z of the 1sSLoosE muon identification is binned in p; and 1 of the
selected muon and shown in Figure 6.2. Apart from a small drop in efficiency for p; =
[14,22] GeV the correction factors are close to one.

To obtain the efficiency of the DouBLEMUON trigger used during the muon selection of
the T-embedding, a second Tag and Probe measurement is performed. Since the DOUBLE-
MuoN trigger is a combination of two independent muon trigger legs, the total efficiency
of the trigger path is given by:

EHLT = €5,1€172 T €17,1€82 — €17,1€17,2 (6.3)

where €, is the efficiency for the first muon to pass the 8 GeV HLT path, €, is the
efficiency for the first muon to pass the 17 GeV HLT path, g, is the efficiency for the
second muon to pass the 8 GeV HLT path, and €5 , is the efficiency for the second muon to
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Figure 6.3.: Visualization of the calculation of the efficiency of the HLT path used for the
selection step of the T-embedding method. The green areas represent the first
and second parts of Equation (6.3). Since the red-shaded area is added twice,
the third part of the formula is a subtraction of this area.

pass the 17 GeV HLT path. The choice which muon is first and second is made randomly.
A graphical representation of the formula is given in Figure 6.3. The resulting correction
factor is binned in pr and 1 for the first and second muon, resulting in a four-dimensional
parameter space

€HLT (PT,pPT,th,le) . (6.4)

For the 1sLoostE muon identification and the DouBLEMUON trigger efficiency measure-
ment, the pr and 1 bins were chosen as

pe € [10,12,14, 16,18, 20, 22, 24, 26, 28, 31, 34, 37, 40, 45, 50, 60, 70, 100, 1000]
ml € [0,0.1,0.3,0.8,1.0,1.2, 1.6, 1.8, 2.1, 2.4].

To obtain the normalization of the T-embedded samples, the following unfolding correc-
tions are applied

* Wgen from the simulation step,

« 1sSLooSE muon identification correction for the first muon,

« 1sSLooSE muon identification correction for the second muon,
» DouBLEMUON trigger efficiency correction for the di-p pair.

After that, the normalization of the T-embedded samples is correctly scaled to the lumi-
nosity of the data used for the T-embedding production. No additional scaling has to be
used.
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Figure 6.4.: A closure test of the unfolding correction for t-embedded samples can be
performed by comparing 1 — p embedded events with the DousLEMuoN
data set. After the application of the unfolding corrections, a difference of
less than 0.15% in the total event yield is observed.

The closure of the derived unfolding corrections is tested by applying the correction
factors to the 1 — p embedded samples and comparing the result with the DouBLEMuon
data set. Both muons are required to be global and must have a p larger than 20 GeV.
This can be used as a closure test of the method under the assumption that the efficiency
foraZ — pp event in the selected phase space region to be included in the DousLEMuoN
data set is 100%. Since the @ — p embedded sample is based on the DouBLEMUON data
set, the unfolded @ — @ embedded distribution should match the DouBLEMUON data
set. The resulting m,;, distribution is shown in Figure 6.4. Before applying the correction
factors, the total yield of events in the data was 10.36% larger than the yield of the -
embedding method samples. After the correction, an agreement within a difference of
0.15% is observed. The reconstruction effect discussed in Section 5.6 is still visible since
the selection corrections only correct for the selection efficiencies.

In Figure 6.5, the pr (top row) and 1 (bottom row) distributions of the leading and
subleading muons are shown before and after the application of the unfolding corrections.
Due to the limited number of 1 bins, the efficiency deficits at the edges of the individual
muon wheels are still visible, though much less prominent.
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Figure 6.5.: Closure test of the unfolding correction for the T-embedded samples using
the four variables that are used to determine the efficiencies. The test is
performed by comparing 1 — p embedded events with the DouBLEMUON
data set before and after the application of the unfolding corrections. In the
top row, the pr of the leading and subleading muon are shown. In the bottom
row, the 1 of the leading and subleading muon are shown.
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6.2. Electron and Muon Corrections

For the electron (muon) correction factors, the efficiency is measured for the data, T-
embedded samples, and simulated samples. The correction factors for the T-embedded
(SFgymp) and simulated samples (SFyc) can then be derived by calculating the ratios of the
efficiencies:

€data

SFevpMme = (6.5)

€EMB,MC

These correction factors are applied as weights to every event in simulation or T-embedded
sample. The muon correction factors must be applied for all T — p decays in the pty, and
eu final states. The electron correction factors have to be applied for all T — e decays in
the eT,, and ep final states. The main reason for different efficiencies is the simulation and
reconstruction in the otherwise empty detector. During the T-embedding, the simulation of
the HLT response also takes place in the empty detector. The reconstruction algorithms are
not subject to other particles and PU in the event. As a result, different SF for T-embedding
and regular simulation may occur.

An example for such a difference is the efficiency of a single isolated muon HLT path.
Assume a non-isolated muon with a significant amount of hadronic activity in its vicinity.
In the T-embedded samples, the isolated muon HLT path for this muon still has high
efficiency, because the muon will always be isolated during the HLT simulation. However,
after merging, the simulated muon is placed into a region with high hadronic activity.
However, the trigger response cannot be adapted to this situation.

For muons, correction factors for the iISMEDIUM muon identification, the muon isolation
and the two single muon HLT paths' are derived. For the electron, correction factors
for the 90WP electron identification working point, the electron isolation and two single
electron HLT paths® are derived.

The efficiency measurements are performed using the Tag and Probe method described
in the previous section. The different efficiencies are measured as conditional propabilities
and have to be applied in combination:

e(ID) = e(ID)
€(Iso,ID) = e(Iso|ID) - e(ID)
e(HLTIso,ID) = e(HLT|Iso,ID) - e(Iso|ID) - e(ID).

As a result, the combination of all corrections has to be applied during analysis to obtain
the correct result. The efficiencies are measured as a function of pr and 1. In Figure 6.6 (left
column), the muon efficiency measurements in the region |n| = [0.0, 0.9] are shown. The
electron correction factors are measured separately for positive and negative 1 regions to
better account for the differences between these two regions. In Figure 6.6 (right column),
the efficiency measurements for 1 = [0.0, 1.0] are shown.

For the 1IsMEDIUM muon identification (Figure 6.6, top left), the efficiency in the p — p
embedded sample is very similar to simulation, while a small difference compared to data
is visible. For electron identification (Figure 6.6, top right), a larger difference between the

"HLT_IsoMu24 and HLT IsoMu27
2HLT_ELE32_WPTIGHT_GSF and HLT ErE35 WPTIGHT_ GSF
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i — e embedded samples and the simulation is visible. Here, the 1 — e embedded sample
efficiency is 80% compared to the expected efficiency of 90% for the 90WP. As mentioned
in Section 3.3.7, the electron identification is based on a multivariate classifier that utilizes
variables sensitive to the matching of the ECAL cluster and the electron track. In 1 — e
embedded samples, these variables have a different distribution than the simulated samples
used for the classifier’s training. Since the classifier was trained using simulation, it does
not identify electrons in the 1 — e embedded samples with the same efficiency.

In the middle row, the efficiencies and correction factors for a relative isolation of I <
0.15 are shown. Here, no large difference between the efficiencies is visible, resulting in
small correction factors.

In the bottom row, the efficiencies for two trigger paths are shown. As expected, the
efficiencies are higher in the 1 — e embedded samples due to the empty detector during
the HLT simulation. Nevertheless, the correction factors are in the order of 10% across the
whole py range.
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Figure 6.6.: A selection of the correction factors derived for muons and electrons. In
the top row, the measurements for the electron and muon identification are
shown. In the middle row, the measurements for isolation of I < 0.15 are
shown. The measurements for single electron and single muon HLT paths
are shown in the bottom row.
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6.3. Identification Correction of the T

For the correction of the vsjet discriminant of the DeepTau T, identification, a measurement
in the pt, final state is performed. The selection of events in the final state is based on the
selection criteria described in Section 4.2.1. To increase the purity of genuine di-T events,
a selection cut on D, >-25 [124] is applied, where the variable D, is defined as

Dy = pf*** - 0.85p;" (6.6)
P?nss _ I—;mlss . g (6.7)
Py =By +B5) - ¢, (6.8)

and f is a unit vector along the bisectional direction of the muon and the T,. The variable
Dg can be used to differentiate between resonant di-T decays, W+jets, and tt production.
For the latter two, no peak in the D, distribution is expected. For resonant di-t decays
on the other hand, the values of p?iss and pzis are expected to be similar, resulting in a
peaking distribution around D, ~ 0. With a selection criterion of D, > -25, events from
W+jets and tt production can be rejected. Additionally, the selection criterion on my,, is
lowered from 70 GeV to 60 GeV further increasing the purity of resonant di-t decays.

The contributions of other processes are estimated using simulation. This includes
WiHjets, tt, diboson decays, and Z — pp production. For QCD multijet production, an
extrapolation from the same-sign region is used. After this selection, the m.;  distribution
of the pty, system is used as the discriminating observable. This distribution is shown in
Figure 6.7 on the left.

In addition, a control region in the di-p final state is used to constrain uncertainties
of the T-embedded sample. For the control region, the 1 — p embedded sample is used
to estimate the di-u contribution from Z boson decays, which correspond to 99.9% of
events in this region. Since the same selection, trigger, and identification requirements are
used for the 1 — p and the t-embedded samples in the signal region, the same selection
efficiency correction described in Section 6.1 is applied for the T-embedded sample in the
uty, final state and the p — p embedded sample. As a result, the uncertainties related to
this correction can be constrained. As the di-p control region contains about 100 times
more events than the pty, signal region, the selection efficiency correction is entirely
determined by the measurements in the control region. Consequently, the measurement
of the T, identification efficiency in the pty, final state is independent of the T-embedding
selection efficiency correction. A counting experiment is performed using a single m.;
bin in the control region. The resulting yields are shown in Figure 6.7 on the right.

For the correction factor determination, an extended binned likelihood is constructed

Lnlw0) = | | Prlu-56)+B@©) - | | 616y (6.9)
iebins JjEsyst

where n; are the number of observed events in each bin, and P(n;|y - S + B) represents the
Poisson probability to observe n; events given the signal S and background B predictions.
The Parameter Of Interest (POI) y is used to scale the normalization of the contributing
signal. Systematic uncertainties are incorporated by the terms G(0§)|9 ), which serve as
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Figure 6.7.: On the left, the distribution of m,;, in the uty, channel after the application
of additional selection criteria for a purer selection of T-embedded events is
shown. The di-p control region is shown on the right. The uncertainty band
corresponds to the prefit uncertainty.

penalty terms for the fit. The parameter 09 represents the nominal value of the nuisance
parameter j. This likelihood function can also include statistical uncertainties by follow-
ing the approach described in [125]. In this approach, instead of adding one nuisance
parameter per bin and process, as suggested in [126], a single nuisance parameter scaling
the yield of the sum of all processes in a bin is used. This approach reduces the number
of parameters in the likelihood fit and has the same statistical representation since the
statistical uncertainties of the different processes are independent and can thus be com-
bined. These uncertainties are denoted as bin-by-bin uncertainties. After constructing the
likelihood, a maximum likelihood fit is performed to determine the result.

For the maximum likelihood estimation, the m.; distribution and the di-p control region
are used while the yield of the T-embedded sample is scaled by the POI p. The uncertainty
model used for the measurement is nearly identical to the one described in Section 7.1.3,
with a few differences:

« For the QCD multijet production, a 30% uncertainty on the extrapolation factor from
the same-sign region is used.

« For the T-embedded sample, no correction of the T, energy is applied and an uncer-
tainty of 1.2% is used. Since the measurement of the T, identification correction and
the T}, energy correction depend on each other, an assumption has to be made here.

This measurement approach is delicate, as the signal strength i can be influenced by
the imperfect modelling of other background processes. Therefore it is essential that the
uncertainty model of the background processes is close to the uncertainty model of a
typical target analysis and includes the knowledge of all uncertainty sources coming from
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Figure 6.8.: On the left, the distribution of m, in the put, channel after the maximum
likelihood fit is shown. The di-p control region is shown on the right. The
uncertainties shown are minimized, based on the provided uncertainty model.

other background processes. Otherwise, any miss-modelling could be attributed to the
correction factor of the T-embedded samples, and the result would be biased.

The correction factors are measured for all vsjet working points listed in Table 3.3. In
addition, three separate categorizations are made:

« Inclusive, one single category. The resulting distributions after the fit are shown in
Figure 6.8.

« pt-binned, by using multiple categories based on the pr of the T;,. The binning is
pr € [20,25,30, 35,40, inf].
These correction factors are used in the et} and py, final states.

+ dm-binned, by using multiple categories based on the T, DM. These correction factors
are split into a One prong, One prong + 7, and three prong category. They are used
in the T, T}, final state.

The resulting correction factors for the TIGHT working point are shown in Figure 6.9.
On the left, the pt-binned corrections are shown, on the right the dm-binned corrections.
The most significant uncertainties of the measurement are the uncertainty on the QCD
multijet estimate, which is constrained to = 20% by the fit. Other impactful uncertainties
are the bin-by-bin uncertainties of several less populated bins. The nuisance parameter
related to the T, energy scale is pulled to a value slightly below one, indicating, that the
energy of Ty, is a bit too large. The correction factors have an uncertainty of less than 3%,
with a correction value close to one, indicating good modelling of the T;, in T-embedded
samples.
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Figure 6.9.: On the left, the correction factors binned in py of the ), for the TIGHT vsJet
working point are shown. The correction factors binned in the decay mode
of the Ty, for the TiGHT vsJet working point are shown on the right. The
correction factors for T-embedding are shown in blue, and the correction
factors that were derived for simulation are shown in red. The measurement
procedure for simulation corrections is similar however, the resulting correc-
tions are larger.

6.4. Energy Corrections for 1}, and Electron

After the vsfet correction factors are determined, a measurement of the T} energy scale
is performed. This measurement is also performed in the puty, channel; however, the m,;
distribution range is reduced to not include a reflection of the Z boson resonance from
Z, — pp, where one muon is misidentified as a T;,. In addition, the F; method described
in Section 4.2.4 is used for the estimation of jet — T, events. In Figure 6.10, the input
distribution is shown on the left.

To determine the correct energy scale, the energy of 1, in the T-embedded sample is
varied in steps of 0.1% between -2% and 2%. Since the Fy estimation of jet — T}, depends
on the number of events in the anti-isolated region, it also depends on the T}, energy. As a
result, both the jet — T;, and the T-embedding contributions are varied.

Intermediate energy scales that were not explicitly calculated, e.g. -0.05%, can be
obtained by performing an interpolation called template morphing. The yields from
T-embedded and jet — T, events are estimated based on the contributions from the
available neighbouring T, energy scale histograms. The morphed histograms are obtained
by interpolating between the cumulative distribution functions of the two neighbouring
histograms. If changes in the shape of the input templates are correlated with the change
in T}, energy, an accurate interpolation can be performed.

The uncertainty model described in Section 7.1.3 is also used for this measurement. The
corrections for the vsjet identification and their uncertainties as described in the previous
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Figure 6.10.: On the left, the distribution of m,;, used for the T}, energy scale measurement
before the fit is shown. On the right, the distribution after the fit is shown.

section are included. The T}, energy scale correction factor can be determined using a
likelihood scan. The resulting negative Log-likelihood —2 In A(r) of the scan is visualized
in Figure 6.11 (left), whereas the resulting distribution is shown in Figure 6.10 on the
right. The uncertainty of the correction factor is determined using the interval, where
—2In A = 1, which corresponds to the 68% confidence level interval. A T, energy scale
correction factor of

SF(ty) = (135543 %

is measured for the 2018 t-embedded sample. This result is in line with the expectation
from the vsJet correction measurement described in the previous selection. The measured
correction factor is in good agreement with previous measurements. The scan shows that
the morphing procedure does not reproduce the intermediate energy scale values perfectly.

The measurement of the electron energy scale is performed in the di-e final state.
By using the i — e embedded samples, the effect of the T-embedding method on the
measurement of the electron energy can be determined, and a correction factor derived.
Contributions from other processes are modelled using MC samples; however, they only
have a limited impact on the result since the contribution from p — e embedded events
dominates the measurement. More than 99% of events in this final state are modelled using
1 — e embedded events. The selection of events is based on the di-e selection described
in Section 4.2.1. Different electron energy scale corrections are applied to the T-embedded
sample to obtain different templates for a likelihood scan. Here, the energy is varied in
steps of 0.05% between —1.5% and 1.0%. Intermediate variations of the energy scale are
again obtained using the morphing procedure outlined above.

The electron energy scale is measured separately for the barrel (|n| < 1.479) and endcap
(In| >1.479) regions of the ECAL, due to the different subdetectors used as described in
Section 3.2.3. The distribution of the di-e mass is used in the likelihood fit. In Figure 6.12,
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Figure 6.11.: The negative Log-likelihood of the T, energy scale measurement is shown
on the left. The negative Log-likelihood of the electron energy scale mea-
surement is shown on the right.

the distribution of the di-e mass in the barrel region (left) without any correction is shown.
The resulting negative log-likelihood scan is shown in Figure 6.11 (right).

Since the measurement is performed in a channel dominated by 1 — e embedded
events, a small change in the energy correction has a large influence on the fit. Instead of
using the uncertainty obtained from the scan, a conservative uncertainty of 0.5% (1.25%)
in the barrel (endcap) is used. The resulting corrections

SF(e, barrel) = — (0.42t%‘%) %

SF(e, endcap) = — (0693%‘2) %

are in good agreement with previous measurements. As apparent from the distribution
after the fit shown in Figure 6.12 (right), no perfect modelling of the Z boson resonance as
observed in the data is achieved. The Z boson resonance resolution is better in the 1 — e
embedded sample compared to the resolution in data. Additional smearing of the electron
energy would be required to obtain an improved modelling. However, this smearing
correction can be safely neglected since the correction will be applied for electrons coming
from T lepton decays, where much larger smearing comes from the two neutrinos produced
during the decay.
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Figure 6.12.: On the left, the distribution of the di-e mass before the fit is shown. On the
right, the distribution after the fit is shown.

6.5. Uncertainty Model

All corrections described in this chapter must be applied to T-embedded samples when
using them in a typical target analysis. In addition, the following uncertainty model has
to be assigned.

« A flat 4% uncertainty is assigned to all T-embedded events. This general uncertainty
accounts for the uncertainty on the unfolding efficiencies and the general under-
standing of the T-embedding method. This uncertainty is chosen conservatively.

« For the lepton corrections, a 2% uncertainty on the ID and Trigger corrections
is assigned. Since the HLT response is different in T-embedding and simulation,
the efficiency of the HLT has to be treated as uncorrelated between t-embedded
and simulated events. However, the data are used for the calculation of SFy;- and
SFppp in Equation (6.5). As a result, the correlation between the correction factors
for simulation and t-embedding are chosen to be 50%. This correlation can be
implemented by using two nuisance parameters. The first nuisance parameter acts
on simulation and the T-embedded sample. For simulation, the full amplitude of
the nuisance parameter is used; on the T-embedded sample, 50% of the nuisance
parameter amplitude is applied. The second nuisance parameter is only assigned to

the T-embedded sample with a strength of V1 — 0.52 [10]. The same is true for the
electron and muon ID correction uncertainties. Since the isolation correction factors
are small for both electrons and muons, no additional uncertainty is assigned.

« For the Ty, identification corrections, the uncertainties coming from the measurement
are used. In the eTy, and pty, final state, the pt-binned corrections should be applied,
whereas, in the 1,7y, final state, the dm-binned correction should be applied. Since
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100

the data and some other background processes are shared between the measurements
for T-embedded samples and simulation, a correlation of 50% should be assumed.

The uncertainty in the T, energy scale correction is taken directly from the measure-
ment. A correlation of 50% is assumed between T-embedding and simulation.

For the uncertainty in the electron energy scale, 0.5% in the barrel and 1.25% in the
endcap are used. Since the measurement is performed differently for T-embedding
and simulation, no correlation is assumed.

For the contribution from tt(tT) included in the T-embedded sample, an additional
10% uncertainty is added. The variations are calculated by using tt(TT) simulation
and then adding and subtracting 10% of the tt(TT) template from the T-embedded
sample template. When applying T-embedded events in the target analysis, the
contribution from tt(TT) has to be removed from the tt simulation to avoid double
counting this process. The same procedure is performed for VV(1T); however, since
the contribution from this process is small, no additional uncertainty is assigned. The
VV(7T) process is still to be removed from the diboson simulation to avoid double
counting.



7 Application of T-embedding in a
H — TT measurement

The t-embedded samples can be utilized in several analysis scenarios. In this chapter,
the application of the UL T-embedded samples to an H — TT measurement is presented.
The analysis approach is based on the previous CMS measurement [9] and represents
the foundation work of a Run II + Run IIl measurement. More than 300 fb™" of measured
collision data are expected for this analysis. The results presented in this Chapter are
not targeted to repeat the existing measurement but to showcase the potential and the
applicability of the T-embedded samples in a real analysis scenario. A comparison of the
results with a simulation-based approach and the existing measurement from [9] will be
presented. While the t-embedded samples are available for the full Run II data set, the
comparisons will be limited to the pt;, channel and the era 2018 to highlight the differences
between the approaches. The target of the analysis is to measure the signal strength for
inclusive Higgs boson production and Higgs boson production split by the production
modes ggH and qqH.

A new analysis framework has been developed in the scope of this thesis to cope with
the enormous amount of data that has to be processed for the anticipated future analysis.
A conceptual description of this new framework can be found in Appendix A.1.

7.1. Analysis Strategy

The event selection for the analysis was already described in Section 4.2.1. To measure
the signal strength p of the different production modes, multiple categories targeting
different processes are defined. Past iterations of this analysis [9, 127] have shown that
this categorization can best be performed using a neural network.

7.1.1. Neural Network Classification

A neural network with multiple output nodes is used for the classification task. Compared
to binary classification, in which a neural network is trained to distinguish between a
signal and a background event, a multi-class neural network is trained to distinguish
between different signal and background processes. An event is represented by the neural
network input vector X containing i input features. The neural network’s output is an
output vector § with length [ corresponding to the number of categories in the analysis.
The values in this output vector are called scores. By using a softmax activation function
for the final layer of the network, the resulting y; values can be interpreted as probabilities
for the event to belong to category [ since the sum of all scores is normalized to one.
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Figure 7.1.: Visualization of the neural network architecture.

Neural Network Architecture This analysis uses a feed-forward neural network with
three hidden layers. Each hidden layer has 500 nodes and uses the hyperbolic tangent
activation function. During the training, categorical cross entropy is used as loss function.
The network is trained using the Adam optimiser [128] with a learning rate of 0.001. Before
the training, the weights are initialized using the Glorot uniform initialization [129]. A
dropout of 30% is applied after each hidden layer for regularization and to improve the
neural network’s generalization properties. In addition, an L2 regularization is applied
to avoid weights that grow too large. The training is performed using Keras [130] with
TeENsoRFLow [131] as backend. A visualization of the network architecture is depicted in
Figure 7.1.

Each output category is designed to target specific physics processes. Two signal
categories for the two Higgs production modes are defined. In addition, four categories
dedicated to different background processes are used. One category is dedicated to Z — TT
events, one to jet — T;, one to tt production, and one to Z — 1l. The misc category serves
as a category for all processes not covered by the other categories.

In Table 7.1 an overview of all categories for the analysis setup using T-embedded
samples and for the setup using simulated samples is given. When using t-embedding
during the training, one must remember that VV(TT) and tt(TT) are included in the T-
embedded samples. Since the two processes are included in the inclusive tt and Diboson
simulation, they must be removed when using T-embedded samples. The two contributions
can be assigned to their respective category when using simulation during the training.

In Figure 7.2, the number of events available is compared between the two training
approaches. More than 40 times more T-embedded events than simulated Z — T events
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Figure 7.2.: Comparison of the number of events available for the training after the event
selection. When using t-embedded samples, the number of events available
in the Z — 7T category is much larger compared to regular simulation.

are available. A larger sample of events is always beneficial for the neural network training,
as it prevents overfitting.

In each training iteration, a batch of 30 events per category is processed before the
weights are updated. This approach ensures that T-embedded events do not dominate the
selection of events for a single batch. After one epoch, which consists of 1000 batches,
the neural network is validated using the validation sample. The training is stopped after
the validation loss does not improve for 50 epochs. The weights from the epoch with the
lowest validation loss are used for the final neural network configuration.

The training is performed in a two-fold approach to utilise the entire data set. All data
sets are split into two equally sized parts A and B. The training performed using data set
A is used to evaluate data set B and vice versa. This approach ensures that one can use all
available events in the final analysis without bias.

In Figure 7.3, the confusion matrix of the training using 2018 data and t-embedded
samples in the pt, channel is shown. The neural network performs well in identifying
qqH production with an efficiency of 75%. Most qqH events have at least two jets, a
signature the neural network can identify. The neural network can also efficiently identify
Z — 11, tt and Z — 1l events. For jet — T, a more significant portion of events is
misidentified as Z — 77, which is the dominant background process in the pt, final
state. The neural network has difficulties in correctly identifying ggH events. A more
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Table 7.1.: Assignments of the different physics processes to the neural network categories.

When using t-embedding in the training, it is impossible to split VV(tT) and
tt(TT) from the T-embedded sample. The two processes are included in the
Z, — TT category.

Category Training with T-embedding Training with Simulation

ggH H — 771 (sim.) H — 171 (sim.)
qqH H — 77 (sim.) H — 171 (sim.)
Z — 1t T-embedding Z — TT (sim.)
jet = 1, Fpmethod Fr method
tt  tt(1l) (sim.) tt(1l), tt(tt) (sim.)
Z—-1 Z -1 (sim) Z — 1l (sim.)
misc  VV() (sim.) vv{l), VV(t1) (sim.)

considerable confusion with qqH, Z — t7T and Z — 1l events can be observed. These four
processes have a peaking structure in the di-t mass distribution; ggH and qqH have the
resonance at the Higgs boson mass, while Z — Tt and Z — 1l have a resonance at the Z
boson mass. Since the Z and the Higgs boson resonances with T leptons in the final state
overlap due to the neutrino contribution, it is hard to distinguish these four processes.
The confusion matrix of the training using simulation yields only minor differences and is
shown in the Appendix in Figure A.9.

7.1.2. Input Features

The input features for the training are selected based on two criteria:

1. The feature must provide a good description of the data. Goodness-of-Fit (GoF) tests
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are performed to validate the modelling. A histogram with ten equally filled bins
(or less) is created for each test. The bin edges are determined using the quantiles
of the data, such that each bin contains 10% of the data. The saturated GoF [132,
133] test is the main figure of merit, but the Kolmogorov-Smirnov [134], and the
Anderson-Darling [135] tests are also performed.

The saturated test statistic is based on calculating the likelihood ratio of the full model
likelihood (as described in Equation (6.9)) and the saturated likelihood L, aeq- The
latter represents the hypothesis that the observed data x; matches the hypothesis y;
in every bin i. With a simplified example likelihood of the form

_ = 1 (x; — lli)2
-£ = !:1[ exXp (—T s (71)

\ 271(71-2 i

where o; represents the uncertainty on the ith bin value, the saturated likelihood is

given by
N
Lsaturated = rl
i=1

L (7.2)
2

\270;
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CMSdata Training with T — embedding 59.8 fb~! (13 TeV)

100

ggH

80
agH

Z-TT

60

jet-Th

Predicted Class
Efficiency [%]

Z-ll

r20

Misc.

ggH qqH Z-TT jet- T Z- |l tt Misc.
True Class

Figure 7.3.: Confusion matrix of the training using 2018 data and T-embedded samples in
the pt, channel. Here, the confusion for fold A of the two-fold training is
shown; however, the differences compared to fold B are on the sub-percent
level.

since the exponential function of £ is one when using x; = y;. The saturated test

statistic tg,,ateq Can then be calculated using the ratio of the two likelihoods

N
~ )’
Asaturated l_[ - 9 — > (7.3)

saturated i=1 20 i

and then calculating the logarithm of the ratio

t —2InA

saturated — saturated- (7-4)

This test statistic £, .teq 1S alWays positive, and the smaller the value, the better the
agreement between the observation and the model. The saturated model approach
can be generalized for arbitrarily complex likelihoods and thus represents a rather
general approach to quantifying the goodness of a model. It does not consider all
potential differences between observation and model, e.g. it does not consider the
sign of differences between the data and the model.
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Number of Toys
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Figure 7.4.: On the left, the resulting test statistic t,;,eq fOr the saturated Goodness-
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of-Fit test applied to m,,, in the pty, final state is shown. The blue arrow
indicates the value of the observed test statistic . On the right, the input
distribution of m.;, is shown. The binning is chosen so that each bin contains
10% of the observed data.

For the GoF test, 1000 toy distributions are generated by varying the model parame-
ters within the given uncertainties. After the test statistic is calculated for each toy,
a p-value can be obtained by comparing the observed test statistic value ;. to the
distribution of the sample distribution of t. The p-value p is calculated using the
cumulative distribution function of the toy test statistics f(¢)

p= B F(b)dt. (7.5)

1=t ops

In cases with a p-value below 5%, one decides to investigate further. One example
distribution of the test statistic and the corresponding input distribution is shown in
Figure 7.4 for m, in the pt, final state.

The feature must have discriminating power to differentiate between processes. One
can do this in two ways. The first way is to rank the discriminative power of the
features used in the neural network. Such a ranking can be calculated using a Taylor
expansion of the neural network output function as described in more detail in [136].
The first- and second-order Taylor coefficients can be used to rank features by their
importance and disregard features with a negligible impact on the neural network
scores. The second way is to use a toy data set, in which the data is replaced by
the model expectation and compare the analysis results when using different input
features in the neural network. A feature can be disregarded if it does not improve
the sensitivity of the analysis.
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CMS data 59.8 fb~1, 2018 (13 TeV)
di-t mass (Puppi) Y 0.324
visible di-t mass Y 0.356
di-jet mass 0.067
number of b-jets Y 0.503
number of jets Y 0.698
Subleading jet n 0.113
Leading jet n Y 0.396
Sub-leading jet pr Y 0.465
Leading jet pr Y 0.526
pr(ij) Y 0.658
pr(T2) Y 0.309
pr(T1) 0.020
visible pr(TT) 0.021
AR (T, T2) ) g 0.174

0.2 0.4 0.6 0.8 1.0

Saturated GoF p-value

Figure 7.5.: GoF p-values for the pt, final state when using T-embedding. The red area
represents the region below a 5% significance level. The resulting p-values
are listed on the right.
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7. Application of T-embedding in a H — TT measurement

All input features undergo preprocessing before being used in the neural network
training by setting their distributions to a mean of zero and a standard deviation of one.
The preprocessing ensures that all features are treated equally in the training process. If a
feature is not available for a given event (e.g. there is no second jet in the event), the value
of the feature is set to -10.

The p-values of the saturated GoF test for 14 selected input features when using T-
embedded samples are shown in Figure 7.5. In the Appendix in Figures A.10 to A.16, the
distributions of all selected input features can be found. They can be categorized into the
following groups.

+ Mass Variables: The most important features are m,;, and the di-t mass. While the
first one is constructed from the visible decay products for the two T leptons, the
second one aims to reconstruct the true mass of the di-t pair, taking the neutrinos
into account. The algorithm is based on the SVFIT algorithm [137] but uses a more
simplified likelihood function during the evaluation, which improves the runtime of
the algorithm by up to two orders of magnitude. The mass of the di-jet system m; is
the third mass variable used for the training.

« Jet Variables: Several variables related to the jets of the events are included in
the training. The number of jets, and the p and 1 of the two leading jets help to
identify qqH production since two jets are expected for this production mode. The
number of b-jets in the event can be used to tell apart tt production from other
processes. The GoF tests show that all jet-related variables are well-modelled when
using T-embedded samples. This is expected, and one of the main benefits of using
T-embedded samples, since the jets in the event are untouched by the T-embedding
method and therefore identical to the jets observed in data.

« Di-t Variables: The last set of variables is related to the two T lepton decay products,
namely the pr, AR between the T lepton candidates, and the visible p of the T lepton
pair. For these input features, two p-values fall below the 5% level. The low p-value
in the py of the muon is related to an underestimation for muons below 35 GeV. The
distribution is shown in Figure A.15. The same effect also results in the lower p-value
of the visible pr of the T lepton pair, where the deficit is also found in the region
with smaller py. The corresponding distribution is shown in Figure A.16. Due to
statistical fluctuations, some p-values below 5% are expected.

By using the coefficients from the Taylor expansion of the neural network output
function, one can assign an importance score to each variable. The Taylor expansion is
performed separately for each category. The score for the jth variable in a given category
is calculated by summing up all first and second-order Taylor coefficients containing the
variable j

i
S i = -— jei (7.6)
= 25,

where f; is the first or second-order Taylor coefficient of the variables i, and f,, is the sum
of all Taylor coeflicients. While the total value of the Taylor coefficients cannot be used
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to compare the importance of input features between different neural networks, one can
use the normalized coefficients. The resulting importance scores when using T-embedded
samples are shown in Figure 7.6.

In all categories, m,; and the di-T mass are the most important input features. These
two features are more important for ggH, qqH, Z — 717, and Z — 1l than for the other
backgrounds, as expected due to their peaking structure. The pr of the muon and the T,
are of equal importance across all categories. By exploiting the jet structure in the event,
the neural network can identify qqH production, where more jets are expected. The same
holds for tt and diboson production, where at least two jets are expected for most events.
As a result, the jet-related input features are of more importance for the qqH, the tt and
the misc category.

7.1.3. Corrections and Uncertainty Model

For the t-embedded samples, the corrections described in the previous Chapter and the
uncertainty model described in Section 6.5 are applied. The following summarises the
corrections and related uncertainties for signal, jet — T, and simulated background
processes. Uncertainties are modelled using nuisance parameters that are added to the
likelihood used for the signal extraction.

« Electron and muon ID, isolation, and trigger corrections are derived as explained in
Section 6.2. An uncertainty of 2% is applied for both the ID and the trigger corrections,
50% correlated with T-embedded samples.

+ Corrections for the T, and electron energy are derived and applied. For the un-
certainty, a 50% correlation with T-embedded samples is applied for the T}, energy
correction, while no correlation is applied for the electron energy.

 The simulation has to be scaled to the data luminosity. The combination of the
luminosity measurements from Run II [40-42] result in a 1.6% uncertainty. This
uncertainty does not have to be applied to the T-embedded samples since they are
already corrected using the efficiencies described in Section 6.1.

+ The energy resolution and scale of jets are corrected in simulation. The jet energy
resolution amounts typically to 15% at 30 GeV and decreases to about 5% at 1 TeV
[138]. The scale uncertainties are modelled using a split into 11 different sources.
One additional nuisance parameter is added targeting the jet energy resolution. For
T-embedding, these corrections and the corresponding uncertainties are not applied.

« During the simulation, the number of PU interactions in a simulated event is drawn
from a Poisson distribution that models the PU profile of the data as shown in
Figure 3.11. Since this profile is not known when the simulation is performed, a
reweighting based on the measured PU profile is performed to obtain the same shape
for simulation and data. For T-embedding, this correction is not needed.

« The py of top-quarks in tt simulation is shifted towards larger values compared to
the data. A reweighting depending on the py of the two simulated top quarks is
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CMSdata 59.8 fb~! (13 TeV)

di-t mass (Puppi)
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Figure 7.6.: Importance scores for the neural network training in the pty, final state when
using T-embedding.

110



7.1. Analysis Strategy

applied to account for this effect. The uncertainty on this reweighting is modelled
by applying it twice and not at all.

Corrections for the identification of b-jets are applied for simulated samples.

If the energy of a particle or jet is changed due to a correction, the MET has to
be recalculated. In the case of a nonresonant simulation like tt and diboson, an
additional uncertainty in the unclustered energy, energy deposits not used for lepton
or jet reconstruction, is applied.

For resonant processes like Z — 77, Z — 1I, and Higgs boson production, a
correction of the MET based on the recoil against the resonance particle is applied.
This correction is calculated using Z — pp events, where muons are reconstructed
with high precision, and the true MET is zero since no neutrinos are present. The

PSS s split into a parallel and a perpendicular component:

p¥1iss — p|1|nisseﬁ +PTiSSeJZ_, (7‘7)
where eﬁ and ef are the unit vectors parallel and perpendicular to the di-p system
which represents the Z boson. The corrections are then derived as a function of
the pr of the di-p system and the number of jets by performing a quantile mapping
of the p"** and pT*" distributions in data and simulation. A detailed description
of this procedure can be found in [13]. Two nuisances, targeting the scale and the
resolution from this correction, are added to the uncertainty model.

For Z — 1l events, an additional correction is applied to account for electrons
(muons) misidentified as Ty,. In addition, a correction to improve the modelling of
Z — 1l is applied. This correction is derived based on the mass and p of the di-p
system in the data.

For the Fr method, a set of nuisance parameters is added to the uncertainty model.
These nuisances are split into normalization uncertainties and uncertainties that can
alter the shape of the distribution. They are connected to the separate DRs and the
additional closure corrections described in Section 4.2.4. Since the Fy extrapolation
depends on the energies of the T lepton decay products, the corrections on the T,
energy scale are propagated to the Fp. For electrons and muons, this propagating
is omitted due to the small impact on the shape of the jet — T, distribution. In
total, 35 nuisance parameters are added to the uncertainty model to account for
the uncertainties of the F; method. A detailed description of the jet — T}, method
uncertainty model can be found in [105].

Several signal estimation uncertainties are also included in the model. The signal
uncertainties are split into PDF and «,, renormalization and factorization, and the
H — 17 branching fraction components. The uncertainties are chosen as described
in [9].

For the different simulated background processes, uncertainties on the cross sections
are applied. The uncertainty values are listed in Table 7.2.
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Table 7.2.: Uncertainties in the cross sections for the simulated background processes.

Process  Uncertainty [%]

tt 6.0
diboson 5.0
W+jets 4.0
Z — 1t 2.0
Z—-1 20

« Bin-by-bin uncertainties are included using the approach described in Section 6.3,
where one nuisance parameter per bin is added to the model. The scaling of this
nuisance parameter is determined by the contribution of the background estimates
in the bin and calculated via

$ = Nyop + X+ €pop (7.8)

where n,, is the sum of all background estimates

n
Mot = Z n (7.9)
i=1

€0t 1S the quadratic sum of all background uncertainties

(7.10)

and x is the parameter varied by the fit. The uncertainties ¢; are calculated using the
weighted events via

(7.11)

where m; is the number of events from process i in the bin, and w; ; is the weight
associated to event j.

7.1.4. Signal Extraction

Multiple histograms based on the neural network scores y; are constructed for signal
extraction. Each event is assigned to the category that obtains the largest score from the
neural network. Within the category, the value of y; is used to construct the histogram.
Since a large score indicates a high probability for an event to belong to the given category,
very pure control regions for the background classes can be obtained. These regions help
to reduce the impact of background-related uncertainties in the signal regions since the
control region distributions can be used to constrain these uncertainties. In Figure 7.7
the resulting histograms for the Z — Tt (left) and the jet — T, (right) categories from
the training in the pty, final state using T-embedded samples are shown. Both categories
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Figure 7.7.: Histograms of the neural network score for two background categories when
training with T-embedded samples. The score is used to sort the events within
each category. On the left, the Z — 77 category is shown, and on the right,
the jet — T, category. Both categories serve as a pure control region for
the corresponding process. The signal plus background model expectation
replaces the data.

contain the corresponding process, with high purity when going to larger scores. The
remaining background categories are shown in the Appendix in Figure A.17.

Due to the confusion of ggH and qqH, a sizable number of ggH events do not obtain
a large ggH score. While the neural network cannot distinguish those events from qqH
events, it can distinguish them from the background processes. As a result, the sum of the
ggH and qqH scores could be used to recover this information. Since the measurement is
simultaneously targeted towards the measuring ggH and qqH production, the two output
scores are combined into a single histogram using a two-dimensional binning illustrated
in Figure 7.8a. For the binning, the ggH and qqH scores are split into

Yoo € [0.0,0.2,0.3,0.4,0.5,0.65,0.8, 1.0]
Yoq € [0.0,0.35,0.5,0.6,0.7, 0.8, 0.85, 0.9, 0.92, 0.94, 0.96, 0.98, 1.0]

and then combined into 28 different bins. This way, a large signal over background ratio
for qqH is created in the largest bins of the category, while several sensitive ggH bins are
created, where the sum of the two scores is larger than 0.8, represented by the red dashed
line. The resulting histogram is shown in Figure 7.8b.

The signal strength is then obtained using an extended binned likelihood as described
in Equation (6.9). Two measurements are performed, the measurement of the inclusive
H — 77 production cross section, as well as the measurement of qqH and ggH production.
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(a) Binning used for the signal category histogram. The bins are constructed based on the ggH
and qqH scores. The red dashed line represents the region where the sum of the two scores is
larger than 0.8. The figure is taken from [9].
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(b) The distribution of the signal category in the puty, channel. The data was replaced by the
background plus signal expectation.

Figure 7.8.: Visualization of the signal category histogram. The binning is visualized at
the top; the resulting signal category histogram is shown at the bottom.
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7.2. Results

In the following, the results from the analysis in the put, channel are discussed and
compared within for different analysis setups:

1. T-embedding analysis: This is the analysis using the latest CMS data set and the
latest iteration of the T-embedding method as described in the previous chapters.

2. Simulation analysis: In this analysis, the latest CMS data set is also used, but instead
of T-embedding, regular simulation is used to estimate the genuine di-t background.

3. Legacy analysis: These are the analysis results presented in [9]. This analysis uses a
previous version of the Run II data and the T-embedded samples. For the training
of the legacy analysis, data from 2016 to 2018 was used, and the selection of input
features used for the training was slightly different. Instead of using the 1 of the
leading and subleading jets, only the An between the two was used. In addition, two
input features representing an estimate of the Higgs VBF hypothesis were included
[139].

In the following comparisons, whenever Z — 7T simulation is mentioned, the result is
taken from the Simulation analysis, while the results labelled as T-embedding are taken
from the T-embedding analysis.

The expected inclusive signal strength measurement results for the three analysis setups
are shown in Table 7.3. The expected results are calculated by replacing the data with
the signal plus background model. Using only the expectation allows for comparing the
expected impact of different estimation methods and uncertainty models on the final
result. The results for the measurement of the ggH and qqH signal strengths are shown in
Table 7.4. Both measurements were performed using the same input but different POlIs.

The Tt-embedding and the legacy analysis have a similar performance in the inclusive,
and the ggH+qqH measurement, the differences between the expected constraints on
the signal strengths are within 10%. The analysis using simulated Z — T events is 40%
less sensitive. The ability to constrain the ggH signal strengths is also about 47% weaker
than the analyses using T-embedded samples. For the qqH signal strength, a 20% weaker
constraint is obtained for the simulation analysis.

The reason for the large differences can be further investigated by combining uncertain-
ties into different groups. The effect of one group on the signal strength can be obtained
by performing a likelihood scan as shown in Figure 7.9. The uncertainties are split into
four different groups:

« Bin-by-bin uncertainties (bbb) calculated via Equation (7.8),

Table 7.3.: The expected signal strength for the inclusive measurement in the pt;, channel
using the data from 2018.

Signal T-embedding Analysis Simulation Analysis Legacy Analysis

Inclusive 1002036 100052 1.00*024
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Table 7.4.: The expected signal strength for the ggH and qqH measurement in the pt,
channel using the data from 2018.

Signal T-embedding Analysis Simulation Analysis Legacy Analysis

ggH 1.00t§§§ 1.00t§~_§ 1.00t§'_§§9)
+0. +0. +0.

qqH 1.00Z0735 L.00Z0 42 L.00Zg735

« Theory uncertainties (theory) representing all nuisance parameters associated with
the signal model,

« Systematic uncertainties (syst) representing all remaining nuisance parameters,
« Statistical uncertainties (stat).

Starting from a scan, where all nuisance parameters are considered, the second scan is
performed by freezing all bin-by-bin parameters. In every subsequent scan, all nuisance
parameters of another group are frozen. Using this method, the combination of the
individual uncertainties will result in the correct combined uncertainty. The freezing order
can influence individual uncertainties as the correlations between nuisance parameters of
different groups are not considered.

The resulting uncertainty splits for the ggH and qqH measurements are shown in
Figure 7.10a and Figure 7.10b. The legacy and t-embedding analyses have similarly sized
uncertainties across all groups. For the simulation analysis, the biggest difference is the
size of the bin-by-bin uncertainties. For the ggH and qqH measurements, the bin-by-bin
uncertainty is more than two times larger for the simulation analysis, compared to the
other two setups. Specifically, the bin-by-bin nuisance parameters in the signal category
have much larger uncertainties when using Z — Tt simulation.

In Figure 7.11 the associated errors ¢; for T-embedding and Z — T simulation are
shown. These errors are used in Equations (7.8) and (7.10) to calculate the scaling of the
corresponding bin-by-bin nuisance parameters. Although the two analyses use different
neural network trainings, the contribution of genuine di-t backgrounds to the signal
region is very similar. In the T-embedding analysis, 380,326 events are used to construct
the genuine di-t background in the signal region, while only 8,170 simulated events are
used. The average event weight for a simulated Z — 77 event is 3.576 while the average
weight for a T-embedded event is 0.079. As a result, the associated uncertainty is much
larger for the simulation, resulting in a larger bin-by-bin uncertainty.

This fact represents one of the largest benefits of using T-embedded samples. As long as
the phase space of the analysis is covered by the T-embedded samples, the analysis will
benefit from the huge number of available events. The production of a similar amount
of simulated Z — 7T events would require a much larger CPU time. On average, the
generation of a single Z — 7T simulated event takes about a minute', while, as presented
in Section 5.5, the generation of a T-embedded event takes about 40 s, depending on the
final state. While the simulation remains irreplaceable in phase spaces where only a small

"Measured to be 62.3 s per event on a subset of 400,000 simulated Z — 7T events
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Figure 7.9.: The likelihood scan of the inclusive measurement using the t-embedding
analysis. The split of the uncertainties into different groups is calculated by
consecutively freezing all nuisance parameters of the different groups. For
the scans, the data was replaced by the signal plus background model.
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(a) Uncertainty split for the measurement of the ggH signal strength.
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Figure 7.10.: Uncertainty split for the measurement of the ggH and qqH signal strength,
shown for the T-embedding (blue), the simulation (orange) and the legacy
(grey) analysis. The data was replaced by the signal plus background model.
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7.2. Results

CMS data 59.8 fb~1 (13 TeV)
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Figure 7.11.: Comparison of the errors ¢; of T-embedding and Z — 7T simulation in
the signal category used to calculate the bin-by-bin uncertainties. The bin
numbers are depicted in Figure 7.8a. The associated error is zero if the bin is
empty. For the T-embedded sample, the average event weight is 0.079 while
it is 3.576 for the Z — Tt simulation.

number of events are expected, T-embedded samples pose an excellent estimation method
in the phase space where lots of events are expected. This results in the comfortable
position that two viable methods are available for estimating di-T events, allowing for
cross-checks between the two and an improved understanding of the underlying physics.

In Figure 7.12, the impact of different systematic uncertainties on the inclusive signal
strength after the fit is shown. For this purpose, the systematic uncertainties mentioned
in Sections 6.5 and 7.1.3 are combined into several groups:

+ Ty, identification uncertainties,

+ Ty, energy scale uncertainties,

« muon identification uncertainties,
« trigger uncertainties,

» process specific uncertainties. For T-embedding, the 4% normalization uncertainty
targeting the unfolding efficiency and the overall understanding of the method is
listed. For Z — T, the luminosity, the jet energy scale and resolution corrections,
and the cross section uncertainty are listed.
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7. Application of T-embedding in a H— TT measurement

CMS data 59.8 fb~1 (13 TeV)
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Figure 7.12.: Impact of the different systematic uncertainties assigned to Z — T and T-
embedded samples in the inclusive measurement. Only systematic nuisance
parameters assigned to T-embedded samples or Z — 7T simulation are
shown. In the top row, the combined impact on the signal strength is shown;
in the preceding rows, the impacts of individual groups of uncertainties are
shown. For the comparison, correlations between nuisance parameters are
not taken into account.
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7.2. Results

This estimated impact is calculated using the information from the covariance matrix.
Only nuisance parameters assigned to T-embedded samples or Z — 717 simulation are
considered. In the comparison, correlations between nuisance parameters are not taken
into account. In addition, many nuisance parameters are assigned to multiple processes,
which makes it hard to completely isolate the effect of the Z — T simulation and -
embedding on the signal strength. Nevertheless, this comparison gives a good indication
of the primary uncertainty sources.

For the simulation analysis, the impact of uncertainties assigned to Z — Tt simulation
is about 15% smaller than in the case of T-embedded samples. The T, identification
uncertainties are the most impactful for both processes. The impact of the T-embedding
normalization uncertainty exclusively used for T-embedded samples has roughly the same
size as the combination of luminosity, jet correction and cross section uncertainties used
for Z — 7t simulation. In the T-embedding uncertainty model, fewer nuisance parameters
are needed. By utilizing the Z — T7 category as the control region, the fit can constrain
the T-embedding normalization ( or in the case of using simulation the Z — 77 cross
section uncertainty) by ~ 20%.

While the impact of systematic uncertainties is smaller for simulation, the effect is
outweighed by the increased bin-by-bin uncertainties. Both methods have a similar
uncertainty model with similarly sized uncertainties, although fewer nuisance parameters
are required for T-embedded samples.
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8 Conclusion

The t-embedding method is a background estimation method, where events with two
muons are selected in data. A simulated T lepton decay replaces each muon. The rest of
the event is left unchanged, resulting in a sample of hybrid events obtained mostly from
data, where only the T lepton decays are simulated.

In this thesis, a description based on the latest version of this method is given. The
T-embedding method has been and continues to be one of the cornerstones of several
Higgs boson analyses in di-T final states of the CMS Collaboration, performed using the
Run II data set [9, 12, 15]. A reliable and accurate estimation of backgrounds with genuine
T leptons, mainly consisting of Z boson production in the subsequent decay into T leptons
(Z — T7), is an essential ingredient for these analyses.

The method is validated using 1 — p embedded events, where simulated muons replace
the selected muons. Studies show that the method can reproduce the kinematic properties
of the original muon on the sub-percent level. On average, the difference in energy deposits
in the vicinity of the replaced muons due to limitations in the removal of the original
muons is below 200 MeV. Because of the undetectable neutrinos, residual differences of
that size are far below the py resolution of the involved T lepton decays. The distributions
of jets and PU collisions are not affected by the method.

While the production of two genuine T leptons can also be estimated from the full
simulation of all involved processes, the T-embedding method offers some significant
advantages. The production of a single T-embedded event requires 35% less CPU time than
the full simulation of a Z — 7T event. The number of systematic variations required in the
final analysis is reduced, jets are left unchanged, and no luminosity scaling is needed. The
distributions of jets and PU collisions in T-embedded events are correct without additional
effort, resulting in good modelling of such quantities in events with two genuine T leptons
from the beginning.

While the generation of T-embedded events is more CPU efficient than full process
simulation, the significant number of events that have to be processed still turns the
production of T-embedded samples into a major enterprise. More than 8 million CPU
hours were invested for the production of T-embedded samples from the whole Run II
data set, of which 3.5 million CPU hours were used for the production of the 2018 data
set alone. The complete production was performed using opportunistic resources over a
period of more than four months. Including all di-t final states, the produced T-embedded
samples for 2018 contain about 195 million events. The simulated event sample of the
Z, — T process produced for the 2018 data set and provided by the CMS Collaboration
contains about 100 million events and took about 1.6 million CPU hours to produce.

While this might not appear like a gain at first glance the following points have to be
taken into account for further assessment. Due to the generator level selection and multiple
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8. Conclusion

trials during the T lepton decay simulation in the T-embedding method, the fraction of
produced t-embedded events that enter the phase space of the typically targeted analyses
is considerable. For example, about 2.3 million T-embedded events pass the selection
criteria in the Ty, final state described in Section 4.2.1. From the corresponding sample
of simulated Z — T7 events, only around 52,000 events pass the same selection criteria.
With roughly double the CPU time invested, the T-embedding method results in about 40
times more events available for the analysis, an effect that can be observed across all di-t
final states. As demonstrated in Section 7.2, this significantly reduces uncertainties due to
limited sample sizes of background estimates in the data model and can provide a more
than 40% higher measurement accuracy in the final result.

In the scope of the HL-LHC, the t-embedding method will become even more important.
Full event simulation will become significantly more complex in scenarios where an event
pileup of 200 collisions per bunch crossing is expected. On the other hand, as long as it
will be possible to select and identify muons, the T-embedding method will be applicable
without any increase in complexity.

Limitations of the T-embedding method are given mainly through the technical setup.
The method requires modifications of the standard event reconstruction used by the CMS
Collaboration. The biggest issue is the simulation of the two T lepton decays, which is
performed using an otherwise empty detector. This setup results in reconstruction effects
that require dedicated correction factors. The response of the HLT is also performed in the
otherwise empty detector. As a result, no objects outside the di-t decay can be obtained
as part of the HLT simulation. Since the t-embedding method is based on selected di-p
events, the number of events in kinematic phase space regions, where few or no events of
the modelled processes are expected, can become small. Examples are searches in mass
ranges beyond the TeV scale or with high (b-)jet multiplicities. For such cases, where the
statistical power of an inclusively produced, fully simulated Z — t1 sample would also
be insufficient, the coverage of T-embedded samples has to be checked. If the T-embedded
event yield is insufficient, one should produce dedicated simulated event samples enriched
in these phase space regions.

The principle of particle embedding can also be expanded to not only embed T leptons
but other particles. An effort to replace the selected muons with b quark decays is ongoing.
A second effort is to apply the same principle to W boson decays, replacing the muon in
W — pv events with a single T lepton decay. Both applications are more complicated
and still explorative. But they can build upon the existing and validated t-embedding
procedure. The T-embedding method has also been proposed as a validation sample for
Z — vv events. Such a sample can be created with the existing code setup by simply
removing the selected muons without a replacement. Compared to full process simulation,
such a sample suffers from reduced statistical power since the abundance of Z — pp
events in data is only a third compared to Z — vv.

An essential step towards the use of T-embedded samples for Run III is the integration
of the technical setup into the official CMS reconstruction workflow management. Up
to now, all T-embedded samples have been produced in private efforts by the ETP using
opportunistic computing resources [140]. Integrating the T-embedding method into the
reconstruction workflow management of CMS will allow the automatic production of
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T-embedded samples and significantly improve the maintainability of the technique. This
integration is anticipated by mid of 2023.

In summary, the t-embedding method is a viable and robust method to provide an
accurate and realistic model of all processes with two genuine T lepton decays in the final
state. For the CMS Collaboration, the T-embedding method has been and foreseeably will
remain the main method to estimate the background from processes with two genuine
T lepton decays in the final state. The method does not exclude the use of full simulation,
e.g. in exotic regions of the kinematic phase space. Both background estimation methods
have justified their use and can be used to improve our understanding of genuine T lepton
decays in the final state. The role of data-driven estimates like the T-embedding method
will become even more important in the scope of the HL-LHC, which poses new challenges
in terms of cost, power, and processing time.
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A | Appendix

Samples used

Sample ‘

Dataset Name

2016 |

Run2016B-ver1-HIPM
Run2016B-ver2-HIPM
Run2016C-HIPM
Run2016D-HIPM
Run2016E-HIPM
Run2016F-HIPM
Run2016F

Run2016G

Run2016H

/DoUBLEMUON/RUN2016B-v1/RAW
/DoUBLEMUON/RUN2016B-v2/RAW
/DouBLEMUON/RUN2016C-v2/RAW
/DouBLEMUON/RUN2016D-v2/RAW
/DoUBLEMUON/RUN2016E-v2/RAW
/DoUuBLEMUON/RUN2016F-v1/RAW
/DouBLEMUON/RUN2016F-v1/RAW
/DoUuBLEMUON/RUN2016G-v1/RAW
/DouBLEMUON/RUN2016H-v1/RAW

2017 |

Run2017B
Run2017C
Run2017D
Run2017E
Run2017F

/DoUuBLEMUON/RUN2017B-v1/RAW
/DoUuBLEMUON/RUN2017C-v1/RAW
/DouBLEMUON/RUN2017D-v1/RAW
/DoUuBLEMUON/RUN2017E-v1/RAW
/DoUBLEMUON/RUN2017F-v1/RAW

2018

Run2018A
Run2018B
Run2018C

Run2018D

/DoUBLEMUON/RUN2018A-v1/RAW
/DoUBLEMUON/RUN2018B-v1/RAW
/DouBLEMUON/RUN2018C-v1/RAW
/DoUuBLEMUON/RUN2018D-v1/RAW

Table A.1.: Samples used as input for the tau embedding technique.
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Density
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Figure A.1.: In the left plot, the number of removed hits is shown. The middle plot shows
the energy distribution of the removed ECAL clusters, while the right plot
shows the removed HCAL tower energy. For the HCAL energies, HB, HE,

and HF are combined.
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Figure A.2.: Comparison between the Z boson mass hypothesis(left) and the highest di-p
mass approach(right) for the distribution of the pr of the leading lepton.
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Figure A.3.: Comparison between the Z boson mass hypothesis(left) and the highest di-u
mass approach(right) for the distribution of the n of the leading lepton.
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Figure A.4.: Comparison between the Z boson mass hypothesis(left) and the highest di-un
mass approach(right) for the distribution of 1 the subleading lepton.
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u — u validation
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Figure A.5.: The distribution of n and ¢ for the subleading muon.
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Simulation Training

CMSdata Training with Simulation 59.8 fb~! (13 TeV)
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Figure A.9.: Confusion matrix of the training using 2018 data and simulation instead of
T-embedded samples in the pt;, channel.

Control Plots for the uty, final state with 2018 data
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channel. Only statistical uncertainties are shown.
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in the pty, channel. Only statistical uncertainties are shown.
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A.1. The CROWN Framework

In the scope of the upcoming Run III of the LHC and the increasing amount of available
collision data, developments on the analysis software side are unavoidable in today’s
particle physics. Precision measurements, like the Run II Higgs physics program of the
CMS Collaboration, are only possible by combining all available collision data and even
more simulated events. Fast analysis turnaround cycles are also essential to test new ideas
and push the boundaries of what is possible with the available data set. To ensure that
these precision measurements continue, the CMS Collaboration developed the NaANoAoD
data tier [120]. In this data format, the relevant information of one event can be stored
within 1kB to 2 kB of disk storage.

To obtain physics results, several processing steps are required. In Figure A.18, a
typical analysis workflow is depicted. Three different frameworks are needed to obtain
the final results. At first, the NaANoAOD data is converted into analysis tuples. These
tuples contain only information relevant to the analysis. In addition, these tuples are
flat, meaning that each variable is stored in a separate column. The tuples are then used
to generate histograms, which are used for the subsequent statistical analysis. Whether
this analysis tuple step is needed depends on the scope of the analysis. If the amount
of data that has to be processed is too large, and if multiple people work together on a
single analysis, it is often beneficial to have this intermediate step of analysis tuples. The
analysis tuples represent a common ground to share among analysts. In addition, the
creation of histograms directly from NaAN0AOD can be much slower if many events have
to be processed.

The CrRowN framework [141] is an analysis tuple framework based on ROOT [142]
RDaTaFraMES (RDF) [143, 144]. RDF is a declarative interface that can be used to build a
computation graph of different operations. The ROOT software handles details like I/O,
parallelization and graph optimization in the background. The computation of the graph
is also lazy-executed, meaning all computations are only performed when triggered by the
user. The RDF ecosystem provides a potent tool that can be used for all types of analysis
tasks. The RDF interface is implemented in C++, with an additional PyTHON interface. In
RDF, the two most important functions are Define and Filter. While Define allows the
user to generate a new column in the data frame, Filter allows the user to select a subset

Analysis Workflow

Tuple Framework - Histogram Framework L:[Iﬂl Fitting Framework Re’;ﬁlts
Analysis

= Analysis /
NanoAOD Tuples Histograms

Figure A.18.: A sketch of a general analysis workflow. The NaANoAoD data from CMS
is converted into analysis tuples. These tuples are then used to generate
histograms, which can then be used to perform the statistical analysis using
a fitting framework.
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Q CMS NanoAOD

o T [~

User Executable Analysis Tuple

Figure A.19.: A sketch of the CRowN framework workflow. The user-provided configura-
tion is used to generate C++ code, which contains the definition of an RDF
computation graph. After compilation, the executable can be used to run
this computation graph.

of the data frame. Performance studies have shown that the RDF interface provides one of
the fastest implementations of a columnar data frame in the HEP ecosystem [144].

The CrRowN framework was designed with two main ideas in mind: to provide a
configuration-based interface to the user while performing as fast as possible. Rather than
manually defining the RDF computation graph, the user only has to write a configuration.
The framework handles the generation of the computation graph. PyTHON is used to keep
the configuration’s generation as flexible as possible. To obtain good performance, the
PyTHON interface of RDF is omitted and instead, the PyTHON configuration is used to
automatically generate C++ code. This auto-generated code contains the definition of an
RDF computation graph. It is then compiled into an executable, which can be used to run
the computation graph of the configuration provided by the user. The framework is not
limited to using NANOAOD as input; in principle, any data set that can be processed with
the RDF interface can serve as input data. This includes analysis tuples themselves, which
allows the computation of high-level variables such as neural network scores afterwards.
The overall workflow of the framework is depicted in Figure A.19.

The chosen approach yields some major benefits

« Since the computation graph used for the analysis tuple generation is compiled C++
code, it can benefit from compiler optimizations, which are not possible when using
an interpreted language like PYTHON.

+ The auto-generated code serves as an analysis preservation that can be used to
understand and recreate every step of the analysis tuple generation.

+ Once the executable is generated, it can be reused for any number of input files
without any additional overhead.

« The user is still able to use PyTHON code to Define the configuration, which allows
for a very flexible configuration.
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et, Final State et, Output File

ut, Final State ut, Output File

Input File Global Scope

1,7, Final State T,T, Output File

ep Final State ep Output File

Figure A.20.: Sketch of the scopes concept in the CRowN framework as applied in the
H — 1T measurement.

Configuration

The configuration consists of building blocks used to build the auto-generated code. The
dataflow is realized using quantities, producers, and parameters. Quantities represent
columns in the data frame. They are either variables from the input data or newly derived
variables. These new variables can be derived using a producer. The user has to specify,
which quantities should be included in the output tuple, and which producers should
be run. parameters are used to set user-Defined variables, e.g. selection criteria on the
pr of an object. In the declaration of a producer, its input and output quantities are
Defined, allowing the framework to automatically determine the correct processing order.
In addition, filter functions, which reduce the size of the data set, are run as early as
possible to avoid unneeded computations. The declaration of the producer also contains
a mapping to a corresponding C++ function call. This mapping is used to generate the
auto-generated code.

The computations are Defined in the CRownN C++ functions. While the basic structure
of these functions is always identical and contains at least one RDF filter or Define
command, arbitrary implementations using the RDF interface are possible. This abstraction
layer allows performing more complicated tasks such as the di-T pair selection algorithm
described in Section 4.2.1 with a single function call.

In many analyses, a single input file is used to create analysis tuples for multiple final
states. To ensure that every input file is only read once, the CROWN framework uses
different scopes. The concept is visualized in Figure A.20. The global scope is always the
top layer in the computation graph. All operations common to all events, regardless of
the final state, can be performed in the global scope. After that, the computation graph
is split based on the number of scopes Defined by the user. For example in the H — Tt
measurement, the analysis tuples for the four final states et;, U1y, 7,74, and ep can be
generated in a single run, without the need of reading the input data twice.

Systematic Uncertainties

One major feature of the CROWN framework is the automatic calculation and tracking of
systematic variations. The user can Define a new systematic variation in the configuration.
A systematic variation can be a different configuration parameter, input quantity, or an en-
tirely different producer. All output quantities, including quantities, that are calculated
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Figure A.21.: The scaling of the CRowN framework with multithreading. The larger the
computation graph grows, the longer the setup time is. The setup time
reduces the performance gain when using multiple threads since the setup
is performed in single-thread mode.

based on quantities that are affected by this systematic variation are tracked. Multiple
C++ function calls are generated during the code generation, one for each variation. This
way, only the necessary variations are calculated, and the output is automatically tracked.
Quantities unaffected by a systematic shift are not recalculated. The shifted quantities
are stored in new columns using the quantityname__shiftname naming convention. This
treatment of systematic variations results in a major improvement in performance and
disk usage, as only quantities Defined by the user are calculated and stored.

Performance

The CROWN framework is a significant step up in processing time. The analysis tuples of
the Run Il H — 7T measurement [9] were generated using the ArTUs framework [145].
This framework was based on a C++ event loop and was able to process around 100 events
per second and final state when including all required systematic variations. The CROWN
framework achieves more than 4000 events per second for the same analysis tuple content.
The size of output files is reduced by up to 70%, mainly due to the automatic tracking
of systematic variations. Since RDF has built-in multithreading, the performance can be
further improved by using multiple threads. In a realistic setup, when producing four final
states in parallel with eight threads, the framework can process 6000 events per second,
more than 200 times faster than its predecessor. Such a setup corresponds to more then
11,000 RDF Def1ine calls in the computation graph.
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CROWN Build Time using 32 Threads
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Figure A.22.: The scaling of the CRowN framework build time depends on the number of
scopes. Additional scope increases the build time, while a larger computa-
tion graph has a limited impact on the build time.

In Figure A.21 the scaling of the CROWN framework with multithreading and increasing
number of Defines is shown. All benchmarks are performed with local SSD access to
the input file to exclude effects due to I/O limitations. The performance gain when using
multithreading is not 100%, as the setup of the compilation graph is performed in single-
threaded mode. This setup time depends on the size of the graph: for a small graph with
400 Defines, the setup time is 4 s, while for a big graph with about 10,000 Defines, the
setup time increases to 240 s. For larger graphs, it is beneficial to reduce the impact of the
setup time by increasing the number of events that are processed once the graph is loaded.

In Figure A.22, the build time of the executable, depending on the number of Defines
and the number of scopes, are shown. All built benchmarks were performed using 32
threads. While adding new scopes results in a linear increase of the build time, an increase
in Define calls only has a limited impact on the build time. Even large graphs with more
than 10,000 Define calls can be compiled in less than 120 s. The build is only required once,
and the executable can be reused for different input files.

The CROWN framework poses a significant step in analysis tuple generation. Com-
pared to the previous framework, the processing is more than a magnitude faster while
significantly reducing disk usage. The framework is also more flexible, as arbitrary com-
putations can be performed. The RDF backend allows for built-in support of remote I/O,
multithreading, and low-level optimizations. The framework is available as an open-source
project on GitHub'.

"https://github.com/KIT-CMS/CROWN/
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