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Preface

This volumecontains papers presented atE-Vote-ID2022, theSeventh International Joint
Conference on Electronic Voting, held during October 4–7, 2022. This was the first in-
person conference following the COVID-19 pandemic, and, as such, it was a very special
event for the community since we returned to the traditional venue in Bregenz, Austria.
The E-Vote-ID conference resulted from merging EVOTE and Vote-ID, and 18 years
have now elapsed since the first EVOTE conference in Austria. Since that conference
in 2004, over 1500 experts have attended the venue, including scholars, practitioners,
authorities, electoral managers, vendors, and PhD students. E-Vote-ID collects the most
relevant debates on the development of electronic voting, fromaspects relating to security
and usability through to practical experiences and applications of voting systems, also
including legal, social, or political aspects, amongst others, turning out to be an important
global referent on these issues.

Also, this year, the conference consisted of

– Security, Usability, and Technical Issues Track;
– Governance Track;
– Election and Practical Experiences Track;
– PhD Colloquium;
– Poster and Demo Session.

E-Vote-ID 2022 received 34 submissions for consideration in the first two tracks.
After the submission deadline, the Programme Committee members of the respective
tracks bid for the papers to review: the respective track chairs assigned the papers, with
the aim to have each reviewed by three to five Program Committee members using a
double-blind review process. After the completion of the reviews, the track chairs led a
discussion with the reviewing Programme Committee members regarding (conditional)
acceptance or rejection. For a conditional acceptance, a shepherd was assigned to ensure
that the reviewers’ proposed changes were included and the revised paper could be
accepted. Finally, after a joint discussion, the general chairsmade the final decisionswith
the track chairs. As a result, 10 papers were accepted for this volume, representing 29%
of the submitted proposals. The selected papers cover a wide range of topics connected
with electronic voting, including experiences and revisions of the actual uses of E-voting
systems and corresponding processes in elections.
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An Analysis of the Security and Privacy
Issues of the Neovote Online Voting

System

Enka Blanchard1,2,3(B) , Antoine Gallais2 , Emmanuel Leblond4,
Djohar Sidhoum-Rahal5, and Juliette Walter6

1 CNRS, Paris, France
enka.blanchard@cnrs.fr
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2 Laboratoire d’Automatique, de Mécanique et d’Informatique Industrielles et

Humaines, UPHF, Valenciennes, France
3 Centre Internet et Société, CNRS, Paris, France

4 Scille SAS, Saint-Médard-en-Jalles, France
5 Observatoire des Mutations Institutionelles et Juridiques, Université de Limoges,

Limoges, France
6 Unite Live, Paris, France

Abstract. This article provides the first security and privacy analysis of
the Neovote voting system, which was used for three of the five primaries
in the French 2022 presidential election. We show that the demands
of transparency, verifiability and security set by French governmental
organisations were not met, and propose multiple attacks against the
system targeting both the breach of voters’ privacy and the manipulation
of the tally. We also show how inconsistencies in the verification system
allow the publication of erroneous tallies and document how this arrived
in practice during one of the primary elections.

Keywords: Cybersecurity · Electronic voting system · Privacy · Case
study · Online voting

1 Introduction

Voting is commonly associated with the sovereign expression of a voter’s will—
an expression which multiple theorems from voting theory have shown not to
be necessarily aligned with their true desires [28]. We now understand that an
important pre-condition for the expression of a voter’s will is the privacy of the
ballot, which was not always the case [6,22,27] and is still debated—e.g. for
ballot selfies [20]. However, most individuals’ voting experiences happen not in
national elections but in small settings such as boardrooms or union meetings—
which form the main client base of Neovote. This creates new issues when it
comes to privacy, as authority figures can often easily exert direct coercive power
if the vote goes against their wishes [4]. The coercive power of managers within
c© The Author(s) 2022
R. Krimmer et al. (Eds.): E-Vote-ID 2022, LNCS 13553, pp. 1–18, 2022.
https://doi.org/10.1007/978-3-031-15911-4_1
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https://doi.org/10.1007/978-3-031-15911-4_1


2 E. Blanchard et al.

a company—and the related potential for vote buying—should not be neglected,
as they are central to large-scale voting fraud campaigns such as those in Rus-
sia [14,18]. Thus, if we seek to change or enforce norms that guarantee voters’
privacy, smaller-scale votes are an immediate target. The potential for coercion
also means that such settings require even more stringent guarantees of privacy,
such as publishing not the full tally (from which one could infer some informa-
tion) but only the result [15]. Before the Covid-19 pandemic, most votes of this
kind still happened with paper ballots. The switch to remote work has made
this impossible in many settings, leading to the development and partial adop-
tion of many e-voting systems. Some focus on security and privacy [26], whereas
others are purposefully designed with usability and understandability in mind,
discarding entirely the question of coercion [7].

This article focuses on one such family of voting systems, created in 2007
by a company called Neovote. This company was relatively discreet until 2017,
at which point they started establishing themselves as a market leader (they
now announce handling upwards of 10 000 elections per year). Since then they
have been used for internal elections by at least 245 companies and institutions1.
They have also won2 at least 21 competitive public markets—half of which come
from academic institutions—valued up to 1.28M€ each for a total of more than
6.5M€ (some contracts do not specify amounts). More importantly, they were
recently chosen to organise 3 of the 5 main primary elections for the French
Presidential election of 2022. Those are the primary for Les Républicains (LR,
two rounds in December 2021), the Primaire de l’Ecologie (PE, two rounds in
September 2021), and the Primaire Populaire (PP, single round using majority
judgement in January 2022).

As actors like Neovote take an increasingly central role in both democratic
institutions and private organisations, it stands to reason that they should be
scrutinised and audited by independent actors. They have in practice mostly
received attention from the press, especially with the recent primaries [29]. This
included some criticism, mostly focused on the fact that the votes they organised
were happening online [30] and required some private information (phone and
credit card information), as well as for the fact that they allowed certain people
to vote twice by using multiple phones and credit cards [19]. The problem of
making sure that the remote voter’s identity is correct is a central one, to which
no solution has yet been found and accepted. However, beyond these issues which
apply to all e-voting systems, there remains the question of whether Neovote
attains its other security objectives—such as guaranteeing the integrity of the
tally or the privacy of voters.

The only other academic work on Neovote was performed by researchers
and students from Bordeaux University’s computer science department and put
online on February 18th, 2022 (as this article was being written). As their

1 Based on the partial information available on Legifrance, the official French govern-
ment website for legal information https://www.legifrance.gouv.fr/.

2 This information was gathered using BOAMP, the French Official Bulletin for Public
Market Offers, https://www.boamp.fr/.

https://www.legifrance.gouv.fr/
https://www.boamp.fr/
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university was using Neovote for their internal elections, they had a unique
opportunity to study it. They showed multiple vulnerabilities—including some
affecting privacy, such as the use of ESMTPS (Extended Mail Transfer Pro-
tocol), which allows man-in-the-middle attacks during password recovery [5].
They criticised the weakness of some of the registration procedures, dependent
on information considered “private” but that would be available to many col-
leagues (and trivially obtainable by many human resources departments), such
as full name, place and date of birth, or student/personnel number (shown on
some access badges).

Unlike the Bordeaux team, we did not have access to a small-scale vote
which we could participate in. Instead, we decided to run a purely observational
study on the PP vote where some of us were legitimately registered. We voted
as standard citizens without trying to artificially affect the outcome. All the
while, we recorded both our actions in screen-capture and what happened in
our browsers, keeping a copy of all html files and scripts that were downloaded3.
One of the authors of this article was initially a whistle-blower who registered for
the PE vote and tried to make public some of the information observed during
this vote4. This author then shared the corresponding files for the verification
process, which the rest of us then authenticated.

This article presents three results concerning Neovote’s online voting system:

– The voting system does not respect French security and privacy regulations
and does not fulfill its own claims, especially when it comes to vote verifia-
bility.

– The lack of end-to-end verification creates an opportunity for both errors and
attacks, leading to the temporary publication of an erroneous tally in the
Primaire Populaire vote, which we document here.

– The verification process does not give voters any guarantees as to the
integrity of the voting process. However, it allows multiple attacks that could
deanonymise some or even all voters.

This article starts by looking at the legal and regulatory constraints that
apply to the French e-voting ecosystem, and follows with a first set of issues
with Neovote concerning transparency and inconsistent claims. We then per-
form a code comparison between the public Neovote code and the obsolescent
and unmaintained asmcrypto.js library, showing that some of the cryptographic
primitives used in the first were directly taken from the latter. We follow with
the errors we documented in the online tally published on the official website
of the PP election. We then look at the verification procedures proposed by
Neovote and show how they do not provide any guarantee on the integrity of
the procedure, while still allowing an adversary to breach the voters’ privacy in
multiple configurations. Finally, we look at how the legal system has reacted to

3 The corresponding video, html and script files are available upon request.
4 He also warned the company as well as relevant institutions (ANSSI and CNIL)

before waiting the regulatory three months, talking to us and warning some journal-
ists.
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these issues (with a focus on France) and conclude on general recommendations
to ensure the privacy of voters beyond the strict confines of national elections.

2 Legal and Regulatory Constraints in France

France strongly differentiates between state-organised votes (referenda and elec-
tions) and other kinds of votes (many of which concern internal representation in
private companies, unions, and institutions). This also includes votes for primary
elections, which are poorly covered by French law [24]. Besides some restricted
experiments on electronic (offline) voting machines, state-organised votes are all
paper-based for residents of mainland France [13]. The second kind of vote is thus
a place for experimentation, socio-political as well as technological. The Primaire
Populaire combined both by having online voting as well as a not-yet-standard
evaluative voting system called majority judgement [3].

The main regulations that apply to votes handled by companies like Neovote
then come from two sources. The first is the National Commission on Informatics
and Liberty (Commission nationale de l’informatique et des libertés, CNIL) who
established some guidelines on electronic and online voting, updated for the
last time in 2019 [9]. These guidelines define three risk levels dependent on the
importance and scale of the vote and the assumed capabilities of adversaries.
Each level adds a supplementary set of constraints. We will focus here on five
specific ones which are the most relevant to the problems we consider.

– Security objective n◦ 1-07: Ensure the total separation of the voter’s identity
and the expression of their vote for the whole processing duration.

– Security objective n◦ 1-11: Ensure that the opening of the ballot box and the
tallying of its contents can be verified a posteriori.

– Security objective n◦ 2-06: Use an information system that puts into place
the physical and computational security measures recommended by the pub-
lishers of the information system and by the National Cybersecurity Agency
of France (ANSSI).

– Security objective n◦ 2-07: Ensure the transparency of the ballot box for all
voters.

– Security objective n◦ 3-02: Allow all voters to check the transparency of the
ballot box using third-party tools.

Neovote states that they are homologated (i.e. have received government
certification) to organise votes at the highest risk level. This means that they
also have to follow the ANSSI regulations, especially the Selection Guide for
Cryptographic Algorithms [1]. This guide restates two common cryptographic
statements—derived from Kerckoffs’ principle—by discouraging from creating
new protocols (2.2.6), but most importantly not trying to reimplement standard
tools (2.2.5): “This is why it is imperative to only use libraries which have been
tested and which benefit from regular maintenance on their security protocols
for any use of cryptographic mechanisms.” [1].
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If we want to restate in more standard academic language the properties
required by the CNIL regulations, we can assimilate n◦ 1-07 to ensuring the
privacy of the vote [2]. Properties n◦ 2-07 and n◦ 3-02 correspond to a mix
between cast as intended and recorded as cast (as it implies that voters should be
able to check that their vote was indeed recorded, although this is not explicitly
stated) [2,32]. Property n◦ 1–11 would then be closest to tallied as recorded.

One curious detail that we discovered during this investigation is that the
constraint of code transparency is often left unsaid in academic verifiable vot-
ing, especially when proposing new systems—except for a few recent excep-
tions [16,17]. Most E2E-verifiable voting systems are open-source [2,10], and
the availability of both the code and the protocol are often considered a given.
However, it is at best rarely explicitly stated that vote verifiability depends on
the openness of the source-code (or at least the openness on the protocols used).
However, one can wonder how a system could be verifiable if it integrates some
black-box components—or at least, if those components do not have strong con-
straints on all inputs and outputs. This problem and its implications for the
online voting technology ecosystem will be explored in more details in Sect. 7.
Before we get to this, we need to analyse how the different claims made by
Neovote relate to these regulations and how the voting system developed fails
to comply with them on multiple fronts.

3 Claims and Transparency

We can start our analysis of Neovote by its public-facing website. It features a
number of claims which are either hard to make sense of or inconsistent, as seen
on the two following examples.

– They claim to be homologated by many top-level French institutions (Senate,
National Assembly, Ministry of the Interior, Council of State), none of which
generally practice homologation. When pressed to document or explain these
claims by colleagues, they gave no response [5].

– Some of their technical vocabulary is far from standard and is not defined
(geometric models for ballot boxes, random ballot boxes). They also reject
certain standard tools and claim not to use any kind of database, as well as
no “mélangeurs” (mixers or mix-nets). They also indicate being deployed on
SecNumCloud servers (a French certification for cloud security) while also
saying they do not use any cloud resources.

One central claim they make is that they develop all their code internally,
including a modified Debian5 OS and a full cryptographic toolset, which goes
against the ANSSI guidelines. However, as the next section will show, it also is
not correct, and some of their code is taken from external libraries. However,

5 One peculiar element regarding this is that some of the voting archives available from
their servers are encrypted with utf8 passwords, and others in iso-8859-1, generally
only used on Windows.
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before proving this element, we must address a first issue with the Neovote sys-
tem: it offers no information on its inner workings. This means that we had no
source code, no documentation, no white paper or technical paper on the protocol
they use, or even any information on who designed the system or implemented
it (besides that some of them were trained in a French engineering school).
Neovote claims that this lack of transparency—for example, on how they deal
with cyberattacks—is due to legal obligations as they handle “top-secret” infor-
mation [19] even as their CEO claims that e-voting is legitimate for national
elections “as long as the solution is ethical and transparent” [29]. This limits the
analyses and security tests that can be made ethically, and as such the following
sections only feature what could be gleaned from client-side information.

A second point that compounds with the first issue is that multiple elements
make this analysis harder. First, the available code—two Javascript files called by
the html of the voting interface—was partially obfuscated. Second, despite our
team using multiple browsers and operating systems, no-one managed to directly
download the .har files of the information exchanged by the browsers during the
experiment (the contents then had to be manually copied and saved in text files).
This does not directly indicate malicious intent against external observations and
was initially thought to be a bug, but still merits a mention. Finally, both the
voting website (with a neovote.fr domain name) and the Primaire Populaire
website refused to interact with the wayback machine (archive.org), limiting the
ability to get a “neutral” external copy of our observations.

4 Code Re-use from Asmcrypto

As stated previously and despite their claims to having all their code developed
internally, we found multiple examples of code re-use by Neovote. This is not by
itself a problem and we are entirely in favour of code re-use, especially in security
contexts, when the code is open-source, maintained and frequently audited. The
code we initially downloaded from Neovote was not fully minified but partially
obfuscated, with variable names and function names replaced by arbitrary strings
(with some structure in the name format). This is apparently done each time
the scripts are downloaded from the server. However, certain function names
(such as aes_init) were not fully replaced, probably to address dependencies,
and neither were strings shown to the client. This is what allowed the initial
discovery of the asmcrypto.js library, available on Github under an MIT license.
From then, we could find a certain number of functions copied and transpiled
from one project to the other (from typescript to javascript). We’ll look at two
main examples and why they are relevant to our considerations.

4.1 General Copy

The first example we look at is linked to the AES encryption of the ballots.
Starting with aes.ts of the asmcrypto.js library6, we can find on lines 55–96 the
6 https://github.com/asmcrypto/asmcrypto.js/blob/master/src/aes/aes.ts.

https://github.com/asmcrypto/asmcrypto.js/blob/master/src/aes/aes.ts


Security Analysis of the Neovote E-Voting System 7

Fig. 1. Two pairs of matching code fragments from asmcrypto.js (left) and Neovote
(right). Within each fragment pair, the main matching variables are consistently
coloured. (Color figure online)
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code shown on Fig. 1b. On the Neovote script n◦2 downloaded during the study,
lines 542–546 correspond (once expanded) to the code shown on Fig. 1c. The
three main variable names are colour-coded (in red, purple and blue) to facili-
tate recognition. Some keywords and structures do not match due to differences
between Javascript and Typescript.

The code shown on Fig. 1c could have been imported directly from the asm-
crypto.js library at compilation time, integrated and transpiled. This would have
contradicted some of Neovote’s claims—having all code produced internally—but
would have followed national security recommendations. However, two problems
remain, the main one being the inadequacy of the library used to start with,
which is not maintained anymore: the last changes to its cryptographic source
files were done in 2018 (a few files for testing and node support were added
in 2020 but did not warrant a new release). According to its own readme, the
library is also optimised for speed instead of security or resistance to side-channel
attacks. Finally, it cannot be considered standard by any metric (rigorous test-
ing, maintenance, or even number and size of projects that use it).

4.2 RSAES-PKCS

Let’s now look at the second problem, with a second function in the Neovote
script that allows the computation of RSAES-PKCS. This function is not found
in the asmcrypto.js library but is present in a pull request from 2019, which was
never approved or merged with the main branch7. This pull request adds support
for the protocol RSAES-PKCS#1v1.5, which is now considered obsolescent by
ANSSI [1], and for which certain attacks were found as early as 2006 [8]. The
code for this protocol can be found in the PE scripts and isn’t present in the PP
scripts. However, other elements of this pull request also remain in the scripts we
observed for the PP. The code on Fig. 1b is found in this pull request, whereas
the one shown on Fig. 1d is found in Neovote script n◦2.

The most natural interpretation is that the Neovote developers copied the
code from this pull request manually, combining the disadvantages of 1) having
external, non-standard code, and 2) a priori not having a method to keep this
code up to date despite using obsolescent cryptographic primitives8. As stated
by the ANSSI regulations, unless one has the highest level of cryptographic com-
petence, one should not develop one’s own protocols. Neovote’s internal develop-
ment of its security primitives would only be justified by such an expertise, which
is incompatible with the observed ignorance of standard security practices.

5 Publishing the Tally

The second central issue we found with the Neovote system is that there is
no end-to-end aspect to check either the integrity of each ballot or that of the
7 https://github.com/asmcrypto/asmcrypto.js/pull/172.
8 Another option would be for them to have a package manager that allows imports

from arbitrary pull requests, which they would maintain manually (which is incon-
sistent with their use of obsolescent primitives).

https://github.com/asmcrypto/asmcrypto.js/pull/172
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Fig. 2. A screen capture from the Primaire Populaire official results page taken slightly
before 8 pm (2 h after the official results were due to be released, with the website
evolving significantly during and after this time).

tally. After the ballot box is opened (with auditors present), the results are
apparently given by Neovote to the client who is tasked with publishing them
(although Neovote proposes to handle the publication of the vote results on its
website). This creates an opportunity not only for errors but for attacks from
an adversary willing to discredit the election by having false results published.

We did observe what we believe was just an error9 for the Primaire Populaire
vote which temporarily indicated wrong results, as shown on Fig. 2. Because of
how hard it was to access the website (with frequent errors), it is hard to know
how long that information was shown for. Our observations started after the
results had already been published, so we do not know how early this version
was present online. However, we measured it to be at least 15min (in the two
hours after the official results were published).

The screen capture shows three distinct problems. First, the winning candi-
date’s name is misspelled (Christine instead of Christiane Taubira). Second, the
tally should be the same for all candidates (as a version of evaluative voting was
used), but Christiane Taubira has 100 votes expressed and Jean-Luc Mélenchon
has 5. Third, whereas Christiane Taubira’s results are in agreement with the
official tally, Jean-Luc Mélenchon’s results are exactly one vote in each category.
Combined with the observed database errors when trying to access the website,
this suggests that someone manually fixed the buggy database query by going

9 Since the initial write-up of this article, we were contacted by the election officer for
the PP vote who stated that Neovote transferred the results and that it was their
responsibility and mistake. It still remains that the lack of verifiability on Neovote’s
end allowed for this mistake to happen.
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back to initial placeholders and fixing them by manually adding the votes (out
of 100 instead of the real total), but forgot to do so for Jean-Luc Mélenchon.

6 Vote Verification

The next attacks we consider focus on the verification system for ballots. Fol-
lowing CNIL recommendation 2-07, Neovote for a certain time had an online
system (hosted on verifier-mon-vote.fr/) to verify one’s ballot. The public inter-
face allowed one to download the source code, and also to download the ballot
box for a given election. Following CNIL recommendation 3-02, it was also pos-
sible (although non-trivial) to create one’s own script to verify the vote using
the ballot box. However, not all votes featured this verification system.

6.1 Availability of the Verification Process

Although it was used for the PE election, and apparently for the Bordeaux Uni-
versity vote, the source code disappeared at some point before the PP election10,
making the system incompatible with CNIL recommendation 3-02. More impor-
tantly, the verification step disappeared entirely for the PP election, against
CNIL recommendation 2-07. The voting phase still featured a “proof of vote” as
a receipt and stated that this receipt was only going to be shown once for con-
fidentiality reasons. As shown on Fig. 3, the system also had some design flaws.
The three buttons at the bottom of the page state “download in pdf”, “receive
by email”, and “log out”. Clicking on them gives only a partial receipt that shows
that one voted but does not indicate the “proof of vote”, and it is by then too late
to get the full receipt11. Even if one managed to download the full receipt, the

Fig. 3. The interface featuring the “proof of vote”, with personal identification removed
(this was recorded while in a screenshare with the rest of the team). All the big buttons
on the bottom close the page, and downloading the receipt requires clicking on the text
below the “proof of vote”.

10 This was also commented upon in [5].
11 Two members of our team made this mistake despite being warned, and only

retrieved the full receipt by having screen-recording software active at the time.
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question remained of what to do with it: no information was ever given (either
by email or on any of the voting websites) with instructions on how to verify,
and the verification website used for previous votes did not accept any of our
receipt/login/password combinations.

As we did not have direct access to the Neovote code, the analyses in the
rest of this section and the next section are based on code received from one of
the authors who participated in the PE election (and sent us the code before
the PP election and before we discovered that Neovote had removed the vote
verification system). We have since received other copies of the code downloaded
by colleagues, but we initially ascertained the authenticity of this code by:

– checking that the code structure and obfuscation process were compatible
with our more recent observations;

– checking that some functions were still present in an identical form except for
the obfuscation (such as some of the ones taken from asmcrypto.js);

– checking the old code was compatible with information from [5].

6.2 Attacking the Ballot Box

We can now consider how the system was deployed for the PE vote—using the
code we received. This election had 5 candidates in its first round and each
receipt was composed of 5 hashes. Each of those potentially corresponds to a
different vote/candidate, which we understand as a privacy measure meant to
guarantee that one can’t link a receipt to any specific ballot. One central question
is then how those extra hashes are handled, which could be done by adding other
ballots’ hashes, or by creating decoy hashes not in the ballot box. The hashes
were computed by taking one candidate’s identifier, appending a random string,
encrypting in with the server’s public key and then hashing the result using
SHA-512. The receipt is then encrypted using AES, but the key is a publicly
available constant, so the usefulness of this step is still mysterious12. At least
one hash was computed locally but the server returned 5 hashes.

When a voter started the verification process, the first step was to download
the ballot box from the server. This contained multiple files and metadata, with
two files being of particular interest to us. First, ballot_data.csv which contained
one encrypted ballot per line, followed by its hash. Then, extra_hashes.csv, which
contained a list of hashes, presumably there to protect the privacy of the first
voters—who can’t rely on other voters’ hashes—but which could also contain
decoy hashes. The first step when verifying a receipt was to remove from the 5
hashes all hashes present in extra_hashes.csv. The next step was then to check
that the remaining hashes were all present in ballot_data.csv (and that they
didn’t correspond to different election rounds). The next step was to ask the
server to decrypt all the ballots (which were encrypted using RSA-3072 on its
public key), which took a long time and was failure-prone—and also made the
system vulnerable to DDOS attacks. This step then allowed tallying the votes.
12 This was also commented upon by [5], who also noticed that there was a single salt

used for all voters and publicly available, further reducing its usefulness.
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Before going into details on how the hashes are treated, we can already find
two problems with this verification process. First, the ballot box is not digitally
signed by Neovote, and neither are the receipts. This means that we have a
simple attack which fools the Neovote verifier, which goes as follows. One could
create a fake ballot box and spread it. This box would be like the original with
an arbitrary number of hashes moved from ballot_data.csv to extra_hashes.csv,
while adding new votes and hashes for any chosen candidate into ballot_data.csv.
As the tallying function ignores all the ballots in extra_hashes.csv, this procedure
preserves the number of voters, and changes the results arbitrarily. Let’s suppose
that the receipt has hashes for all candidates and that there is a low number
of extra hashes—which is the most reasonable option, as shown in the next
subsection. Then by keeping intact all the hashes for the weakest candidate and
only discarding other hashes, we can ensure that almost all ballots13 will have
at least one correct hash in the fake ballot box. As at least one hash from the
receipt is still present, the verifier will validate the vote.

The second problem is more serious as it casts doubt on the whole verification
mechanism. As the receipts are not digitally signed and have a simple structure,
one can create a fake receipt that has arbitrary hashes in it. This receipt will
show an error with the ballot box that gets detected by the verification algorithm.
Thus, there is no way to distinguish an honest voter who detects an error (or
fraud) in the system from a dishonest adversary that tries to cast doubt on the
integrity of the election. In the absence of unforgeable proofs of malfeasance,
any whistle-blower is then seen as suspicious, and there are no simple ways to
resolve the deadlocks within the bounds of the unaccountable system [23].

6.3 Deanonymising the Votes

As we have seen, one can fake receipts and ballot boxes, minimising any potential
usefulness of the verification procedure. However, despite their near-uselessness,
the receipts can still be dangerous. This brings us to our main attack, which
seeks to destroy any privacy by deanonymising the votes.

Let’s now consider how the hashes are generated and which ones go in
extra_hashes.csv. We have two main possibilities. First, let’s suppose that all
the extra hashes from the receipt are absent from the ballot box (which would
only feature the hash of the real vote). The decoys would then all be in
extra_hashes.csv and, by communicating their receipt before the opening of
the ballot box (which is only done after the voting period ends), the voter could
prove how they voted, as only one ballot from the ballot box matches a hash on
their receipt—the decryption keys being available after the election.

Let’s now suppose that some but not all hashes were included in the
extra_hashes.csv list, which would mean that at least some of the hashes in
the receipt correspond to other voters’ ballots. The voter might not be able to

13 If the receipt hashes are chosen from the last votes cast, there is exactly one ballot
that would show wrongdoing. If they are random, the exact probability depends on
many factors.
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prove how they voted, but could at least prove how they did not vote. Thus,
unless one wants to allow some coercion attacks, we can now suppose that the
other hashes are generally not included in extra_hashes.csv—which is consistent
with our observations for the EELV vote. The voter’s anonymity would then sup-
posedly be protected by the fact that they have the hashes of five real ballots14.
Let’s show two problems with this approach.

First, if all (or nearly all) receipts are kept private, the organisers can commit
a clash attack and assign n ballots for a candidate to kn voters. Most of the voters
from one candidate will then have duplicates, but none of them will be able to
notice unless they share their hashes with other voters. With k = 2, supposing
all voters decide to check with one other trusted voter, the probability of one
of them finding a duplicate tends towards 1− e−1/2 [25]. However, this assumes
that all voters check with one other person. If only a fraction c checks, the
probability15 of finding a duplicate drops to at most c

2 + O( 1n ). This is rare
for a “verifiable” voting system, where the norm is that attacks that modify a
constant proportion of ballots are discovered with probability 1−C−k, where k
is the number of ballots checked and C’s value depends on the protocol and the
proportion of modified ballots. Neovote also goes against usual verifiable voting
norms by dissuading voters from sharing their receipts (even after the ballot box
is opened), which makes this attack possible in practice.

Let us now suppose that, despite the organisers’ recommendations, most or
even all receipts become public. The question that matters is then how the hashes
are distributed when voters obtain their receipts. Similarly to what happens with
the extra hashes above, if the receipt’s hashes do not show at least one vote for
each candidate, they can be enough to partially uncover how someone voted16).
Thus, to avoid the attacks above, we can assume that each receipt has n hashes,
the correct one plus one from each other candidate. We will assume here that
we have n = 2 candidates17. We can then consider two main cases:

1. The hashes are taken from the last set of votes cast for each candidate.
2. The other hashes are taken randomly, guaranteeing a hash per candidate.

Let’s look at the first case. If we receive a set of receipts, we will observe
sequences of receipts of the form (x1, y), (x2, y), ...(xk, y), where xi are distinct
hashes for candidate x and y is a constant hash for y. By finding the receipts
(x1, y

′) and (xk, y
′′), we can know that the first sequence of receipts corresponds

exclusively to votes in favour of x (and the two extra receipts are for y).
14 Except potentially for the first few voters, who have the hashes of the initial extra

ballots.
15 As the probability for each couple is 1

2n−1
, by union bound with c × n couples, we

obtain c
2
+O( 1

n
).

16 We are assuming that the system is candidate-agnostic—which Neovote apparently
is—in that we don’t consider the possibility that it could force the presence of a
given candidate (who could have more coercive power) on the receipt.

17 The attacks below can also work for n > 2 albeit with smaller sequences and more
ambiguity. Statistically, they still allow the deanonymisation of at least a constant
fraction of voters.
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Let’s now suppose that the hashes are taken randomly. Then certain hashes
will be present in a single receipt and will correspond to that receipt’s real
ballot. If one manages to have access to all receipts, they will then manage to
deanonymise a constant proportion of ballots for each candidate. This proportion
can be shown to be in expectation eθ(−B/A) where A is the number of votes for
the candidate and B the number of votes for other candidates18. Moreover, a
coercer for candidate A just has to look at the receipts of people who say that
they voted for A. If k of them share the same hash for A, all but one of them
are lying. Even assuming that the coercer can only get half of all receipts for
A, a voter willing to vote for another candidate will get caught with probability
at least 0.5, in which case the coercer will know that there is at least an 0.5
probability that the voter did not follow the voting orders.

7 Discussion

The findings in the previous sections show a non-negligible number of vulnera-
bilities and failures to respect cryptographic best—or even common—practices.
In other contexts, such failings could potentially be handled by competition
between service providers. However, the national aspect of the votes handled
and the fact that the practices observed could lead to the privatisation of some
democratic practices means that they fall under the public purview. In such a
situation, we should expect the state to provide regulation and enforcement.

However, an analysis of the few legal decisions concerning Neovote shows
that French courts do not fully address the weaknesses of electronic voting sys-
tems. The Administrative Court of Appeal of Marseille cancelled in 2019 a vote
organised by Neovote, criticising the “réassort” protocol that allowed voters to
renew their secure identification, as it “did not offer a protection of the voter’s
privacy at a level equivalent to other voting methods” [11]. The other problems
shown above were not mentioned (not only the technical ones which were not
necessarily known, but also the lack of transparency).

A more worrying case stems from a decision taken by the Cour de cassation
(one of the French supreme courts) [12]. Multiple employees were seeking the
cancellation of a vote under the reasoning that the independent auditing did not
focus on the vote itself or the source code that was used, but on a theoretical ver-
sion of the protocol. The Court considered that the expertise in abstracto made
before the vote satisfied the legal rules concerning the necessity of independent
auditing. A single audit was then considered sufficient for all votes organised
with the same voting system and only a substantial modification of the system
would warrant a new audit. However, this ignores the crucial fact that only sys-
tematic auditing—which would at the very least check digital signatures—would
allow the discovery of any modifications in the system (whether they are sub-
stantial or not). This also ignores the fact that errors can happen (as with the
18 The proof goes by linearity of expectation, using the fact that the expected number

of single-hash receipts for A is A(1 − 1
A
)B . We obtain A × eB×log(1− 1

A
), which is

A× eθ(−B/A) using the Taylor expansion for the logarithm.
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publication of a wrong tally) and that certain attacks do not require any code
modification to take place, only a change of context.

Finally, there is a very real concern that the privacy requirements considered
by the Court are not realistic in a world where most citizens use and share
part of their lives on social media. In its decision from 2021, the Court did not
reject the framework of a simple 2-factor authentication system to send voters
their voting information, even with a centralised system that could potentially
deanonymise the voters. One element of the decision reads as follows: “It was
also pointed out that [a voter] could only obtain the new password of another
employee of the company as the latter had given him his birth place, meaning
that this process, originating in an identity theft with [the accomplice’s] consent,
did not demonstrate a failure in the protocol”. Thus, the Court did not denounce
the reliance on the supposed secrecy of information that are easily obtainable by
one’s superiors and colleagues. This interpretation is increasingly at odds with
best practice, especially in the wake of scandals like Cambridge Analytica’s [21].

A last element is that, as pointed by our colleagues [5], there is little exist-
ing regulation for verifiable voting systems, and few recourse methods. 392738
people voted in the Primaire Populaire, and all were offered the possibility of
verifying their vote. The fact that there was no scandal when this turned out
to be impossible has two alternative explanations. First, the people trying to
verify their vote might have been so few that they had no visible impact (which
is worrisome for all verifiable voting systems). Second, the people might have
been numerous but unable to trigger a political response.

8 Conclusion

We have used two of the latest high-profile electronic votes in France as a case
study to show not only the weaknesses in the system used but most importantly
the inadequacy of the regulatory system when faced with highly technical sys-
tems, even as those systems threaten to encroach on the roles traditionally played
by institutions directly accountable to the public. To be sure, these problems are
neither new nor restricted to France, and bring to mind previous experiments
such as the Estonian e-voting experiment [31]. We must state clearly that we
have no evidence of any actual wrongdoing that sought to affect the results of
any of the primary elections we analysed. However, the current conditions cannot
guarantee the integrity of the votes, and we cannot have any confidence that if
there had been an attack, evidence would have been available (independently of
whether it would have been made public). Indeed, despite claiming they strived
for transparency, the fact that wrong results were temporarily available online
was not made public by the Primaire Populaire. The PP official responsible for
the vote at the time contacted us to state that the official results were made
public through a press conference, which they considered sufficient as the online
version was for convenience and had no legal value.

We are not showing these vulnerabilities to advocate for a ban on all elec-
tronic voting systems, as some of them can be tailored to certain use-cases
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where security or privacy are secondary concerns. They can also be useful as
teaching tools, especially when it comes to introducing voters to verifiable vot-
ing. However, we are concerned by the use of unregulated and unsecure voting
tools in public institutions, which if any scandal were to happen could further
reduce public trust not only in electronic voting—which might well be deserved—
but in democratic practices in general. It then appears necessary to develop
better guidelines—at national and supranational levels—on how public institu-
tions should use such technologies. These should address both verifiability and
transparency—including the openness of the protocol and the source code. We
should also explore how to level the playing field between systems developed for
free by public institutions (such as Helios or Belenios), which are often poorly
marketed, and products sold by for-profit companies (whose marketing claims
might not be checkable as anyone trying such endeavour faces IP violation law-
suits).
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5 CentraleSupelec, Université Paris-Saclay, Gif-sur-Yvette, Paris, France
hugo.waltsburger@centralesupelec.fr

6 Inria, CNRS, Universite de Lorraine, Nancy, France
peter.roenne@gmail.com

Abstract. The open vote network (OV-Net [10]) is a secure two-round
multi-party protocol facilitating the computation of a sum of integer
votes without revealing their individual values. This is done without a
central authority trusted for privacy, and thus allows decentralised and
anonymous decision-making efficiently. As such, it has also been imple-
mented in other settings such as financial applications, see e.g. [15,17].

An inherent limitation of OV-Net is its lack of robustness against
denial-of-service attacks, which occur when at least one of the voters
participates in the first round of the protocol but (maliciously or acci-
dentally) not in the second. Unfortunately, such a situation is likely to
occur in any real-world implementation of the protocol with many par-
ticipants. This could incur serious time delays from either waiting for
the failing parties and perhaps having to perform extra protocol rounds
with the remaining participants.

This paper provides a solution to this problem by extending OV-Net
with mechanisms tolerating a number of unresponsive participants, the
basic idea being to run several sub-elections in parallel. The price to
pay is a carefully controlled privacy loss, an increase in computation,
and a statistical loss in accuracy, which we demonstrate how to measure
precisely.

Keywords: Multi-party computation · Open vote network · Denial of
service · Decentralised voting

c© The Author(s) 2022
R. Krimmer et al. (Eds.): E-Vote-ID 2022, LNCS 13553, pp. 19–35, 2022.
https://doi.org/10.1007/978-3-031-15911-4_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-15911-4_2&domain=pdf
http://orcid.org/0000-0001-8719-1724
http://orcid.org/0000-0002-2785-8301
http://orcid.org/0000-0002-1677-9034
https://doi.org/10.1007/978-3-031-15911-4_2


20 F.-E. El Orche et al.

1 Introduction

Cryptographic voting protocols allow mutually-distrusting entities to verifiably
compute a voting result without revealing more about the private vote inputs
than the actual result. Most of these protocols involve a trusted authority respon-
sible for running the election or tallying the results. However, there exist a num-
ber of so-called “boardroom” or “self-tallying” schemes that do away with the
need for a central authority [13]. In such decentralised schemes, the election is
an interactive protocol between the voters only and it can even be made one-
round, i.e. non-interactive, in a public key setting [7]. Whether a centralised or
decentralised protocol is better-suited to a given situation depends on practical
and context-specific concerns such as whether the trusted authority assump-
tion makes sense. Especially, the decentralised protocol can be used in settings
where there is no natural trusted third party, e.g., a company surveying privacy-
sensitive data of the customers.

The open vote network (OV-Net) is a self-tallying voting scheme proposed by
Hao, Ryan and Zielinski [10]. Improving upon Hao and Zieliński’s earlier AV-net
[9,11], it is a 2-round protocol which makes it an appealing candidate for larger-
scale elections.1 One of OV-Net’s limitations, according to Hao–Ryan–Zieliński,
is that the protocol cannot handle denial-of-service (DoS) events:

“ (...) For example, if some voters refuse to send data in round 2, the tal-
lying process will fail. This kind of attack is overt; everyone will know who
the attackers are. To rectify this, voters need to expel the disrupters and
restart the protocol; their privacy remains intact. However the voting pro-
cess would be delayed, which may prove costly for large scale (countrywide)
elections (...)”—[10, Sect. 3.4]

While the protection of privacy and the identification of culprits are desirable
properties, the need to restart the protocol every time a voter drops out is a very
strong limitation. This weakness is what we set out to rectify in this paper, by
extending OV-Net to handle DoS events gracefully using parallel elections. Our
modifications come at a cost, which we investigate quantitatively.

Some earlier works have already tried to improve the security and efficiency
of OV-Net. In [12] fairness (i.e. preventing that voters get partial results before
casting their vote) was guaranteed by committing to the vote in the first round.
Further, the robustness against denial of service attacks was improved by intro-
ducing a recovery round: if some voters did not participate in the second round,
the remaining voters perform a third round to achieve the partial tally for their
cast votes. However this does not guarantee that there are no fallouts in the
recovery round. In [7] it was shown that using a bilinear group setting and
assuming a public key infrastructure, the voting protocol can be made non-
interactive, i.e. one-round. This decreases the run time considerably, but does
not in itself remove the robustness problem since the list of voters has to be

1 As comparison, the self-tallying protocol of Groth [8] has n + 1 rounds for n voters,
which makes it impractical to use for larger elections.
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determined before the election and the result cannot be computed without every
eligible voter participating. Finally, in [15] the OV-Net was implemented via a
smart contract that financially punishes voters who drops out of the election.
This gives an economic incentive to participate in the second round, but does
not prevent dedicated DoS attacks, nor involuntary dropouts e.g. due to lack
of network access, and it assumes that the participants are willing to risk the
economic punishment in the first place.

2 Preliminaries

2.1 Notations

Throughout this paper, we will use the following notations. If X is a finite set,
x

$←− X means that x is sampled uniformly at random from X. When working in
a cyclic group G generated by g, we write [x] to denote gx. If q > 1 is an integer,
we denote by Zq := Z/qZ the ring of integers modulo q. We denote by 1 the
vector whose coordinates are all 1. BD(p, n) denotes the binomial distribution
of mean p for a population n.

Note that due to the page limit a longer version of paper including proofs of
the obtained results and appendices can be accessed here [1].

2.2 Open Vote Network (OV-Net)

We recall here the OV-Net protocol in the simple case of a referendum: there
are two vote choices encoded as 0 or 1 and n voters; each voter will cast a vote
vi ∈ {0, 1} and the final tally will reveal the sum of all votes. Ultimately, we may
set a threshold to choose a final winner based on the tally, but this is beyond
the scope of OV-Net.

We assume that all participants have agreed ahead of time to use a given
cyclic group G of generator g in which the decisional Diffie–Hellman problem is
intractable. Let q be the order of G. Each voter i ∈ {1, . . . , n} samples a random

value xi
$←− Zq as a secret.

1. Round 1: Each voter i ∈ {1, . . . , n} publishes gxi along with a zero-
knowledge proof of knowledge (ZKP) of xi, e.g. a Schnorr proof [16].
When this round finishes, each voter i ∈ {1, . . . , n} does the following:

• checks the validity of the ZKP for all gxj , j ∈ {1, . . . , n}\{i},
• computes: gyi =

∏i−1
j=1 gxj /

∏n
j=i+1 gxj

2. Round 2: Each participant i ∈ {1, . . . , n} publishes gxiyigvi and a ZKP for
vi showing that vi ∈ {0, 1}. In practice, this proof can be implemented using
the technique of Cramer–Damg̊ard–Schoenmakers [5].

At the end of this procedure, each voter checks the proof of knowledge of
all others, and multiplies together all the gxiyigvi ’s. Since

∑
i xiyi = 0 by the

definition of yi, the result is g
∑n

i=1 vi , from which the value
∑n

i=1 vi can be recov-
ered by solving the discrete logarithm problem in G—this is tractable because
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n is small (by cryptographic standards), with the total world population being
less than 234. Thus generic algorithms such as Pollard’s ρ, with a complexity of
O(

√
q), can be used here.

Remark 1. The OV-Net protocol can be extended to more than two candi-
dates by an appropriate encoding of vi [2,6], with the final tally requiring a
(superincreasing) knapsack resolution after a discrete logarithm computation
[10, Sect. 2.2]. Here we focus on the simpler case of two candidates.

2.3 Denial of Service

In the description of OV-Net, we implicitly assume that all participants are
honest, to the extent that the proofs of knowledge are valid and that they follow
the protocol. If one or several voters publish an incorrect proof of knowledge,
or do not follow through with the protocol, then it is impossible to reach a
conclusion for this particular vote event. This is called a denial of service (DoS)
event.

When a DoS event occurs, the non-compliant voters can be identified and
removed from a subsequent vote. However the results for that particular vote
must be discarded (or cannot be computed) and a fresh vote must take place.
This is troublesome for several reasons. One reason is that as n becomes large,
disconnection or time-out events become more common and therefore the proto-
col’s failure probability increases. Another reason is that accounting for protocol
errors and re-voting adds complexity to real-world OV-Net implementations.

3 Parallel OV-Net

We consider a modification of OV-Net where users participate in several voting
sessions in parallel. However, not all voters take part to all votes, as we now
explain. Let n be the number of voters and M the number of parallel vote ses-
sions. Each voter will participate in k pseudo-randomly chosen sessions amongst
M .

More precisely, voter i picks k sessions before the protocol is run which we
call i’s selection. We assume that this selection is pseudo-random, i.e. that any
given selection happens with the same probability 1/

(
M
k

)
. As a result not all

sessions have the same number of voters, a phenomenon that we will need to
account for.

Remark 2. A natural question is whether we could impose a more clever rule,
that would guarantee that there is always the same number of voting opportu-
nities for each of them. Indeed, a solution is provided, in some cases, by Steiner
systems [3]: a Steiner system with parameters t, k, n, written S(t, k, n), is an n-
element set S together with a set of k-element subsets of S (called blocks) with
the property that each t-element subset of S is contained in exactly one block.

The existence of Steiner systems is deeply connected to number-theoretic
properties, and in particular the existence of a S(t, k, n + 1) system precludes
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that of a S(t, k, n). Thus, although we could initially form a balanced set of
voters in some initial setting, it cannot be done if any of the voters bails out (or
is disconnected).

However, it is not obvious how a decentralised pool of voters could agree on
such a setting in a non mutually-trusting way and without leaking private infor-
mation. It also remains an interesting question whether approximately balanced
block designs exist that are “stable” in the sense that they retain this property
when elements are removed. �

Should a voter drop out during a voting session, this particular session will be
discarded, but all sessions in which this voter didn’t participate will go through.
Unfortunately, this also discards all the votes of honest voters in the dropped
session. To overcome this exclusion we allow each voter to vote k times: in other
words, each voter will cast k votes into k independent ballots amongst the M .

Our claim is that in this case, the final tally’s result reflects the choice of hon-
est voters even after discarding all the sessions that were blocked by a dishonest
voter. Furthermore, when several voters are dishonest, their cumulative effect on
the final tally is weighed down by the fact that they shared many vote sessions.
Concretely, for k = M/2, the first dishonest voter makes about M/2 sessions
invalid; but amongst the remaining sessions only about M/4 can share a second
dishonest voter, etc. Hence, this setting tolerates roughly log2 M dropouts, at
the price of running M sessions.

In summary, by running several sessions, several competing phenomena
occur:

1. The overall protocol’s resilience against DoS events is improved as we run
more sessions—more sessions however bring an additional computational and
communication cost;

2. Sessions have a varying number of voters in them, and not every voter par-
takes in every session, which introduces a bias—we can expect this bias to
become small when many sessions are run;

3. The list of participants in each session is public, therefore some information
about individual voters’ preferences is leaked—running more sessions results
in a increased loss of privacy.

There is therefore a balance to be struck, and we must quantify these phenomena
more precisely.

4 Parallel OV-Net DoS Resilience

Let � be the number of voters causing a DoS event; they cause a (random)
number X� of sessions to be discarded. The protocol fails when all sessions have
been discarded, i.e., when X� ≥ M—this cannot happen when � < M/k. If
� ≥ M/k then it is possible to stop the protocol entirely when the selections
of dropping voters cover all sessions. However, the likelihood of this happening
when each selection is random and independent is low, as many of the dropping
voters will have sessions in common.
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This is a particular variant of the famous coupon collector’s problem, which
has been extensively studied.

Lemma 1. The average number of DoS events necessary to cause an overall
failure, when we run M parallel sessions and each voter partakes in k of them is

E[� | overall protocol failure] =
(

M

k

) M∑

r=1

(−1)r−1

(
M
r

)

(
M
k

) − (
M−r

k

) .

Proof. See Appendix A.1 in [1].

Figure 1 compares simulation results to the formula of Lemma 1, showing excel-
lent agreement. The simulation is for M = 50 and k varying from 1 to 49,
over 105 runs2. Using this information, we can choose parameters M and k to
accommodate a given number of potential drop-outs.

Fig. 1. Simulated and predicted minimum number of DoS events necessary to cause
an overall protocol failure, for M = 50 and k = 1, 2, . . . , 49.

When we have fewer than the critical number of DoS events, the remaining
sessions can be tallied. We can estimate the number of remaining valid sessions
as μ = M − X�:

Lemma 2. E(μ) = (M − k)
(
1 − k

M

)�−1

Proof. See Appendix A.2 in [1]

Finer results about the distribution X� are given in Appendix A.5 in [1].

2 The corresponding Python code is available from the authors upon request.
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5 Tally-Combining Algorithms

In this section we formalise how a final result can be obtained from the parallel
OV-Net protocol. It is practical at this point to use vector notations.

We make the assumptions that voters are consistent, i.e., that they make the
same choice across all the voting sessions in which they participate3. We denote
vi the choice of voter i, and collect this (unknown) information into a vector
v = (v1, . . . , vn). If the vote went through with no incident, we would obtain the
final tally: V =

∑n
i=1 vi = v · 1.

When a voter drops out, all the sessions in which he participated are dis-
carded. Let 0 < μ ≤ M be the number of remaining sessions and for each
session j ∈ {1, . . . , μ} let sj,i be the number of times that voter i partic-
ipated in session j; hence sj,i can take values in {0, 1} with the minimum
value meaning that voter i did not partake in session j, and the maximum
value indicating that they voted during session j. The tally for session j is
therefore tj :=

∑n
i=1 sj,ivi = v · sj where sj := (sj,1, . . . , sj,n). By defini-

tion, sj,i = 0 if voter i dropped out, and sj is non-zero (otherwise μ = 0).
At the end of the procedure, the following information is public knowledge:
T := (t1, . . . , tμ) S := (s1, . . . , sμ).

The question is now: given (S,T ), and the parameters pp = (n, k,M, μ) how
well can we approximate V ? To answer this question we need a precise definition
of the error.

Definition 1 (Average- and worst-case error). Let A be an algorithm tak-
ing as input S, T and (implicitly) pp, and returning a real number. We refer to
A as a tally-combining algorithm, and we write δ(v,S) := V − A(S,T ) for the
tallying error.

Since δ depends on a choice of v, which is not public information, and since
S is a collection of randomly chosen selections, it is more meaningful to consider
the average error:

πA
avg := Ev ,S [δ(v,S)],

where v and S span all their possible values.
While A may give results that are close to V on average, there may be cor-

ner cases in which the predicted value wanders substantially away from V ; this
phenomenon is controlled by the worst-case error:

πA
wc := max

v ,S
|δ(v,S)| ,

where again v and S span all their possible values.

A simple tally-combining algorithm is given by averaging the tallies and rescaling
to account for lost sessions, i.e.

Anäıve(−, T ) =
M

μk
(1 · T )

3 This makes our analysis simpler, but in practice a voter casting inconsistent votes
simply weakens his own position.
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(we must divide by k since each voter casts k votes).

Lemma 3. The näıve tally-combining algorithm gives:

πnäıve = 0
avg

Proof. See Appendix A in [1].

See also [1] for the worst case values.
More generally, let x = (x1, . . . , xμ) be a vector of real coefficients, and define

the weighed tally-combining algorithm Ax(T ) = x · T , which gives the result

Vx = x · T = v ·
⎛

⎝
μ∑

j=1

xjsj

⎞

⎠ = v · βx .

How do we choose x? The following result partially answers this question.

Theorem 1. A sufficient condition for the bias of Ax to be zero in average is
1·(1−w) = 0 where w = x1s1+· · ·+xμsμ. Furthermore, under these conditions,
standard deviation is proportional to ‖1 − w‖22.
Proof. See Appendix A.4 in [1].

If S spans Rn, then by definition of a generating family we can find {x1, . . . , xμ}
such that w = 1.4 Concretely, we can construct an orthonormal basis of Rn from
vectors of S and project 1 onto each coordinate. We dub this method of com-
puting x the minimum variance tally-combining algorithm (MV, Table 1). When
S span R

n, the MV algorithm gives an exact result (zero bias and variance).

Table 1. Algorithm for minimum variance tally combining (MV).

Input: S = {sj}, T , μ, n
Output: Vx , x, w

1. Z ← ∅
2. For each sj ∈ S, if sj is linearly independent from Z, Z ← Z ∪ sj

3. ̂Z ← GramSchmidtOrthogonalisation(Z)
4. For each ẑj , let x̂j ← 1 · ẑj

5. w ← ∑

j x̂j · ẑj

6. M ← (zj · ẑ�)j,�

7. x ← (M�)−1 · w
8. Vx ← x · T
9. Return Vx, x, w

4 The average value of μ such that S spans R
n is

∑n
k=1

2k

2k−1
. See [4] for more precise

results.
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However, when S does not span R
n, the MV algorithm can only find a vector

w close to 1, namely the closest such vector in terms of Euclidean distance that
can be expressed in terms of vectors in S. This is still the solution resulting in
the smallest variance, but no longer the solution with the least bias!

This leads us to consider the following approach: we can construct tally-
combining algorithms that guarantee zero bias, and select amongst these an
algorithm that minimizes variance. Indeed, the constraint 1 · (1 − w) = 0 can
be guaranteed by determining x1 as a linear function of other variables5. It
remains to minimize ‖1 − w‖22 which is simply a quadratic form in μ − 1 vari-
ables. Therefore its minimum is easy to find as it amounts to solving a linear
system in μ−1 rational variables. We call the corresponding algorithm the zero-
bias minimum variance tally-combining algorithm (ZBMV, Table 2). In Table 2,
“symbolic expression” refers to the notion that x1, . . . , xμ are not evaluated but
are symbols to be manipulated formally.

Table 2. Algorithm for zero-bias minimum variance tally combining.

Input: S = {sj}, T , μ, n
Output: Vx , x

1. Let x1 be the symbolic expression 1
1·s1

(

n − ∑μ
j=2 xj(1 · sj)

)

2. Let D be the symbolic expression ‖1 − ∑μ
j=1 xjsj‖2

2

3. (x�
2, . . . , x

�
μ) ← solutions of the linear system ∇D = 0

4. x�
1 ← 1

1·s1

(

n − ∑μ
j=2 x�

j (1 · sj)
)

5. x ← (x�
1, . . . , x

�
μ)

6. Vx ← x · T
7. Return Vx, x

5.1 Comparing Tally-Combining Algorithms

Let’s consider a toy example to illustrate how the three discussed tally-combining
algorithms compare. Throughout this section, we take n = 4, M = 6, μ = 3,
k = 3 and s1 = (1, 1, 1, 0), s2 = (1, 1, 0, 0), s3 = (0, 1, 0, 1) and T = (1, 0, 0).6

The results are summarized in Table 3.

Algorithm 1 (Zero-bias minimum variance). We can express x1 in terms
of x2 and x3 to ensure zero bias:

x1 =
1

1 · s1
(n − x2(1 · s2) − x3(1 · s3)) =

1
3

(4 − 2x2 − 2x3) .

5 There is nothing special about s1, any other vector of S can be used. Note that
1 · s1 �= 0.

6 Note that in this example, knowing the tallies t1 and t2 reveals one participant’s
vote. This privacy issue is addressed later in the paper.
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Table 3. Comparison between tally-combining algorithms on the toy example.

Tally-combining algorithm Bias Variance Tally

1 · (1 − w) ‖1 − w‖2
2 x · T

Näıve algorithm −2/3 4/3 2/3

ZBMV 0 5/7 6/7

MV 1/3 1/3 1

We are left to determine x2 and x3, which we choose to minimize the distance
of w = x1s1 + · · · + x3s3 to 1, i.e. the quantity

‖1 − w‖22 =
n∑

i=1

(1 − wi)
2 = (1 − x1 − x2)2 + (1 − x1 − x2 − x3)2 + (1 − x1)2

+ (1 − x3)2 =
1
3
(4 + 5x2

2 + 2x2(x3 − 3) + 3x2
3 − 2x3)

This achieves its global minimum value of 5/7 at x�
2 = 4/7 and x�

3 = 1/7.
Therefore, we have: x = 1

7 (6, 4, 1). In particular, w = x�
1s1 + · · · + x�

3s3 =
1
7 (10, 11, 6, 1) (note that computing this vector is not necessary for the algorithm).

Algorithm 2 (Minimum variance). We begin by computing an orthonor-

mal basis Ẑ from S: ẑ1 = 1√
3
(1, 1, 0, 0) ẑ2 =

(
1√
6
, 1√

6
,−

√
2
3 , 0

)
ẑ3 =

(− 1√
6
, 1√

6
, 0,

√
2
3 ) which gives x̂1 =

√
3, x̂2 = 0, x̂3 =

√
2/3, from which we

get w = 1
3 (2, 4, 3, 2) and finally x =

(
1,− 1

3 , 2
3

)
.

As expected this tally-combining algorithm has smaller variance (since ‖1 −
w‖22 = 1/3), compared with the ZBMV algorithm in of Algorithm 1, but its bias
is not guaranteed to be zero (since 1 · (1 − w) = 1/3).

Algorithm 3 (Näıve tally combining). Let’s use the näıve tally-combining
algorithm, i.e., x = M

μk1. We assume here that M = 6, μ = 3 and k = 3 so that
x = 2

31, yielding w = (43 , 2, 2
3 , 2

3 ). The bias for this algorithm is −2/3, however
this algorithm has larger variance than the other two, since ‖1 − w‖22 = 4/3.

6 Privacy of Parallel OV-Net

In this section we investigate the decrease in privacy which we can expect due
to the multiple parallel elections which are tallied individually, thus giving the
adversary extra information. As an example, let us consider a simple referendum.
If the outcome is unanimous , we of course lose privacy. However, the probability
of this might be small. However, if we split the voters into two elections, the
probability is roughly the square root of the old probability, i.e. much higher.

Recall that M is the number of the parallel and independent elections, n
is the total number of voters and k is the number of elections that each voter
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has randomly chosen to participate in. We denote by Mi the set of voters who
participated in election i and we consider that the elections are enumerated from
1 to M . Let Res(Mi) be the random variable that gives the number of ‘Yes’ votes
in the set Mi. We recall also that Yi is the random variable that gives the number
of voters in the set Mi.

6.1 Definitions and Assumptions

To quantify privacy, we use the δ-privacy definition for voting from [14] which
assumes that, besides the voting elements of a voting protocol, there exists an
additional party called an observer O, who can observe publicly available infor-
mation. Moreover, we assume that among the n honest voters, there exists a
voter Vobs who is under observation. For the sake of clarity, Vobs will refer at the
same time to the voter under observation and to its vote.

Definition 2 Let P be a voting protocol and Vobs be the voter under observation.
We say that P achieves δ-privacy if the difference between the probabilities

P[(πO||πVobs
(Yes)||πv)(l) → 1] and P[(πO||πVobs

(No)||πv)(l) → 1]

is δ-bounded as a function of the security parameter �, where πO, πVobs
and πv

are respectively the programs run by the observer O, the voter under observation
Vobs and all the honest voters v (clearly without Vobs).

To calculate the privacy we use the following result from [14]

δ(n) =
∑

r∈M∗
Yes,No

(ANo
r − AYes

r ) (1)

where M∗
Yes,No = {r ∈ R : AYes

r ≤ ANo
r }, R is the set of all possible election

results and Aj
r denotes the probability that the choices of the honest voters yield

the result r of the election given that Vobs’s choice is j.
We consider a referendum with n honest voters with a uniform distribution

between yes and no votes. For simplicity, we will assume that nobody abstains.
We also assume that no voters are corrupted. This is reasonable, since instruct-
ing corrupted voters to vote in a special way does not give further advantage
compared to simply knowing the corrupted voters’ votes. Moreover, we assume
that at least one of the elections in which Vobs participated is surviving.

6.2 Basic Cases: M = k = 1 and M ≥ 1, k = 1

The δ for a single referendum is:

δ(n) =
(

1
2

)n 1
n

n∑

a=0

(
n

a

)

|2a − n|

=

⎧
⎨

⎩

2−n
(

n
n
2

)
if n is even

21−n

n

(
n

1+[n
2 ]

) (
1 +

[n

2

])
Otherwise
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where the first equality holds using the result from (1) and the second one using
the binomial theorem.

The formula above refers to the case M = k = 1 where all voters had chosen
to vote in the same and unique election 1. For the case M > 1 and k = 1, δ
becomes a random variable and the expected value of δ of the election in which
Vobs is participating can be defined as follows:

δexpected(n,M) =
n∑

n′=1

P(Y ′
i = n′)δ(n′) (2)

where Y ′
i is the random variable that gives the number of voters who participated

in the election i, including Vobs; and Y ′
i ∼ 1 + BD(n − 1, k

M ). Equation (2) for
k = 1 and M > 1 becomes:

δexpected(n,M) =
n∑

n′=1

(
n − 1
n′ − 1

) (
1
M

)n′−1 (

1 − 1
M

)n−n′

δ(n′)

Figure 2 shows that privacy is almost lost when M � n.

Fig. 2. The relationship between M and δexpected for different values of n =
10, 102, 103, 104.

6.3 General Case

In this part we give a general formula of δ. To this end, we consider the following.
Let y = (y1, . . . , yM ) be an assignment of voters such that Card(Mi) = yi for
i ∈ [1,M ]. We can obtain all the possible assignments of voters by respecting the
condition

∑M
i=1 yi = nk. Let r = (r1, · · · , rM ) be a possible result corresponding
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to the assignment y with ri = Res(Mi) for i ∈ [1,M ]. r verifies the conditions
(
∑M

i=1 ri) mod k = 0 and ri ≤ yi for i ∈ [1,M ]. Remember that Res(Mi) gives
the number of “Yes” votes in Mi. We have Res(Mi) ∼ BD(yi,

1
2 ) for i ∈ [1,M ].

Intuitively, δ can be expressed as the following:

δ(n,M, k) =
∑

y1+···+yM=nk

P(Y1 = y1, . . . , YM = yM ) ·
∑

r∈M∗
Yes,No

(ANo
r − AYes

r )

By definition of Aj
r we have Aj

r = P(Res(M1) = r1, . . . ,Res(MM ) =
rM/Vobs = j) with j ∈ {Yes, No}.

To proceed we will introduce an additional notation. Remember that Mi

denotes the voters in election i. Define Σk as the subsets of {1, . . . , M} of car-
dinality k. For σ ∈ Σk we define M ′

σ =
⋂

i∈σ Mi, i.e. the voters participating
in the elections in the set σ. Note that the assignment of voters to elections is
uniformly random, i.e. each voter is assigned uniformly and uniquely to a M ′

σ.
Also Zσ is the random variable determining the number of voters in M ′

σ.
There are c =

(
M
k

)
possible M ′

σs . Suppose that σs are enumerated from 1 to
c. Let z = (zσ1 , . . . , zσc

) be an assignment of voters such that zσi
= Card(M ′

σi
),

for (σi, i) ∈ Σk × [1, c]. All the possible assignments of voters z are obtained by
respecting the condition

∑
σi∈Σk

zσi
= n.

The variables Zσ, σ ∈ Σk correspond to the problem of putting n indistin-
guishable balls into c distinguishable boxes, i.e. the vector Z = (Zσ1 , . . . , Zσc

) fol-
lows a multinomial distribution with equal parameters pi = 1/c, and

∑
σ∈Σ zσ =

n including Vobs. We can now calculate the probability for the assignment of the
voters, and rewrite our formula as:

δ(n,M, k) =
∑

z1+···+zc=n

P(Zσ1 = zσ1 , · · · , Zσc
= zσc

) ·
∑

r∈M∗
Yes,No

(ANo
r − AYes

r )

Let r′ = (r′
σ1

, . . . , r′
σc

) such that r′
σi

= Res(M ′
σi

) for (σi, i) ∈ Σk × [1, c]. The
variables Res(M ′

σ), σ ∈ Σk, are independent and follow the binomial distribution
of parameters zσ and 1/2.

In the case M = c, which means k = M − 1 or k = 1, there is a one-to-one
correspondence between the sets (Mi)i∈[1,M ] and (M ′

σ)σ∈Σk
. However this is not

true in general and we have a relation between r and r′ defined by the function
f as follows:⎛

⎜
⎝

r1
...

rM

⎞

⎟
⎠ = B ·

⎛

⎜
⎝

r′
σ1
...

r′
σc

⎞

⎟
⎠ = f(r′

σ1
, · · · , r′

σc
) where B = (biσ)1≤i≤M

σ∈Σk

and biσ =

1i∈σ.
We can now calculate the probability Av

r as: Av
r =

∑
r′|r=f(r′) A′v

r′ and we
have: A′v

r′ = P(Res(M ′
σ1

) = r′
σ1

, · · · ,Res(M ′
σc

) = r′
σc

/Vobs = v).
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Suppose that Vobs is in the subset M ′
σ1

. It is symmetric to choose any other

subset. We have: A′v
r′ =

(
1
2

)zσ1−1

· h(zσ1 , r
′
σ1

) · ∏c
i=2

(
1
2

)zσi

· (zσi
r′

σi

)
where

h(x, y) =

{(
x−1
y−1

)
if v = “Yes”

(
x−1

y

)
if v = “No”

Remember that: M∗
Yes,No = {r′ : A′Yes

r′ ≤ A′No
r′ }, and A′No

r′ ≥ A′Yes
r′ is true

when r′
σ1

∈ [0, [ zσ1
2 ]]. We have

∑[
zσ1
2 ]

r′
1=0 (A′No

r′ − A′Yes
r′ ) =

1
2

∑zσ1
r′
1=0 |A′No

r′ − A′Yes
r′ |.

Since Vobs is in M ′
σ1

, the vector to consider is Z ′ = (Zσ1 − 1, Zσ2 , · · · , Zσc
).

The formula of δ becomes:

δ(n, M, k) = an ·
n∑

zσ1=1

E(zσ1)

zσ1 !

n∑

zσ2=0

· · ·
n∑

zσc=0

δ∑
σ∈Σ zσ ,n

zσ2 ! · · · zσc !
= an ·

n∑

z=1

E(z)

z!
· (c − 1)n−z

(n − z)!

with an =
(n − 1)!

cn−1
·
(

1
2

)n

, E(z) = 2n−z+1
(

z
[ z
2 ]

)·[ z
2

]
and δi,j is the Kroenecker

delta function.

Fig. 3. Privacy leakage as function of n for the cases (M, k) = (3, 2), (4, 2).

7 Conclusions and Further Research

Conclusions. In this paper, we presented a new version of the protocol OV-Net
which run several elections in parallel to achieve robustness against DoS fail-
ures without having to resort to time-consuming extra rounds. We computed
quantitatively the increase in robustness from having M parallel elections with
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each voter participating in k of these, and demonstrated that robustness can
be significantly improved. The improvement in time and robustness comes at a
cost in terms of accuracy and privacy. We stress that our protocol is well fitting
for decision-making applications where accuracy and privacy is not of ultimate
importance. We presented three different algorithms on how to optimally com-
pute the tally using this new OV-Net version and we quantitatively measured
the privacy decrease that is expected due to the multiple partial election results.
The results allow the protocol initiator to choose parameters to carefully balance
the wanted robustness with a controlled privacy loss, statistical loss in accuracy,
as well as increased computation.

Future work. An idea to consider is redistribution i.e. elections are conducted in
several electoral districts. Unlike general elections, where the final result is known
for the entire country only, in redistributed elections results are consolidated
per district and only then added up. This could confine problematic voters to a
district of their own, as follows: partition the n voters into d districts of n′ = n/d
voters, then run a vote in each of them. Then recompose the result by adding
up the final tally. This strategy confines the DoS problem to districts that do
not influence each other. However, DoS tolerance is not exactly multiplied by
d because each district is not allowed to exceed k unresponsive voters. In other
words, tolerance is multiplied by d as long as the constraint that there are no
more than k unresponsive voters per district is respected.
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14. Küsters, R., Liedtke, J., Müller, J., Rausch, D., Vogt, A.: Ordinos: a verifiable
tally-hiding remote e-voting system. Tech. rep, Cryptology ePrint Archive (2020)

15. McCorry, P., Shahandashti, S.F., Hao, F.: A smart contract for boardroom voting
with maximum voter privacy. In: Kiayias, A. (ed.) FC 2017. LNCS, vol. 10322, pp.
357–375. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-70972-7 20

16. Schnorr, C.P.: Efficient signature generation by smart cards. J. Cryptol. 4(3), 161–
174 (1991). https://doi.org/10.1007/BF00196725

17. Seifelnasr, M., Galal, H.S., Youssef, A.M.: Scalable open-vote network on
Ethereum. In: Bernhard, M., Bracciali, A., Camp, L.J., Matsuo, S., Maurushat,
A., Rønne, P.B., Sala, M. (eds.) FC 2020. LNCS, vol. 12063, pp. 436–450. Springer,
Cham (2020). https://doi.org/10.1007/978-3-030-54455-3 31

https://doi.org/10.1007/3-540-68339-9_7
https://doi.org/10.1007/3-540-68339-9_7
https://doi.org/10.1007/978-3-662-53357-4_13
https://doi.org/10.1007/978-3-540-27809-2_10
https://doi.org/10.1007/978-3-642-04904-0_29
https://doi.org/10.1049/iet-ifs.2008.0127
https://doi.org/10.1049/iet-ifs.2008.0127
https://doi.org/10.1007/978-3-642-04904-0_28
https://doi.org/10.1007/978-3-642-04904-0_28
https://doi.org/10.1007/3-540-45664-3_10
https://doi.org/10.1007/978-3-319-70972-7_20
https://doi.org/10.1007/BF00196725
https://doi.org/10.1007/978-3-030-54455-3_31


Time, Privacy, Robustness, Accuracy 35

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Review Your Choices: When Confirmation
Pages Break Ballot Secrecy in Online

Elections

James Brunet , Athanasios Demetri Pananos , and Aleksander Essex(B)

Western University, London, Canada
{jbrunet8,apananos,aessex}uwo.ca

Abstract. Online voting systems typically display a confirmation screen
allowing voters to confirm their selections before casting. This paper con-
siders whether a network-based observer can extract information about
voter selections from the length of the exchanged network data.

We conducted a detailed analysis of the Simply Voting implemen-
tation, which had randomly varying lengths of exchanged data due to
dynamic page content and gzip compression. We demonstrated that we
could correctly guess a voter’s selection with accuracy values ranging up
to 100% in some instances. Even on more complex ballots, we generally
could still rule out some combinations of candidates. We conducted a
coordinated disclosure with the vendor and worked with them to roll out
a mitigation.

To their credit, this discovery (and therefore its fix) was made possible
by their willingness to provide a publicly accessible demo, which, as we
will show, remains a rarity in the industry.

Keywords: Ballot secrecy · TLS · Privacy · Online voting

1 Introduction

Online voting is becoming an increasingly prevalent method of casting a ballot.
Switzerland and Canada began the practice sub-nationally in 2003, with Estonia
offering it nationally starting in 2005 [7]. Adoption has grown steadily since.
Over 500,000 municipal voters in Ontario (Canada) cast an online ballot in
2018 [1]. Almost 250,000 Estonians (representing 45% of participating voters)
cast a ballot online in the 2019 Parliamentary elections.1 And over 650,000 online
voters participated in the 2021 State election in New South Wales (Australia).2
Despite this rapid growth, few countries have developed adequate legislation or
standards for online voting systems. In this under-regulated environment, online
voting providers largely set their own security requirements, which has led to
mixed outcomes.
1 https://valimised.ee/en/archive/statistics-about-internet-voting-estonia.
2 https://elections.nsw.gov.au/About-us/Media-centre/News-media-releases/iVote-

and-2021-NSW-Local-Government-elections.
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In this paper, we examine the question of ballot secrecy from the network per-
spective. Although ballot secrecy is a well-established requirement of democratic
elections, the online voting setting offers new opportunities for exploitation. For
example, suppose a network observer such as a internet service provider, content
delivery network, or data center could determine how you voted. In that case,
they could selectively prevent your ballot from reaching the election server to
unduly influence the outcome of the election. Worse, with growing precedent
for service disruptions and outages due to inadequate bandwidth3 on election
night [1], a deliberate attack of this attack could escape detection.

Contributions. We present a novel ballot secrecy attack based on network traffic
analysis of (encrypted) ballot confirmation pages. For a recent mayoral race in
Canada, we demonstrate a classifier that could have correctly guessed voting
intention for 84% of ballots based only on the byte-length of encrypted network
traffic. Our results include:

– A detailed analysis of a real-world online voting system demonstrating the
attack’s effectiveness in spite of well-configured TLS and variable-length
HTML and DOM elements.

– A coordinated disclosure with the affected vendor resulting in them rolling
out a mitigation.

– An analysis of the broader industry’s susceptibility to this attack and a dis-
cussion of mitigation options.

The rest of the paper is organized as follows: Sect. 2 presents background and
related work. Section 3 recounts our efforts to reach out to vendors to seek demos
to their voter interface. Section 4 describes the basics of the Simply Voting
system. Section 5 describes our overall testing methodology, including techni-
cal details of our approach replicating Simply Voting’s server functionality and
collecting network data. Section 6 presents the results of a simple (single contest)
attack on ballot secrecy. Section 7 extends the experiment to more complex ballot
configurations. Finally, Sect. 8 describes our coordinated disclosure with Simply
Voting, their mitigation strategy, and the approaches of the other (responsive)
vendors.

2 Background and Related Work

Ballot secrecy in online elections has been studied in the context of active attacks,
such as subverting TLS [2,8], exploiting implementation vulnerabilities [11,13],
or by unacknowledged privileged access [4]. Little related-work has evidently
explored passive attacks that focus on the lengths of exchanged messages. One
of the first articulations of this risk is a requirement due to Volkamer and Krim-
mer [12] (emphasis added):

3 https://zdnet.com/article/no-surprise-nsw-ivote-fails-during-local-council-
elections/.

https://zdnet.com/article/no-surprise-nsw-ivote-fails-during-local-council-elections/
https://zdnet.com/article/no-surprise-nsw-ivote-fails-during-local-council-elections/
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The e-voting system SHALL ensure neither the vote itself nor the number
of chosen candidates (including an empty ballot), nor a spoilt vote (eg, by
using the length of the protocol messages depending on the approach) can
be deduced by reading transmitted voting protocol messages.

Clark and Essex [3] considered the possibility of a network observer being able
to differentiate a voter’s selection based on the length of encrypted traffic sent
to the election server by the voter’s browser. They found Dominion Voting Sys-
tems encoded candidate names explicitly in the cast vote object. For example,
they observed a vote for Meghan Agosta was sent in an (encrypted) POST as
{"ChoiceName":"Meghan Agosta"}. They speculated this approach could be
susceptible to network-based length attacks, but did not conduct an analysis.

More recently, Specter et al. [10] explored this question in the context of the
Voatz mobile voting app. Like the Dominion example, Voatz explicitly encoded
the chosen candidate’s name, sending it to the server along with associated
metadata in an HTTP POST. The authors observed a difference in the transmitted
byte length of packets between a ballot cast for a candidate with a “short” name
versus one with a “long” name.

However, our own experience examining online voting implementations has
generally found cast ballot objects have a fixed length, with selections represented
either as a code or ciphertext. This approach seemingly precludes length-based
analysis—so we thought.

3 Research Question and Scope

Our study began with a hypothesis: Do ballot confirmation pages leak informa-
tion about a voter’s selections? In particular, if the page was generated at the
server-side and sent to the client immediately prior to casting, the TLS record
byte-length may reveal information about the selected candidate.

Testing this hypothesis required access to a real-world online voting imple-
mentation. However, we were unaware of any vendor who maintained a publicly
accessible demonstration that we could examine. The sole exception we observed
was Simply Voting, a Montreal-based online voting vendor. Simply Voting mostly
focuses on non-governmental elections (schools, companies, unions, political par-
ties, etc.), however they did run the elections of 28 cities (accounting for over
300,000 voters) in the 2018 Ontario Municipal Election [1].

3.1 Vendor Demo Access Requests

As explained in subsequent sections, we were able to confirm our hypothesis on
Simply Voting’s demo website. But what about the industry at large? Follow-
ing our coordinated disclosure with Simply Voting, we decided to reach out to
companies who had run (or were likely to run) a civic election in the near term.

We emailed each company identifying ourselves as cybersecurity researchers
requesting a demonstration of the ballot casting experience. For each vendor, we
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recorded whether they responded to our request, whether we were granted access
to a demo, whether it was vulnerable to length-based analysis, and if so, what
mitigation strategy was employed. We gave each vendor 30 d to respond. The
results are shown in Table 1. The observed mitigations are discussed in Sect. 8.

Table 1. Vendor responses to our demo request and associated findings.

Responsive Access granted Vulnerable Mitigation strategy

Dominion No No Unknown Unknown
Intelivote No No Unknown Unknown
Neuvote Yes Yes–Private No Client-side generation
Scytl Yes Noa Unknown Unknown
Simply Voting Yes Yes–Public Mitigated Random-length padding
SwissPost Yes Yes–Private No Client-side generation
Voatz No No Unknown Unknown
aAgreed in principle, but access not granted by time of writing.

4 Description of Simply Voting’s System

This section describes Simply Voting’s process for casting ballots and evaluates
the possibility of a length-based inference at different parts of this process.

4.1 Ballot Casting Process

Step 1: Logging In. The voter navigates to demo.simplyvoting.com and logs
in with the given user ID and password. The user’s full name is then included
in the HTML of the subsequent pages they access during the session.

Step 2: Submitting Choice of Candidates. The voter is presented with a
single ballot page, which contains a set of offices (e.g., Mayor and City Coun-
cillor) and candidates. The voter selects which candidates they would like to
vote for, and presses the Continue button. This submits a form containing the
voter’s choices to the server represented as fixed-length codes.

Step 3: Confirmation. A confirmation page is sent to the voter from
demo.simplyvoting.com. The served HTML content of this page contains the
voter’s name, as well as the name of the voter’s choice of candidate. Note that
static content, like images, stylesheets, and scripts, is served from a different
domain, static.simplyvoting.com, with a different IP address.

Step 4: Review and Submission. The voter may choose to go back to the
previous page and change their choices. If they do, they will again be presented
with a confirmation page. If they are satisfied with their choices, the voter clicks
the Confirm button, and their ballot is submitted to the server.

https://dominionvoting.com/
http://www.intelivote.com/
https://neuvote.com/
https://scytl.com/
https://www.simplyvoting.com/
https://www.post.ch/
https://voatz.com/
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4.2 Potential Side-channel Attacks in the Ballot Casting Process

One opportunity for a length-based attack is when a voter’s selections are sent
to the sever, as was observed in the Voatz system [10]. The names of the chosen
candidate names were being POSTed to the server as explicit, uncompressed
text. By contrast, Simply Voting’s system only POSTs fixed-length candidate
IDs. For example, a vote for Cassandra De Rolo as Committee President is
encoded in the HTTP request to the server as ballot_579193[]=5724277. Con-
versely, a vote for the opposing candidate, Fernanda Rodriguez, is represented
by ballot_579193[]=5724278.

But what happens if the server returns a confirmation page containing the
explicit names of the voter’s selections?

The values of some of the DOM elements are unknown to a network observer,
while others can be predicted or deduced (see Table 2 for the full list).

We hypothesized that the length and value of the chosen candidate’s name
had at least some effect on the size of the confirmation page and could leak
information under certain conditions.

Table 2. Confirmation page DOM elements with varying values

Element Example Length Predictable Changes

CSRF token c9590a...67652 Fixed No By session
Vote serial e600de...9683b Fixed No By session
Static resource version 84932 Fixed Yes Weeklya

Text time remaining 5 min and 0 s Varies Likelyb Every second
Integer time remaining 300 Varies Likelyb Every second
Voter name Taher Elgamal Varies Variesc Every voter
Chosen candidate(s) Linda Marlene Eales Varies – By ballot
aUsed by Simply Voting to periodically invalidate browser caches of their static
resources. We sampled it every few days during the testing period.
bAn observer could reasonably guess this by applying an offset to the time observed
on their own confirmation page. However, off-by-one errors are possible: to make
our approach as conservative as possible, we do not rely on knowing the time in our
testing.
cCould plausibly be known by ISP or network administrator, see Sect. 5.3.

5 Methodology

To test our hypothesis that a voter’s choice could correlate to the TLS record
length of the ballot confirmation page, we needed to make a large volume of
requests for confirmation pages and analyze the data transferred. Simply Voting’s
public demo of their service allows us to observe what data is transmitted from
their servers in a realistic election setting. However, making tens of thousands
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of requests to their servers would place an undue burden on their resources and
could trigger their network intrusion detection systems. Instead, we created our
own server that replicates their confirmation page functionality. We also designed
an application that could automatically make thousands of browser requests to
this service and log the response for later analysis.

5.1 Testing a Length-Based Side-channel Attack

We created a testing system composed of two parts: a Client Application (to
mimic a set of voters) and a Server Application (to mimic the online voting
system). Each ballot “cast” in the experiments below corresponded to an actual
HTTP request made over the internet between our local Client and cloud-based
Sever applications.

We designed our applications to simulate an election where a voter is eligible
to vote for one or more offices (e.g., Mayor, Councillor, Deputy Mayor), and may
cast a vote for no more than one candidate for each office. A voter casts a single
ticket, a combination of candidates selected for each office. This is a common
electoral system for municipalities in Ontario. Some Ontario municipalities use
at-large systems,4 but this paper does not examine those elections.

5.2 Technical Implementation of the Client Application

We created the Client Application using Python, Selenium WebDriver, Google
Chrome, and Wireshark. It was designed to make requests for confirmation pages,
programmatically capture the response at the network layer, parse the TLS
record length, and log the candidate choice and TLS record length to a file for
statistical analysis. Our test bench is extensible and programmable: The client
can decide which ballot to render by sending descriptive JSON to the server.
The client can also set the flags to modify server behavior. For example, we
implemented a flag that could programmatically enable/disable Simply Voting’s
X-Ballot-Secrecy header (see Sect. 8.3).

The Client Application takes the following steps while interacting with the
Server Application:

Table 3. 2018 municipal ballot options in Ward Ennismore, township of Selwyn

Mayoral candidate Council candidate

Linda Marlene Eales Donna Ballantyne
Andy Mitchell Brad Sinclair
Ron Black ABSTAIN
ABSTAIN

4 https://guelph.ca/wp-content/uploads/Ward-councillors-or-councillors-at-large.
pdf.

https://guelph.ca/wp-content/uploads/Ward-councillors-or-councillors-at-large.pdf
https://guelph.ca/wp-content/uploads/Ward-councillors-or-councillors-at-large.pdf


42 J. Brunet et al.

1. Client App is provided a list of offices and candidates (see e.g., Table 3).
2. Let o be the total number of offices and let C1, C2...Co represent the set

of choices available to a voter for each respective office (including abstain).
The set of all possible candidate combinations (also known as tickets) that
could be submitted by a voter T , is (C1)(C2)...(Co). The Client Application
generates |T |n tickets, where n is the required sample size for each ticket.

3. In its main process, the client requests a ballot confirmation page from the
Server Application using Google Chrome automated with Selenium Web-
Driver. The confirmation page contains one ticket in T . The main process
of the Client Application then listens to a message queue.

4. A second process (the listening process) uses Wireshark’s Python API5 to
continuously listen to responses from the server application. When a response
is detected, it records the TLS record length and pushes its value into the
message queue.

5. The Client Application’s main process receives a TLS record length from the
listening process in the message queue. Each observed record length (and the
associated candidate) is appended to a CSV file. Steps 3 to 5 are repeated
|T |n times, until the test is complete.

5.3 Technical Implementation of the Server Application

Our goal was to replicate Simply Voting’s confirmation page functionality as
faithfully as possible. To that end, we studied Simply Voting’s server stack and
voting application by analyzing headers and interacting with their publicly acces-
sible demo. We then matched this server stack as closely as possible, choosing
popular and up-to-date software to fill gaps in the stack where Simply Voting’s
choice was unknown (e.g., the server OS).

Observing Simply Voting’s Server Stack. We used several methods to learn
about Simply Voting’s application configuration. We performed an SSL test6
to determine their supported and preferred encryption methods and analyzed
the server headers sent to us while interacting with the demo application. We
were able to determine the following relevant information about their server
configuration:

– demo.simplyvoting.com reports its server software is Apache.
– The contents of the confirmation page are compressed via gzip.
– The confirmation page is streamed to the client with chunked transfer-

encoding. However, in practice, only one chunk is transferred.7
– The TLS cipher suite on Windows and Linux desktops running Firefox or

Chrome is TLS_AES_256_GCM_SHA384.8

5 https://github.com/KimiNewt/pyshark/.
6 https://www.ssllabs.com/ssltest/.
7 We tested chunked transfer-encoding on and found it made no significant difference

in the ability to distinguish different ballots in our tests.
8 The chosen ciphersuite does not impact the feasibility of our attack. An observer

can compute a separate record-length distribution for each observed ciphersuite.

https://github.com/KimiNewt/pyshark/
https://www.ssllabs.com/ssltest/
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Approximating Simply Voting’s Server Stack. We rented a Virtual Private
Server (VPS) from ChunkHost to use as our replicated voting server, connected
it to a domain name, and obtained a TLS certificate from Let’s Encrypt. We
then deployed our Server Application with the following stack:

– Debian 11.3 as the OS. While we do not know what OS Simply Voting’s
servers use, Debian is an operating system with considerable market share in
the server space, and 11.3 was the latest release at the time of writing.

– Apache 2.4.52 as the server. Simply Voting reported in its headers that
it used Apache, and Apache 2.4 was the most recent minor version.

– Flask/Python 3.9 as the web framework. Simply Voting’s web frame-
work is unknown to us. For consistency with our client and analysis applica-
tions, we chose a Python-based web framework, and Flask is a mature Python
web framework that met our relatively simple use case.

– The TLS ciphersuite was forced to TLS_AES_256_GCM_SHA384. This is
the same as the TLS cipher suite preferred by Simply Voting on Windows
and Linux desktops with major browsers.

– Apache’s HTTP response headers were manually overridden to match
to Simply Voting’s.

Replicating Simply Voting’s Web Application. Our Server System re-
implements Simply Voting’s ballot confirmation page. Upon receiving a request
from the Client Application, the Server Application generates a confirmation
page HTML document containing the data in Table 2, compresses it with GZIP,
encrypts it with TLS_AES_256_GCM_SHA384, and serves it to the Client Applica-
tion. Table 2 shows the elements with varying contents in the confirmation page,
and our implementation substitutes appropriate values for all DOM elements
with dynamic content:

– The Server Application generates random CSRF tokens and Vote Serials for
each request.

– The Application assumes the Static Resource Version is fixed, as we observed
it did not change for days at a time.

– The Server Application kept the voter’s name static across our trials for sev-
eral reasons. First, real-world municipal elections do not include the voter’s
name in the web session [1]. The voter’s name may be present in non-civic elec-
tions (unions, student clubs, and political parties). Even in these cases, two
further reasons exist for assuming the voter’s name is known. First, the likely
threat actors (e.g., internet service providers, family members, and cellular
carriers) could plausibly associate a voter’s TLS session with their identity
and compute a distribution of TLS record lengths for a voter with that name.
Second, to meaningfully abuse ballot secrecy vulnerabilities in many cases, it
is necessary to already know the identity of the voter whose ballot is being
observed.9

9 In the case of a selective network outage attack, only the chosen candidate (not the
voter’s name) is relevant to the attacker.
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– The Application makes a conservative assumption that the time remaining
varies within a 48- to 72-h window before voting closes. A more sophisticated
observer may be able to increase the accuracy of their predictions by building
a distribution with a more narrow time window to better approximate when
a voter casts a ballot.

– The Server Application inserts the candidate choice that is requested by the
Client Application.

6 Experiment 1 (Single Contest): Township of Selwyn,
Ward Lakefield

6.1 Data Collection

In our first experiment, we replicated the behavior of a simple confirmation page
offering a single choice for a single office, with a substantial length difference for
each candidate name. One Ontario municipality that used Simply Voting during
the 2018 municipal election meeting this criterion was the Township of Selwyn.10
In 2018, voters in Ward Lakefield were eligible to vote for a Mayor, Deputy
Mayor, and a Councillor. However, the positions of Deputy Mayor and Councillor
were uncontested, so voters only cast a ballot for Mayor. Voters had four possible
choices: Linda Marlene Eales, Andrew Mitchell, Ron Black, and Abstain.

Table 4. Observed TLS record lengths (2,000 trials per candidate)

Candidate Frequency of occurrence Length (Bytes)
Min Mean Max

Abstain 3,301 3,306 3,311

Ron Black 3,319 3,326 3,331

Andy Mitchell 3,322 3,329 3,334

Linda Marlene Eales 3,327 3,333 3,338

Using our Client/Server test bench described in the previous section, we cast
2,000 ballots for each candidate: While we used the actual candidate names from
this contest, we simulated an equal proportion of votes for each choice instead of

10 https://elections.amo.on.ca/web/en/municipal/19401.

https://elections.amo.on.ca/web/en/municipal/19401
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the proportions of the actual election result. We recorded the TLS record length
for each confirmation page returned by the Server Application. The distribution
of TLS record lengths for each candidate choice is shown in Table 4.

6.2 Data Analysis

We want to estimate the probability that an encrypted vote V with byte length
B is for candidate k, i.e., π(Vk|B). To classify which candidate the encrypted
vote is for a given byte length, we choose the candidate who maximizes the
posterior probability:

̂Vk = argmax
k∈K

{π(Vk|B)}

= argmax
k∈K

{π(B|Vk)π(Vk)} .

Generally, π(B|Vk) is unknown. However, we can use simplifying assumptions
to facilitate prediction. In particular, if we consider byte length as a categorical
variable, then we can assume the likelihood for byte length is multinomial

π(B|Vk) = Multinomial(θk) .

Here, the multinomial parameter θk is indexed by k to allow for different candi-
dates to have different probabilities for observing various byte lengths. Making
this assumption on the likelihood leads to the Multinomial Naive Bayes Model.
Using data with labelled votes and byte lengths, θk can be estimated and then
used to make predictions.

Using Python and scikit-learn [9], we ingest the data recorded by the
Client Application and fit a Multinomial Naive Bayes Model and evaluate its
out-of-sample performance on predicting which candidate a vote is for given
the encrypted vote’s byte length. To estimate our model’s out-of-sample perfor-
mance, we randomly split our data, using half to train the model and the other
half to assess the accuracy of the model. The training set was used to fit our
model. The performance metrics we present below are based on the predictions
made on this test set. All data and code used in our analysis is available online.11

We evaluate model classification ability using three metrics: accuracy, preci-
sion, and recall. The ballot in this example has four choices, and we simulated
an equal proportion of results for each choice. This means that the best accuracy
that should be achieved for a random guess—at least in theory—is 25%.

Result. The Naive Bayes model yielded an accuracy, precision, and recall on the
test set of 83%, meaning 83 of every 100 votes from a simple random sample are
correctly classified using byte length alone. Class-specific accuracy varies among
candidates, with some candidates seeing very high accuracy (89%) while others
see smaller accuracy (58%). However, accuracy across all classes is consistently
larger than the expected 25%.
11 https://github.com/dpananos/ballot.

https://github.com/dpananos/ballot
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Fig. 1. Confusion Matrix (Proportions), Experiment 1. Rows normalized to sum to 1.
Diagonal entries indicate class candidate-specific accuracy, while the other cells indicate
proportion of votes for row candidate predicted to be the column candidate. As an
example, 86% of votes for Black were correctly predicted to be for Black. 13% of votes
for Black were predicted to be for Mitchell. The remaining 1% of votes for Black were
predicted to be for Eales.

Figure 1, the confusion matrix, shows details about the predictions made by
the Naive Bayes model on our test set. Voter choices are ordered by their mean
TLS record length: It is apparent that the model is only confusing voter choices
that are closest to each other in mean length. This property proves useful in
later analyses of more complex elections. See Identifying a Subset of Possible
Candidate Combinations in Sect. 7.1.

7 Additional Experiments

We conducted additional experiments with more complex confirmation pages
that contain voter choices for multiple offices.

7.1 Experiment 2 (Two Contests): Township of Selwyn, Ward
Ennismore

In 2018, voters in Ward Ennismore had four possible choices for mayor and three
possible choices for Councillor, listed in Table 3. This results in twelve possible
unique candidate combinations (tickets). We collected 500 samples per combina-
tion, for a total of 6,000 samples. Fitting a Multinomial Naive Bayes Model, we
find values for accuracy, precision, and recall in Table 5. In general, performance
is lower than in Experiment 1 because the length variation of different confir-
mation pages for the same candidate is greater. The variation increases due to
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Table 5. Performance on test set by office, Experiment 2.

Mayor Councillor
Accuracy Precision Recall Accuracy Precision Recall

Naive Bayes 65% 75% 65% 50% 58% 51%
Random guessing 25% 25% 25% 33% 33% 33%

candidates for other offices being present on the confirmation page: they vary
independently from the candidate being predicted.

Identifying a Subset of Possible Candidate Combinations. We also con-
sider a more relaxed definition of violating ballot secrecy. Given a certain TLS
record length, if we could identify a subset of possible candidate combinations
that were chosen, that would also violate ballot secrecy. For each byte length,
we counted the number of ballot configurations that produced record lengths of
that byte length. Table 6 shows the proportion of ballots that have a TLS record
length unique to a subset of possible candidate combinations.

Here, a possible candidate combination of n means that record length was
sufficient to identify a vote to within n out of the 12 possible candidate combina-
tions. Of note, 100% of ballots are associated with at most 11 possible candidate
combinations, meaning that limited information about a voter’s choice is leaked
for every ballot. In other words, for all ballots, we know at least one combination
of candidates that were not chosen by the voter.

Table 6. Proportion of ballots by possible candidate combinations, Experiment 2
(Cumulative).

Possible candidate combinations
1 2 3 4 5 6 7 8 9 10 11 12

Proportion 8% 11% 14% 19% 22% 25% 37% 43% 69% 90% 100% 100%

7.2 Experiment 3 (Three Contests): Town of Ajax, Ward 1

In 2018, voters in Ajax Ward 1 had six possible choices for Mayor, three possible
choices for Regional Councillor, and seven possible choices for Councillor, result-
ing in 126 possible candidate combinations. We collected 987–1052 samples for
each combination, for a total of 128,094 samples collected. Fitting a Multinomial
Naive Bayes Model, we find values for accuracy, precision, and recall in Table 7.
In general, performance is lower than in Experiments 1 and 2 because of even
length variations introduced by a larger set of candidates for other offices.

Candidate Combination Subsets. By viewing the TLS record lengths of
different candidate combinations, we show that we can still compromise ballot
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secrecy (albeit to a limited extent) for all ballots in a manner similar to Exper-
iment 2. Of the 126 possible candidate combinations (tickets), we found:

– 1% of all ballots had a unique TLS record length for that candidate combi-
nation

– 12% of all ballots cast had TLS record lengths that were shared with 10 or
fewer other candidate combinations

– 53% of all ballots cast had TLS record lengths that were shared with 73 or
fewer other candidate combinations

– 100% of all ballots cast had TLS record lengths that were shared with 92 or
fewer other candidate combinations. In other words, for all votes cast in this
election, we know at least 33 different ways to mark a ballot that was not
chosen by the voter.

Table 7. Performance on test set by office, Experiment 3.

Mayor Councillor Regional Councillor
Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

Bayes 33% 32% 33% 32% 33% 32% 63% 70% 63%
Guessing 17% 17% 17% 14% 14% 14% 33% 33% 33%

8 Mitigations

8.1 Client-Side Confirmation Page Generation

Transmitting the confirmation page over the internet can be avoided by gener-
ating the confirmation page on the client side in JavaScript. We observed the
SwissPost and Neuvote systems taking this approach, rendering this particular
side-channel not-applicable.

We met separately with representatives from Neuvote and Swiss Post and
were granted private access to their (respective) demo systems. In both cases,
we performed a basic analysis by casting ballots and observing the responses in
Charles (an HTTP proxy) and Wireshark. We observed no ballot-related network
activity in the time between selecting a candidate and rendering the confirma-
tion page, indicating the page is generated on the client-side. We additionally
observed that the cast ballot selections were encrypted at the application layer
before being transmitted to the server. As expected, our experimental observa-
tions of packet lengths in Wireshark showed no perceptible correlation between
candidate name length and network response length.
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8.2 Fixed-Length Responses

Much discussion exists on the mitigation of length-based fingerprinting attacks,
including adding padding to ensure the response is always of a fixed length.
Gellert et al. describe such as scheme as “perfect length-hiding padding”, but
also outline major performance tradeoffs [6].

We discussed this option with Simply Voting, but the practical limitations
quickly became apparent. First, the padded size would need to be larger than
the largest naturally-occurring response. The second is that the gzipped length
is non-linearly dependent on the content itself, requiring the padding to either
be calculated and applied after compression or for compression to be disabled.

Padding applied dynamically as a server header after compression is an atypi-
cal use case and would likely be difficult using standard server software. Disabling
compression would needlessly slow page load times, which is highly problematic
for an application involving large numbers of users making requests in a short
window (i.e., election night). By default, many servers only compress MIME
text/HTML. One solution might be to display candidate names as fixed-length
images, although this would not, on its own, rule out the possibility it could lead
to other distinguishing events.

8.3 Uniformly Random-Length Padding in Response Header

Coordinated Disclosure with Simply Voting. Once we had confirmed our
hypothesis with the results of Experiment 1, we contacted Simply Voting to make
the coordinated disclosure. They acknowledged our result, which we discussed
in-depth in a meeting. Overall, we found the interaction positive and constructive
and commend them for their commitment to the disclosure process.

Following internal discussions with the engineers, they eventually settled
on a mitigation involving adding a random amount of padding bytes sam-
pled uniformly in the interval [0, 1000). The sever added this padding in a new
X-Ballot-Secrecy response header, which is now live on their ballot confirma-
tion pages.

Analysis of Simply Voting’s Fix. We implemented Simply Voting’s mitiga-
tion on our cloned server. We then re-ran Experiment 1 (see Sect. 6), which had
4 ballot options. With this mitigation enabled, our prediction strategy now had
an accuracy of approximately 25%—reduced to (nearly) random guessing.

However, candidates with longer names become disproportionately distin-
guishable in instances where the X-Ballot-Secrecy header sampled close to the
maximal length. For example, when a voter casts a ballot for Linda Marlene Eales
(the choice that produces the largest ballot selection), if the X-Ballot-Secrecy
header is near maximal (e.g., 998, 999, or 1000 bytes), it will produce a total
TLS record length that is impossible to achieve with any other candidate choice.
In that case, a passive observer would be able to identify that this voter cast a
ballot for Linda with a high degree of certainty.
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This phenomenon also exists when the ballot secrecy header is very close to
its minimal length (e.g., 0 bytes), and a voter chooses to abstain (the choice
produces the shortest ballot).

To quantify this, we can perform a similar analysis to the one we did in
Experiments 2 and 3; we view the maximum and minimum TLS record lengths
produced by each ballot choice and identify where these distributions do not
overlap. If we observe a record length outside of the distribution of one of the
ballot choices, we can deduce the ballot was not cast for that candidate. We
conducted 8,000 trials per candidate for a total sample size of 32,000. We found:

– 0.25% of all ballots had a unique TLS record length for the candidate choice
– 0.38% of all ballots had TLS record lengths that were shared with 2 or fewer

other candidate choices
– 1.18% of all ballots had TLS record lengths that were shared with 3 or fewer

other candidate choices
– 98.83% of all ballots had TLS record lengths within the distribution of all

other candidate choices

Simply Voting’s mitigation substantially lowers the risk of the attack presented
in this paper. Although a practical fix under the circumstances, it still poses
a risk to ballot secrecy for some voters in some cases. Client-side confirmation
page generation, therefore, should remain the eventual goal.

8.4 Padding from a Gaussian Distribution

Degabriele [5] addresses the issue of overlapping uniform length distributions
in the context of the CRIME/BREACH attack, where multiple observations of
the same ciphertext with random padding by an attacker can be used to leak
actual record lengths. The problem is similar to the limitations we identified
with uniform padding in the ballot secrecy context: An attacker can observe the
difference in the maximum and minimum of overlapping distributions. Degabriele
proposes mitigating this by using a truncated Gaussian distribution, reducing the
number of items at the tail end of the distribution. Future work should study the
extent to which this approach reduces the number of clearly identifiable ballots.

8.5 Discussion and Conclusion

Using the network-observed TLS record length of the voter’s vote confirmation
page, our model predicted the chosen candidate in a recent real-world mayoral
contest with 83% accuracy relative to random guessing (which had 25% accu-
racy). In more complex ballots, our model still outperformed random guessing.
However, for a large subset of ballots cast in an election, we could still obtain
limited information in the form of certain combinations of candidates who were
not voted for. Validation of our models shows this performance difference is
unlikely to be explained by sampling variation.
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Perhaps the biggest takeaway for us, however, was how difficult it was to
obtain access to voter demos. If the security of a civic election is in the public
interest, companies should not need long internal deliberations to respond to a
request to see what a voter already sees. In this regard, we hope the industry
will eventually follow Simply Voting’s example and offer demos pro forma.
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Abstract. On the 29th of March 2019 the Swiss Federal Chancellery
launched a review of the procedures surrounding e-voting after numer-
ous flaws were discovered in the Scytl-Swiss Post system sVote. On the
5th of July 2021 an independent examination of the revised Swiss Post
system began, with some cantons planning to launch new trials with this
system.

We summarize and reflect on our experience with the examination of
the cryptographic protocol so far and muse over the future. We find that
the protocol specification considerably improved over the last 3 years,
both through changes in the protocol itself and through clarifications
of missing elements in its specification. The clarifications also shed a
new light on shortcomings of the protocol, in terms of both verifiability
and privacy, including in the latest version of the system, which remains
incompletely specified.

We believe that these findings illustrate virtues of the examination
requirements set by the Swiss Federal Chancellery: problems can be fixed
before deployment rather than being exploited by malicious parties dur-
ing an election. They also illustrate the tremendous challenges of creating
a secure Internet voting system, and the long road ahead.

1 Introduction

Switzerland has a long history in internet voting in political elections spanning
nearly twenty years. It has also been a leader in regulating internet voting, par-
ticularly since the introduction of the Federal Chancellery Ordinance on Elec-
tronic Voting (VEleS) in 2014. This ordinance, particularly the revised version of
2018 [14], details not only security requirements for the system but requirements
for the processes around the use of e-voting. Particularly crucial are the require-
ments which relate to transparency, for example the requirement that “Anyone
is entitled to examine, modify, compile and execute the source for ideational

This paper is based on a review performed with the financial support of the Swiss
Federal Chancellery.
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purposes, and to write and publish studies thereon.” (Art. 7b.4) We shall see
that this requirement has been crucial in revealing issues in systems deployed in
Switzerland.

There have historically been several different e-voting systems used by dif-
ferent cantons; the most prominent of these have been the CHVote open source
system [3] backed by the canton of Geneva and the sVote proprietary system by
Scytl and Swiss Post. Version 1.0 of the sVote protocol, which is the precursor of
the current Swiss Post system [20], was used between 2016 and 2019. The system
has been required since the beginning to provide individual verifiability, which
it aimed to achieve through a technique called return-code voting. In the Swiss
return-code voting systems, each voter receives a paper sheet containing random
secret verification codes for each candidate before the election. The voter votes
online by ticking their choices on web page and, in return, the browsers must
show the codes that match those shown on their paper sheet. This should allow
a malicious voting client to be detected should it change the voter’s choices.
sVote 2.1 was announced in 2018 and was designed to also provide universal ver-
ifiability. sVote 2.1 progressed through the certification process until the system
was made public; at that point external experts found a large collection of errors
which affected all aspects of the security of the system from privacy to verifia-
bility. Interested readers may wish to peruse the reports by Haines et al. [4] and
Locher et al. [8]. The system was withdrawn from use following these findings.

On the 26th of June 2019 the Federal Chancellery was commissioned to
redesign the trial phase of e-voting with the aim to establish stable trial opera-
tions. This redesign was to have four major objectives [17]:

1. Further development of the systems
2. Effective control and oversight
3. Increasing transparency and trust
4. Closer cooperation with the academic community

The first stage of this was a dialog with various stakeholders across academia,
industry and government. Based on this, the legal basis is being amended and
the independent test trials have been relaunched. On the 5th of July 2021 inde-
pendent experts, of which we were part, were commissioned to examine the
compliance of the system with the requirements under federal law [16]. While
reports from the first round of examination are available [1], the examination
is still ongoing and will serve as a basis for the Federal Council’s decision on
whether to allow cantons to conduct e-voting. This paper summarises the situa-
tion based on Release 0.8.5.0 [18], and does not incorporate improvements made
by SwissPost in their updated releases of June 24, 2022.

There is much to be applauded about how Switzerland is handling this pro-
cess. However, breaking new ground is not without its difficulties. What is being
attempted has never been done before and the time required to complete the
process may be longer than certain stakeholders would like [13]. It is important
to remember that a good certification process should not prematurely certify a
system that does not meet requirements. It is a design feature not to deploy a
system, even if people are expecting it to be ready, if it is not in fact ready yet.
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There is no guarantee that a sufficiently secure, practical and usable system will
be created in the expected timeline, if at all.

1.1 The Swiss Post Protocol

The Swiss Post e-voting system consists of numerous components which are
housed either within the relevant Canton or within Swiss Post, see Fig. 1. We
will now summarise the protocol, introducing the components as they become
relevant by name and by the abbreviation used for the component in Fig. 1. Our
protocol description is deliberately incomplete, focusing on the elements that
will be useful in our further discussions. The current specifications are not par-
ticularly coherent when it comes to the components of the system. While we
do our utmost to be clear, some confusion as to the participants is unavoid-
able in our paper since it exists in the specifications. In particular, the protocol
roles include two main groups of control components, the Return Codes control
components (CCR)s and the Mixing control components (CCM)s; in Fig. 1, the
components denoted CC refer to a component combing the functions of a CCR
and CCM. The trust assumption is that at least one member of each group of
control components remains honest.

Fig. 1. System deployment - Fig. 12 from the Swiss Post E-Voting Architecture Docu-
ment 1.0.0 in accordance with permitted use.

Configuration Phase. The system begins with a trusted setup component,
depicted as SDM (Setup), creating the global parameters for the system. The
CCMs then jointly generate a public key by running a protocol called Setup-
Tally, at the end of which the CCMs all have a share of the secret key as
does the electoral board (which does not appear in Fig. 1). The trusted print
office together with the CCRs run a protocol called SetupVoting which gen-
erates voting cards containing that contain voter credentials and verification
codes and will be sent to the voters, and stores the cryptographic information
(denoted CMtable) that will be needed to recover the return codes with the
help of the CCRs.
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Voting Phase. The voter, having received their voting card by mail, uses the
web-based voting client to create their vote. This vote is then sent via the
untrusted voting server to the CCRs who, if the vote is valid, jointly compute,
using the CMtable and the information received from the voter, the return
codes to be returned to the voter. If the voter accepts their return codes, they
submit the ballot casting key printed on their verification card. The CCRs
check that this confirmation code is valid and if so jointly compute and return
a vote cast return code.

Tally Phase. First the ballot box is cleansed to remove unconfirmed ballots
and all information except the encrypted votes. The online CCMs, hosted by
Swiss Post, then in sequence mix and partially decrypt the ballots.

Audit. The auditors verify the proofs generated by all the control components
using VerifyVotingPhase and VerifyOnlineTallyPhase, before the CCM hosted
by the canton does the final mix and decryption. The auditors then check the
proofs generated by the canton CCM using VerifyOfflineTallyPhase.

In the following sections we will regularly use the same symbols as the Swiss Post
specifications to facilitate interested readers making comparisons. In all cases we
will first provide an explanation of the symbol in prose.

1.2 Outline

The remainder of this paper proceeds in four sections. In Sect. 2 we summarise
the security required by the current draft ordinance. We have split the results of
our examination of the Swiss Post system into two sections: in Sect. 3 we discuss
the state of the documentation and security proofs before discussing attacks
on the system in Sect. 4. Finally, we conclude in Sect. 5 and discuss possible
directions that the examination process may take.

2 The Requirements

The requirements detailed in the draft ordinance are extensive and we will focus
on those that pertain to the cryptographic protocol and system implementation.

Art. 3 of the April 28, 2021 draft ordinance [15] outlines four high level
requirements which follow under our own headings:
Secure. “The system is designed and operated so as to guarantee verifiable,

secure and trustworthy vote-casting.”
Usable. “The system is easy to use for the eligible voters; account must be taken

of the special needs of all voters wherever possible.”
Clear. “The system and the operational procedures are designed and documented

so that the details of the technical and organisational procedures can be
checked and understood.”

Transparent. “The general public have access to information appropriate to the
addressees on how the system works and its operational processes, and there
are incentives for specialists among the general public to participate.”

We focus on the security and clarity: our impression is the process has the desired
level of transparency and we are not qualified to assess the usability.
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Requirements for complete verifiability. Complete verifiability captures the
notion that it should not be possible to manipulate the result of the election
without detection under certain trust assumptions on the system. To capture
the latter, the ordinance considers parts of the system to be trustworthy. The
notation of complete verifiability is based on two subnotations which we detail
below:

Individual Verifiability. ensures that it is possible to detect manipulation of
the ballot on the user’s device. It should also ensure that the ballot is correctly
recorded by the trustworthy part of the system. Furthermore, it should be
possible for a voter who did not cast an electronic ballot to receive a proof that
no ballot was received on their behalf. Individual verifiability corresponds to
what is often refereed to as cast-as-intended and collected-as-cast verifiability
in the literature, up to differences in the trust assumptions.

Universal Verifiability. captures that the result contains all registered votes
and only those cast in conformity with the system. This corresponds to what
is referred to as counted-as-collected verifiability, up to differences in the trust
assumptions.

Preservation of voting secrecy. The requirements require that the secrecy of
votes should be preserved provided that at least one of the control components
of each group is honest and the voter’s device follows the protocol and doesn’t
leak the vote. (This is challenging in practice, since the voter’s device is expected
to obtain the JavaScript code that it uses to prepare its ballot from the untrusted
voting server.)

2.1 Comments on the Requirements

Positively, the draft ordinance clarifies many of the issues in the previous ver-
sion. However, it continues to align more and more closely with a properly imple-
mented version of the Swiss Post protocol. We would encourage including incen-
tives to design stronger systems; for example by assigning grades to systems
to facilitate decision making by cantons. We have heard numerous stakeholders
indicate their desire to develop stronger systems after the current system meets
the current requirements. But competition would be extremely hard if competi-
tion was based only on price, because stronger security does not bring an added
value.

The notions of verifiability required are weaker than those common in the
academic literature, which are incompatiable with a trusted print office or trust-
ing one of the control components. In some cases, these differences allow for
better usability; in others, it is unclear why the system should not be required
to achieve a higher level of security. For example, return-code voting provides
a tradeoff between usability and trust assumptions for which no strictly better
solution is known. On the other hand, some forms of trust allowed in the setup
components are unnecessary.
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3 The Specification and Proofs

The Swiss Post e-voting system’s protocol design is captured in the two docu-
ments entitled, “Protocol of the Swiss Post Voting System,” [19] and “Swiss Post
Voting System – System specification” [21]. The information about the protocol
is slightly less detailed in the Protocol document than the System Specification,
but the former also includes security games and proofs. We will first discuss issues
with the scope of the protocol specification before discussing its alignment with
the VEleS.

3.1 The Protocol Specification is too Narrow

One of the hard things in protocol design is choosing a proper layer of abstraction
to describe the protocol. This abstraction should not hinder comprehension with
unnecessary details but should include sufficient information to conclude the
protocol is secure. The latter requirement is captured in 2.14 of the VEleS which
states “One symbolic and one cryptographic proof must demonstrate that the
cryptographic protocol meets the requirements in Numbers 2.1–2.12. The proofs
must directly refer to the protocol description that forms the basis for system
development. The proofs relating to basic cryptographic components may be
provided according to generally accepted security assumptions (e.g. ‘random
oracle model’, ‘decisional Diffie-Hellman assumption’, ‘Fiat-Shamir heuristic’).”

At the time we examined the system the following three areas were particu-
larly noticeable as underspecified:

Authentication: The security of the system depends on how data is authen-
ticated, which is sketched but not detailed. We pointed out the absence of
specification of the authentication mechanisms, and highlighted some of the
associated potential risks, which led Swiss Post to inspect these mechanisms
and uncover an attack against individual verifiability.1 This is detailed in
Sect. 4.1., and we believe that this stresses the importance of the complete-
ness of the protocol specification.

Authorisation: The security of the system also depends on when and by whom
various processes can be called, which is not detailed.

Error Handling: The protocol specification focuses on protocol executions in
which all the system component actions are synchronous. The verifier spec-
ification in some places specifies that verification fails in the case of incon-
sistency, but the verification sketch in the System Specification (for example,
12.2.3 - VerifyVotingPhase) only checks the number, not the values, of vote
confirmation code attempts. In still other cases, the documents say only that
inconsistencies will be investigated.
The VEleS No 2.5 requires “As a condition for the successful examination
of the proof referred to in Number 2.6, all control components must have
recorded the same votes as having been cast in conformity with the sys-
tem. Cases where the control components show inconsistencies in this respect

1 See https://gitlab.com/swisspost-evoting/e-voting/e-voting/-/issues/1.

https://gitlab.com/swisspost-evoting/e-voting/e-voting/-/issues/1
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must be anticipated in accordance with Number 11.11 and the procedure
determined in advance.” It is the last sentence of the above quote which is
not completely addressed by the current documents.
Given the discrepancy that it creates w.r.t. the VEleS, the potential enormous
complexity of interpreting the inconsistencies, the potential that the incon-
sistencies may create situations in which it is not even possible to decide
whether a recorded vote matches a voter intent or not, and the likely pres-
sure to avoid rerunning the election, we strongly recommend that this area
receive far greater attention than it has to date. We have worked through
the implications in some detail for the final return of vote cast confirmation
codes, and made some specific recommendations in Sect. 4.2, but it may be
relevant in other parts of the protocol too.

3.2 The Roles and Channels are Incompletely Aligned
with the VEleS

The security model and communication channels associated to some of the pro-
tocol participants, as described in the protocol specification, seem to be incom-
patible with the VEleS.

In particular, the role of the auditors and of the electoral board, as described
in the protocol specification, appears to be problematic.

The electoral board. The role of the electoral board is currently undefined. In
Table 1 of the specification, the electoral board is not matched to any system
participant of the VEleS. As such, and following Art. 2.1 of the VEleS Appendix,
it should be placed within the “untrustworthy system” category. However, the
protocol specification indicates, on p. 7, that “Even if some electoral board mem-
bers are untrustworthy, we consider the electoral board trustworthy as a whole.”
We could not find any formal definition of “trustworthy as a whole”.

One possible way to solve this issue would be to declare that the electoral
board is an extra control component group, and therefore cannot be completely
compromised. This would require extra care because the electoral board key is
specified (Sect. 13.2 of the protocol specification) to be shared with Shamir’s
secret sharing scheme, which can accommodate any threshold, and identifying
the electoral board as a control component would require it to stick to the trivial
case where all key shares are necessary in order to recover the secret (because
otherwise 3 out of 4 dishonest participants could collude to decrypt). And, in this
case, a simpler additive secret sharing scheme can be used instead of Shamir’s.

The auditors. Art. 2.2 of the VEleS Appendix forbids any outgoing communica-
tion from the auditor and from its technical aid. This is consistent with Table 2
of the protocol specification, which indicates the communication channels with
the auditors and their technical aid just as in the VEleS Appendix.

The protocol specification also requires the auditors to complete VerifyOn-
lineTally and send information to the electoral board and last CCM before they
complete the tally phase. Similarly, Fig. 23 of the specification shows that the
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auditors must run VerifyVotingPhase before the tally phase starts, and that the
beginning of the tally phase in conditioned to a successful verification of the
voting phase by the auditors.

There are many ways to address these issues. One of them would be to cre-
ate an additional auditing control component group that would take the role
currently assigned to the auditors in the protocol specification (the auditors in
the sense of the VEleS would run the verification protocol once the election is
complete). Another option would be to ask all the CCMs to run the VerifyVot-
ingPhase themselves before they start tallying, and the electoral board to run
VerifyOnlineTally before they release their keys to the offline CCM4. We did not
analyze these options in detail, and there certainly are other ones that could be
considered.

4 The Bugs

Having discussed some high level issues with the protocol and requirements, we
now focus on some vulnerabilities which we discovered during our examination.

4.1 Lack of Authentication: Attack on Individual Verifiability

This section of our report refers to a vulnerability disclosed to Swiss Post in
March 2021,2 prior to the current review process starting. We include it here for
completeness since some of our other findings depend on this vulnerability. We
also include it because the underlying vulnerability is still not patched.

When verifying signatures the Swiss Post Voting system3 failed to check that
the signatures came from the party it expected to be corresponding with. This
potentially allowed attacks on integrity by spoofing the input of honest parties.
These attacks could be caught by the verifier, but since the relevant parts of the
verifier were not published at the point the bug was submitted (March 2021), it
was not possible to verify this. Swiss Post has now confirmed how they intend
to resolve this issue and, pending some slight updates to the documentation and
code, the known attacks from this vulnerability should be fixed.

Key Recommendations.

Check Identity. The signature verification should check that the corresponding
party is correct. This could be done by checking that the X.509 certificate’s
subject field contains the expected name.

Check Key Usage. All certificates in the chain should be checked to verify that
they are being used for a valid purpose (using the attributes provided in RFC
5280).

Secure Initialisation. It is crucially important that the root certificates are cor-
rectly loaded. The documentation should clearly describe how this is accom-
plished.

2 https://gitlab.com/swisspost-evoting/e-voting/e-voting/-/issues/1.
3 This vulnerability was detected in version 0.7.

https://gitlab.com/swisspost-evoting/e-voting/e-voting/-/issues/1
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Details. This section of the report describes the problem as it existed in March
of 2021. The current public version includes several improvements which par-
tially address this issue; Swiss Post has confirmed they intended to update the
documentation to completely address the attacks raised.

Many of the authentication checks in the system verify that the input is
signed but not who it is signed by. Since the adversary has valid signing keys
it can then impersonate honest parties. Examples appear to include validat-
eChoiceCodesEncryptionKey in VotingCardSetDataGeneratorServiceImpl and vali-
dateSignature in ChoiceCodesGenerationServiceImpl.

This could allow the adversary to impersonate the one honest return code
control component starting in the config phase and run undetected until the logs
of the control components are examined in 12.2.3 VerifyVotingPhase.

The key issue here is that the system, when verifying signatures, does not
check that the attached X.509 certificate’s subject field matches the expected
party or that the keys are being used for a purpose which the signer of the
key’s certificate intended. No check has been found which prevents the control
components from impersonating the one honest control component. This would
allow the one honest control component to be bypassed, which breaks cast-as-
intended verification; the setup component would honestly combine the shares
of the return codes but all the shares would be coming from the adversary.

No audit of the config phase described in the computational proof or system
specification, at the time this issue was reported, would catch this attack on cast-
as-intended. Nor was the verifier for the config phase in the repository. However,
it was an open question if the attack (or a similar attack) would go undetected
by the verifier specification and implementation that were (and to a significant
extent are) unreleased and under development.

In conclusion, the identified vulnerability did appear to lead to manipulation
that goes undetected by the voter, but not by the system, based on the then
released material. However, the attack was caught by then unreleased checks.

Resolution. Swiss Post has prevented the attack detailed in this report by a
manual process which checks that the certificates used in the verification are
the correct certificates. This certainly prevents the specific attack detailed in
this report. More details on the resolutions should appear soon when Swiss Post
posts an issue on their Gitlab repo related to this finding.

Summary

At the time of writing, the underlying vulnerabilities described here are still
present in the SignatureChecker class in the verifier and the various signature
verification implementations in the voting system. While there are no currently
known attacks which exploit the vulnerabilities, we nevertheless strongly encour-
age Swiss Post to patch the underlying vulnerabilities by implementing the key
recommendations of this report.

Future versions of the Swiss Post Voting system aiming for higher levels
of assurance may wish to dispense with certificate chains entirely and load all
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certificates through a manual process; this would eliminate the need to trust any
root certificate authority.

4.2 Lack of Details in Handling Inconsistencies: Attack
on Individual Verifiability

This section concerns the very final step of the voting phase, in which a voter
enters her ballot casting key BCKid at her client, which transforms it into a
confirmation key CKid and sends it to the voting server. She should receive the
correct Vote Cast Return Code VCCid only if her ballot will be included. For
reasons of space our description here is necessarily incomplete—more information
can be found in our report from Round 1 of the examination [5].

The adversary’s objective is either to return the correct VCCid to the voter,
while producing a vote transcript that leads to the rejection of her vote, or to
produce a vote transcript that leads to the inclusion of a vote for which the voter
never entered her ballot casting key BCKid.

The attacks described in this report rely on some inconsistencies between
the logs of different CCRs for the vote confirmation phase.4 We find it fairly
difficult to understand how the system would behave, should those inconsisten-
cies happen. We believe that the treatment of these inconsistencies should be
an explicit part of the protocol specification, and that the security proof should
demonstrate why this treatment is compatible with the FCh VEleS.

Our analysis focuses on specific examples. We do not currently have a proof
that the proposed modifications in the protocol are sufficient, because there may
be other attacks along similar lines.

What Inconsistent Logs Should be Permitted? Let us consider CCR logs
that are almost, but not perfectly, consistent. This may be due to communication
mishaps, a corrupted voting server, or one or more malicious CCRs.

We focus on the confirmation logs (Lconfirmed,j) and, in the rest of this dis-
cussion, we omit lVCCid and the ZKPs, because we assume these are honestly
generated, consistent with the other data, and pass verification.

Omission. Suppose three CCRs show a certain confirmation attempt but one
missed it, so their logs look like: (where vcid is the verification card identifier)

CCRj : (vcid, 1, CKid, ∗, ∗) for j = 1, 2, 3.
CCR4 : No record for vcid

Such logs could appear in a scenario like the following one, in which a dis-
honest CCR4 colludes with a dishonest voting client and Voting Server (VS).

1. The client and server-side components all perform the vote-sending and
Choice Return Code generation and return honestly. The client displays the
(correct) Choice Return Code to the voter.

4 This was reported to SwissPost as a gitlab issue which is currently private.
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2. The voter enters his true Ballot Casting key BCKid. The client honestly com-
putes CKid and sends it to the Voting Server.

3. The Voting Server honestly forwards CKid to all the CCRs.
4. The honest CCRs (j = 1, 2, 3) perform all the steps of Sect. 12.2.2.2 of the

protocol specification correctly, including logging, and return long vote cast
return code lVCCid,j (j = 1, 2, 3) to the Voting Server.

5. Cheating CCR4 computes lVCCid,4 correctly, but logs nothing and returns the
value secretly to the Voting Server.

6. The Voting server makes whatever logs are specified when it receives only
three responses (j = 1, 2, 3). (This is currently not explicitly specified in
Sect. 12.2.2.3.)

7. The Voting server also computes correctly (but does not log) the value of
lVCCid derived from a correct execution of 12.2.2.3 using the lVCCid,j’s
received from honest CCRs (j = 1, 2, 3), plus the lVCCid,4 it received out-
of-band from the cheating CCR4. This result should correspond exactly to an
honest execution with a valid Vote Cast Return Code, and should therefore
find a match in the CMTable at Step 3 of Sect. 12.2.2.3.

8. The Voting Server then sends the (correct) VCCid value back to the colluding
voting client out-of-band.

Thus the voter submitted his BCKid and received a final confirmation with
the correct code.

However, such logs could also appear in a scenario like the following, in which
a dishonest CCR4 colludes with a dishonest voting client, while the VS is honest.

1. The client modifies the vote choices made by the voter and submits an incor-
rect ballot to the Voting Server. The CCRs compute the corresponding choice
return codes, which the voter rejects since they do not match her choices.

2. The voter does not enter her Ballot Casting key BCKid. The client guesses
a BCKid value, computes the corresponding CKid and sends it to the Voting
Server.

3. The Voting Server honestly forwards CKid to all the CCRs.
4. The honest CCRs (j = 1, 2, 3) perform all the steps of Sect. 12.2.2.2 of the

protocol specification correctly, including logging, and return lVCCid,j (j =
1, 2, 3) to the Voting Server.

5. Cheating CCR4 does nothing, and returns no value to the Voting server.
6. The Voting server makes whatever logs are specified when it receives only

three responses (j = 1, 2, 3). (This is currently not explicitly specified in
Sect. 12.2.2.3.) It also returns no Vote Cast Return code to the voter.

Thus the voter never entered her BCKid and received no Vote Cast Return
code. (These logs could of course also be the result of other scenarios – we are
just describing two examples that result from opposite voter actions and views.)

Message Reordering. Now suppose the CCR logs show the same (two) con-
firmation attempts, but in a different order, so their logs look like:
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CCRj : (vcid, 1, CKid, ∗, ∗), (vcid, 2, CK2id, ∗, ∗) for j = 1, 2, 3.
CCR4 : (vcid, 1, CK2id, ∗, ∗), (vcid, 2, CKid, ∗, ∗)

These logs could be the result of various scenarios very similar to the previous
ones. For instance, it may be that the voting client was honest, the voter entered
a correct BCKid value, and a correct CKid was sent to the voting server, but the
malicious voting server created CK2id as well and sent the values CKid and CK2id
to the first three CCRs, and the values CK2id and CKid to CCR4. The corrupted
voting server may then decide to send the correct Vote Cast Return code to the
voting client, after reordering the responses from CCR4. The voter would then
have a complete voting session. In another scenario, the voting server would not
send the correct Vote Cast Return code to the voter. In yet another scenario,
the voting client is corrupted, and both CKid and CK2id are incorrect values.

Divergence. Now suppose all the CCRs show two confirmation attempts, but
all with different values, so their logs look like:

CCR1 : (vcid, 1, CK1id, ∗, ∗), (vcid, 2, CK2id, ∗, ∗)
CCR2 : (vcid, 1, CK3id, ∗, ∗), (vcid, 2, CK4id, ∗, ∗)
CCR3 : (vcid, 1, CK5id, ∗, ∗), (vcid, 2, CK6id, ∗, ∗)
CCR4 : (vcid, 1, CK7id, ∗, ∗), (vcid, 2, CK8id, ∗, ∗)

These logs could be the result of a malicious voting server who sent random
CKid values to the CCRs – and this could happen whether or not the voter
entered his correct BCKid. Alternatively, they could be the result of an honest
voter entering his correct BCKid on a second attempt, resulting in the submission
of CK1id and CK2id to all the CCRs, and then of incorrect behavior by CCR2, CCR3
and CCR4, which would log random CKid values and may or may not compute
and return the correct lVCC codes to the voting server.

Discussion. In all three cases, there is no appropriate consistent information
from any single attempt to extract a valid Vote Cast Code. Also, it is not possible
to decide, just from these logs, what went wrong: these transcripts could be
the result of an innocent communication problem, of a corrupted VS, or of the
corruption of one or more CCRs.

In the message reordering case, the logs offer sufficient information to verify
whether the correct CKid value is in the list, based on the lVCCid values from the
logs and on the CMtable. In the other two cases, the logs offer no way to decide
whether the correct CKid is in the list.

It is also unclear whether a VCCid would be returned to the voter in any of
these cases.

What do the Specification Documents Say About These Cases? We
inspect the different available documents in order to try to interpret what would
happen.
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Protocol Specification. The scenarios above describe some inconsistencies
between the logs of different CCRs for the vote confirmation phase. At present,
in version 0.9.11 of the protocol specification documents, the consistency checks
described in the VerifyVotingPhase algorithm (Sec. 12.2.3), which decide whether
votes are tallied, are only incompletely specified—it is not clear whether the pro-
posed scenarios would pass or not.

Step 5 of the verification of the CCR logs indicates: “Check the equality of
vcid and confirmation attempts number in {Lconfirmedj}mj=1. Our understanding
is that the “Omission” case would fail on this criterion, but that the “Message
reordering” and the “Divergence” cases would pass, since all the CCRs have 2
attempts for vcid.

The presence of extractable short Vote Cast Return Codes is also verified.
Here, we expect that the “Divergence” case would fail because of the absence of
lVCCid,j tuples in the CCR logs that make it possible to extract a return code
from CMtable. The case of the “Message reordering” is less clear: VS could have
marked the ballot as extractable, and the right lVCCid,j values will be found in
the CCR logs, even though they won’t correspond to the same attempt: even
though we do not find any suggestion that an honest VS would try to reorder
values coming from the CCR in order to see if they lead to an extractable code
(and hence would mark the ballot as non-extractable), the VS is not trusted
to follow the protocol specification and could mark the ballot as extractable.
Besides, the verification process does not seem to require that the right lVCCid,j
values must come from identical attempt numbers in the CCR logs: this could
make this ballot pass verification.

Protocol Specification, again. Much later, in Sect. 16.2 of the protocol specifica-
tion document, there is an indication that auditors who find an inconsistency
could start interacting with other system components, perform an analysis, which
could result in a modification of the voting server and the control components’
state and in the list of ballots to be included in the tally.

How are these questions handled in the security proof? The relevant section is
in 16.2, where Theorem 3 formalises the idea that a voter should not receive a
valid Vote Cast Return code for a vote that is not included.

The security proof does not properly cover cases like this—see [5] for details.

Verifier Specification. The verifier specification (version 0.9.1) is more demand-
ing, and it appears from Sect. 4.1 that none of the inconsistencies that we propose
would pass verification: verification step 2.43 requires strict equality accross con-
trol components of the hCKid, attemptsid, vcid values. This would in particular
imply that the “Message reordering” case, which may have passed the previous
verification steps, would still result in a verification failure.

Contrary to what appears in Sect. 16.2 of the protocol specification document,
the verifier specification just concludes with a failure, and there is no suggestion
that any log reconciliation attempt should be made.
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4.3 Lack of ZK Proofs of Correct Key Generation: Attack
on Privacy

The CCMs do not prove knowledge of the secret keys corresponding to the public
key that they publish. This is important since the absence of these proofs means
that a minority of parties may know the secret key, which should have been
generated in a distributed manner.

The following attack illustrates discrepancies between the VEleS, the protocol
specification and the security proofs. Although we do not think it would work in
the security model of the protocol specification, the proof does not characterise
the possible attacks sufficiently. Even more importantly, this scenario shows a
point in which the trust model of the protocol specification is inconsistent with
the VEleS.

An attack scenario on privacy. Let us consider the following variation on the
classical attack described in Sec. 13.6 of the protocol specification. We consider
a case where the voting server, the election board and one of the online CCMs
are controlled by the adversary. The adversary sees the inputs of the honest
CCMs’ public key shares (ELpk,1, ELpk,2) through the voting server (Fig. 20 of
protocol specification) and creates a share which cancels them out. This is done
by inverting their shares and adding one of its own ELpk,3 = EL′

pk,3∏2
i=1 ELpk,i

. The

setup component acts honestly and computes ELpk =
∏2

i=1 ELpk,i ·EBpk which
simplifies to EL′

pk,3 · EBpk. At this point the adversary knows the secret key
used to encrypt votes and can break privacy as the votes are submitted.

We observe that this attack scenario does not exist in the more abstract
model that is used in the security proof, since that model considers one single
online CCM (merging CCM1, CCM2 and CCM3).

This attack would also not work in the security model of the protocol speci-
fication, because:

1. It is considered that some electoral board members cannot be corrupted
(Table 1).

2. It is considered that the auditors, among which one of them is supposed to
be honest, authorize the electoral board member to reveal their secret key
to the offline CCM, and this would only happen after a successful mixing,
which CCM3 would not be able to complete. So, CCM4 would never receive the
decryption key shares.

5 Conclusion

The Swiss regulations and processes for e-voting are world leading and we
strongly advocate adoption of similar processes in countries like Australia, Esto-
nia, and any other jurisdiction using Internet voting for political elections. The
Swiss Post e-voting system is continuing to improve, gradually fixing issues it
inherited from sVote. However, the system is still not complete and significant
security issues are still being discovered.
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This experience may feel frustrating for the stakeholders who are looking
forward to a swift return of e-voting in Switzerland, especially when e-voting
has been used for years.

Our feeling is rather that the process illustrates difficulties that were always
there.

– The design of an Internet voting system that would offer security in a con-
text that is suitable for government elections is widely regarded as an open
question by the academic community [9,11,22].

– The other countries that decided to open their Internet voting system to
public scrutiny (and many that didn’t) also faced the discovery of significant
security issues – see the cases of Norway, Estonia, Australia and Russia for
instance [2,6,7,10,12,23].

Switzerland adopted regulations regarding the review of its Internet voting
system that are well aligned with the practices adopted for other high-impact
cryptographic protocols. The process is however made quite challenging because
of the unique set of requirements adopted by Switzerland on the one hand, and
because of the almost complete absence of existing standards regarding e-voting
protocols, and on which a Swiss system could rely. As a result, we encourage
all stakeholders to allow sufficient time for the system to be properly developed
and reviewed before deployment. Remember that not certifying a non-compliant
system is a desirable goal of a good process.
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Abstract. This paper examines the impact of two exogenous shocks – a 2018
technical incident that took place in Ontario, Canada, and the COVID-19 pan-
demic – on the administration of local elections in Ontario. Drawing upon sur-
vey and focus group data, this paper concludes that these two exogenous shocks
affected the perception and adoption of online voting on the municipal level in
differential ways. We find that the COVID-19 pandemic had a greater perceived
effect upon the decision to adopt online voting than the 2018 technical incident.
However, the perceived effects of the 2018 technical incident were just as likely
to be felt in unaffected municipalities as they were in those that had been directly
affected. Municipalities that had not used online voting in 2018 andmedium-sized
cities were more negatively affected by the 2018 technical incident. In contrast,
the perceived effects of the COVID-19 pandemic did not hinge upon the previous
use of online voting, city size, or the urban/rural divide.

Keywords: Online voting · Technical incident · COVID-19 · Exogenous
shocks · Policy window · Canada · Ontario

1 Introduction

Contextual circumstances can and do influence how administrators run elections.
Whether reacting to economic crises [1], war [2], natural disasters [3], or public health
emergencies [4], election officials around the world have had to pivot during periods
of uncertainty to continue to offer regular, free, and fair elections. In particular, the
COVID-19 pandemic has pushed election officials to make changes to election rules and
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processes that theymay not havemade otherwise – including the expeditious adoption of
remote voting methods such as postal and online voting [5]. The COVID-19 pandemic
has also encouraged governments to streamline and modernize election processes by
adopting other types of election and voting technologies. Yet, while certain events push
governments to deploy election technologies sooner than they might have otherwise,
the growing implementation of voting technologies brings with it the increased likeli-
hood of technical incidents – a type of exogenous shock that may impact the ways that
officials administer elections. In fact, as governments and election management bodies
(EMBs) embrace voting technologies, the possibility for technical incidents increases.
Recent examples of such events occurred duringNewSouthWales’s 2021 local elections
in Australia [6–8], in the 2018 Pakistani general election [9], and, of relevance to this
work, in Ontario’s 2018 municipal elections [10].

During Ontario’s 2018 municipal elections,1 a technical issue with an online and
telephone voting election service caused a voting outage in 43 municipalities across the
province, forcing local election administrators to take contingency measures to ensure
that all voters had a chance to participate (herein referred to as the “2018 technical
incident”). Though the affected municipalities represent only a fraction of those that
employed online voting in 2018, the technical incident was widely reported about in the
media and caught the attention of administrators from across the province. Two years
later, in 2020, Ontario was also impacted by the COVID-19 pandemic. Calls for health
and safety measures altered the ways that officials carried out elections, including in the
adoption and use of election technologies.

With a particular focus on online voting, this paper explores how these two shocks –
the 2018 technical incident and the COVID-19 pandemic – may have: (1) impacted
the administration of electronic elections in Ontario and, (2) been perceived differently
across Ontario’s municipalities. Ontario provides an intriguing case in which to study
the impact of these shocks because of its large number of municipalities2 that account
for both urban and rural communities, small and large population sizes, and varying
levels of voting technology usage. Although much research has examined the effects
of the COVID-19 pandemic on election administration, this case allows us to directly
compare the effects of the pandemic and a technical incident to see if and how they
matter differently. This comparison, made among the same set of survey respondents,
offers a novel contribution to research on the effects of unpredictable circumstances on
small-scale elections reforms, including the adoption of electronic voting technologies.

We hypothesize that each shock has exerted different pressures on administrators and
elections. It is likely that the 2018 technical incident increased insecurities about online
voting and therefore presumably discouraged municipal uptake, while the COVID-19
pandemic encouraged local governments to adopt, or at least consider adopting, online
voting. These forces are countervailing, and it is possible that both mattered, neither
did, or that one mattered more than the other. We find that the COVID-19 pandemic
had a greater perceived effect upon decisions of whether to adopt online voting than the
2018 technical incident, especially for those municipalities whose voting plans had been
affected by the 2018 voting outage. However, these two shocks had different effects

1 All regular municipal elections in a province occur at the same time.
2 Ontario has 444 municipalities.
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on different types of municipalities. Given the persistence of the pandemic and the
increasing frequency with which technical incidents occur, our results offer important
insights for both scholars and policymakers.

2 Context: Municipal Elections in Canada

Canada is a federation where municipalities are established and have their authority
defined by their respective provincial governments. As such, the authority, decision-
making power, and very existence of municipalities is a product of provincial legislation
(i.e., they are ‘creatures of the provinces’). This power extends to the regulation ofmunic-
ipal elections, wherein each province has one enabling piece of municipal legislation.
In Ontario, the Municipal Act guides municipalities in most policy and legal domains.
However, the Municipal Elections Act sets out the rules, timing, and procedures for
running local elections across the province. Section 42(3) of the Municipal Elections
Act provides for the use of alternative voting methods during municipal elections if the
council of the municipality has approved the use of such methods. Likewise, Sect. 11(2)
of theMunicipal Elections Act places the responsibility for conducting the election upon
the Clerk.3

In Ontario, there is substantial uptake of online and telephone voting among munic-
ipalities. Along with Estonia and Switzerland, Canada has one of the longest standing
deployments of online voting in the world. The use of online voting in binding elections
in Canada began in 2003, when 12 municipalities in Ontario adopted the technology.
Since then, use of online voting has grown steadily across municipalities in Ontario.4 In
the 2018 Ontario municipal elections, 177municipalities offered online voting, account-
ing for about 45% of cities and towns and 29% of the 9.4 million voters in the province
[10]. In 2022, the number of municipalities offering online voting in Ontario will cross
the majority threshold, with an estimated 220 out of 414 doing so.5 In addition, many
municipalities in Nova Scotia and Ontario use telephone voting as a complimentary
channel, especially in communities where internet connectivity is poor or not available,
or electors’ digital literacy is of concern. In a majority of the municipalities employing
online and/or telephone voting, paper ballots have been eliminated altogether [10].

Ontario is a unique case to study online voting development. It has a large population
(comparative to other provinces and territories), a high number of municipalities (444),
and the legislative framework under which it abides allows for its municipalities to make
individual decisions about the voting methods they employ. In fact, since 2003, Ontario
has had one of the longest standing experimentations with online voting. In contrast to
most other jurisdictions where online voting adoption is implemented simultaneously,

3 The Clerk is one of two statutory roles required for each Ontario municipality. The Clerk
manages services, policy processes, elections, and matters of legislative compliance in their
respective municipality.

4 The province of Nova Scotia also uses online voting in most of its municipalities. In 2020, 39
of the 46 municipal elections held in Nova Scotia were conducted online. Although there are
48 municipalities in Nova Scotia, two municipalities had committed to using online voting, but
all races were acclaimed in the 2020 election.

5 There are 444municipalities in Ontario. 414 of them are responsible for running local elections.
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uptake in Ontario has been varied: although a growing number of municipalities have
introduced the voting reform, some have switched back to paper ballots.

Despite this, Ontario has the most online voting uptake in Canada and has become a
hub for electronic elections worldwide. Presently, it is the most extensive case of online
voting deployment globally, and Canada is the only country wherein certain jurisdictions
run online elections remotelywith nopaper ballot option.Given these considerations, and
the fact that a technical incident occurred in the most recent Ontario municipal elections,
the province provides a unique case to study the effects of exogenous shocks on the
administration of local elections. Furthermore, since there is a forthcoming municipal
election in October 2022, the local officials surveyed and interviewed for this paper had
already made decisions about which voting modes will be used. This allowed us to learn
about the first-hand considerations that factored into decision-making processes around
the use of online voting for the upcoming election.

2.1 The 2018 Technical Incident

On October 22, 2018 – municipal election day in Ontario – voting websites supported
by Dominion Voting Systems, one of four primary voting technology vendors in the
province, slowed to an extent that it prevented voters from casting their online ballots.
The slowdown occurred just before 6:00 pm EST (the polls were set to close at 8:00
pm EST) and resulted in the voting websites of 43 municipalities either not working
or operating so slowly that casting a ballot was either very difficult or not possible.
The company issued a press release explaining that the slowdown was the result of
an unauthorized restriction in bandwidth by a third-party IT subcontractor, which had
limited it to about one-tenth what it should have been [11]. This mistake, however, only
caused network issues during high online traffic on election day.

While technical incidents had transpired in previous Canadian municipal elections,
none had been of suchmagnitude. For one, the 2018 technical incident resulted in greater
extensions in voting than had occurred previously. Second, because of the trend to elimi-
nate paper voting, many municipalities did not have a non-electronic option for voters to
use, giving those communities no other option but to declare a state of emergency under
theMunicipal Elections Act in order to extend voting eligibility to include the following
day.6 These emergency declarations made national news and sparked discussion about
whether online voting uptake in Ontario municipalities would consequently be curbed
or halted [12].

2.2 The COVID-19 Pandemic

In Canada, the COVID-19 pandemic was declared a public health emergency in March
2020 when the respiratory illness began to spread, filling hospitals and resulting in a
record number of deaths [13]. In response, 80 countries around the world postponed a
variety of elections [5], and many more modified delivery or undertook reforms to offer

6 Declaring a state of emergency is a requirement if a municipality wants to continue an election
past election day. 35 municipalities declared a state of emergency in 2018.
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regular elections that were accessible to voters. In Canada, the COVID-19 pandemic
equally affected how elections were and are run at all levels of government.

At the federal level, Canada’s national electoralmanagement body,ElectionsCanada,
approved a series of administrative changes to respond to public health concerns, includ-
ing implementing physical distancing and other safety guidelines at polling stations,
providing all electors with single-use pencils and masks upon entry to a polling sta-
tion, increasing the capacity of the vote-by-mail system and providing prepaid postage
to electors choosing to vote-by-mail, and offering virtual training for election workers
[14]. The agency, however, did not consider introducing or mandating either online or
telephone voting, citing a significant planning/implementation process constrained by
its current operational capacity [14].

For these reasons, calls for early provincial elections in both New Brunswick and
British Columbia during the height of the pandemic were met with resistance and public
debate about whether elections should be carried out during public emergencies [15].
According to a study conducted by Garnett et al. (2021), between 50% and 60% of
respondents agreed that governments, if given the option, should not have called an
election during the COVID-19 pandemic.

To mitigate health and safety concerns, provincial election agencies also imple-
mented special voting arrangements, including the adoption of voting-by-mail in New
Brunswick [16], British Columbia [17], and Newfoundland and Labrador. Likewise,
British Columbia’s use of telephone voting saw a significant uptick from previous elec-
tions inwhich such technologywas also offered [18]. Given that Saskatchewan’s election
was held on a fixed date, its EMB prepared several legislative changes to facilitate safe
voting, including the modification of mail-in voting requirements and the implementa-
tion of additional advance polling opportunities [19]. In addition to these modifications,
the COVID-19 pandemic caused provincial election agencies to look more closely at
the use of technology in the election process by convening committees [20], developing
regulations [21], and/or conducting research [22].

Municipally, elections were also affected by the COVID-19 pandemic. Local elec-
tions in New Brunswick, for example, were postponed for over six months in 2020 [23].
While elections held around the same time in Nova Scotia also raised concerns, most
of its municipalities used online and telephone voting, which mitigated major delays in
the election process. Overall, the COVID-19 pandemic has and continues to serve as a
shock to Canadian elections, resulting in modifications or reforms to the voting process.

3 Literature Review

Generally, the machinery of elections tends to be remarkably stable. Policy systems and
political processes themselves are often characterized by steadiness and incrementalism,
which means drastic change is infrequent. Simply put, reforms to electoral systems,
as well as other changes to the structure of elections, are relatively rare occurrences
across democracies [24]. Canada is no exception to this trend, despite increasing calls
for electoral reforms at national and sub-national levels of government. These calls,
which brush up against the longstanding stability of Canadian electoral institutions,
have, however, increasingly resulted in smaller scale administrative reform. Reforms
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to the ways that elections are carried out are often the result of incremental change,
although others have also occurred in response to unexpected events. These unexpected
events – often referred to as “exogenous shocks” in policy literature – may realign policy
systems or policy thinking and are therefore often responsible for the conditions that
allow for institutional/organizational change [25–27]. Importantly, many argue that this
applies to electoral reform as well [28]. Since the onset of the COVID-19 pandemic,
a major exogenous shock, at least 80 countries and territories have postponed national
and/or subnational elections [20, 29]. This has led to substantial policy reform, including
in Scotland and Wales, where the expeditious passing of the 2020 Coronavirus Act7

legislated the deployment of “emergency powers” to postpone elections to: (1) slow the
spread of the virus; (2) reduce resourcing and administrative burden on public bodies;
and (3) limit the impact of staffing shortages on the delivery of public services [31].

The Coronavirus Act is but one example of the impact that exogenous shocks may
have on policymaking processes, which, research suggests, tend to reconfigure policy
spaces or subsystems [26]. These circumstances are referred to as “policy windows”:
moments in time when an issue captures the attention of decision-makers. Policy win-
dows increase the likelihood that different policy and policy initiatives will merge, cre-
ating policy action and often breaking a pre-established status, generally under the guise
of policy entrepreneurs who recognize opportunity and act accordingly [32, 33].

Much like the COVID-19 pandemic, technical incidents can also act as sizeable
shocks to elections. In fact, themore that efforts to modernize elections involve the adop-
tion of technologies [34], the greater the potential for the occurrence of serious technical
incidents. The security of electronic voting has raised particular concern about system
vulnerabilities [35, 36], authentication and verification issues [37, 38], and electoral
fraud [39]. These issues have been identified not only in Canada, but also in Switzerland
[40], Estonia [35], Australia [8], Finland [41], and India [42], among others. Some of
these technical shocks have resulted in extensive delays and closures of voting booths
[43, 44], and, in certain instances, have fueled public skepticism about election integrity
[45]. In serious cases, technical shocks have also led jurisdictions to either halt plans for
electoral reform (i.e., Switzerland) or to completely abandon intentions to adopt online
voting (i.e., United Kingdom, Norway, and Australia). James and Alihodzic (2020)
explain that both technical and logistics issues, even when having occurred without the
simultaneous presence of other exogenous shocks, have historically resulted in policy
change, including during the 2019 Nigerian Presidential Election and the 1996 post-war
Bosnian elections.

For these reasons, both the COVID-19 pandemic and the 2018 technical incident
can be classified as exogenous shocks that may lead to the opening of policy windows
to voting reform. As such, local clerks, politicians, and administrators could be seen as
policy actors who have the power to take advantage of policy windows to change course
on the implementation of voting methods in certain communities. Given widespread
tendencies to postpone or cancel elections in the wake of exogenous shocks and major
emergency situations, including natural disasters, war, and military coups [46], policy
windows ought to figure centrally in research on electoral administration and reform. In
fact, there has been no shortage of articles examining how the COVID-19 pandemic has

7 The Coronavirus Act received royal assent in 2020.
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led to fundamental upheaval in several policy domains [47–50]. Under these conditions,
policy directions or ideas that once seemed fundamentally unworkable or risky may
suddenly become viable.

However, while policy windows create an opportunity for policy action, actors still
need to take advantage of those openings. The literature refers to actors who take such
advantages as “policy entrepreneurs” [32]. These actors possess the knowledge, power,
tenacity, and luck to exploit key opportunities and, by mustering the resources to take
advantage of them, can enact crucial policy change [51]. This may explain why changes
in policy tend not to be uniform across jurisdictions, even when those jurisdictions expe-
rience the same or similar events. Policy entrepreneurship necessarily creates policy or
regulatory differentiation, even with the same forces acting upon multiple jurisdictions.

The adoption of online voting across Ontario municipalities is a prime example of
regulatory differentiation in action. As a major shift in electoral administration, online
voting has gained traction, in certain municipalities, because of its potential to offer
benefits to the democratic process, even if it may also pose a significant risk to those
same systems.

To date, most of the literature examining online voting focuses on its effects on
voters [52], cost-efficiency [53], or security concerns [54, 55]. By comparison, studies
focused on online voting deployment in Europe tend to examine voter participation and
trends in turnout [56], the impact of such technologies over time [57], and the actors
involved in governance and administration [58]. There is limited literature available on
the interaction between the adoption of online voting and exogenous shocks, which, as
this paper hypothesizes, may exert different pressures on administrators and EMBs to
adopt or not adopt electronic voting methods.

4 Data and Methods

This paper takes amixedmethods approach that relies on both quantitative and qualitative
analysis. Drawing upon data from a survey and a focus group with municipal elections
administrators, we examine whether the COVID-19 pandemic and a 2018 technical inci-
dent have served as countervailing forces on local elections in Ontario, Canada to gauge
their perceived impact on the administration of those local elections. Within research
on municipal elections, insight from administrators is rare. Although they are crucial
decision-makers who play a central role in the carrying out of democratic responsibil-
ities, their insight on election processes is understudied. For this reason, this dataset
is both novel and important to develop a better understanding of the decision-making
processes that inform election administration, and the considerations taken when engag-
ing in small-scale election reforms, including those necessary to respond to exogenous
shocks.

The survey informing this study was administered between April 21 and May 27,
2022, to local officials responsible for election governance in Ontario. To identify poten-
tial survey respondents, we obtained a contact list from the Association of Municipal
Managers, Clerks, and Treasurers of Ontario (AMCTO) which provided the contact
information of 682 individuals responsible for the administration of local elections across
Ontario’s 444 municipalities. A total of 676 valid emails were sent with an invitation to
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take part in the survey, and two reminder emailswere sent thereafter, each oneweek apart.
281 respondents completed the survey (from 217 municipalities), indicating a response
rate of 41%. Surveys were coded and distributed via the Qualtrics interface and included
questions regarding the rationale for online voting adoption, including its benefits and
challenges, how the 2018 technical incident and the COVID-19 pandemic affected the
administration of local elections, and some attitudinal and demographic items. Questions
related to the 2018 technical incident and COVID-19 pandemic allowed us to compare
the perceived effects (both magnitude and direction) upon the likelihood of adopting or
maintaining an online voting option in Ontario’s local elections now and into the future.

Our sample includes a good cross-section of municipalities from which adminis-
trators run elections: 54.3% of respondents in our sample are from municipalities with
populations fewer than 10,000 persons, 34.3% between 10,000 and 99,000 persons, and
11.3% with over 100,000 persons (N = 25). This aligns with the general make-up of
Ontario municipalities given that many of them (approximately 70%) have populations
fewer than 10,000. This large number of survey respondents from a representative cross-
section ofOntariomunicipalities allows us to approximate the totalmunicipal population
more closely. This is a particular strength of this dataset, because it allows us to draw
larger conclusions about the effects of the 2018 technical incident and the COVID-19
pandemic on the administration of elections, generally.

Administrators who completed the survey report being experienced in the adminis-
tration of municipal elections, with only 13% indicating that they had been involved in
local elections administration for one year or less. A majority of respondents – 55% –
indicated having at least 10 years of experience (the remaining 32% having spent 2 to
9 years in such a role).

To gain additional explanatory insight and augment the open-ended responses posed
in the survey, we also carried out a focus group with members from AMCTO’s Election
WorkingGroup: a consortium ofmunicipal officials responsible for the administration of
elections thatmeet regularly to discuss issues and share best practices and other strategies
for election planning, implementation, and evaluation. Prior to taking part, participants
were provided with a focus group guide outlining four themes for discussion: (1) the
state of electronic voting in Ontario municipalities; (2) voting methods and the 2018
technical incident; (3) voting methods and the COVID-19 pandemic; and (4) the future
of local elections in Ontario.

The focus group consisted of six participants from five cities that varied in size and
who have different histories of voting method use and opinions on online voting. Two
of the five cities had not adopted online voting in their municipality’s local election, and
likewise indicated having no desire to use the technology in upcoming local elections.
One city had not used online voting methods previously but regretted the decision not to
include it as a voting option in the 2022 municipal election. The final two communities
had previously used online voting and were affected by the 2018 technical incident.

The analysis below proceeds in three parts. Firstly, we consider the perceived impact
of both the 2018 technical incident and the COVID-19 pandemic upon decisions to
use online voting in the upcoming 2022 municipal elections. We present frequency
distributions to survey questions that reveal perceptions of the direction and magnitude
of these effects upon the likelihood that municipalities decided to adopt online voting for
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the upcoming 2022 municipal elections. Second, we merge the direction and magnitude
variables (by multiplying them) to create a new, composite indicator that taps into both
perceived direction and magnitude of the effects of each of the exogenous shocks. Two
composite variables (one for the COVID-19 pandemic and one for the 2018 technical
incident) then serve as outcome variables in regression models where they are regressed
onto a series of city-level variables: population, urbanity, andonline votingusage. Finally,
to add explanatory insight to the survey results, we draw upon the focus group discussion
and open-ended survey comments.

5 Results

5.1 The 2018 Technical Incident

Survey respondents were asked separate questions about whether the 2018 technical
incident and concerns about the COVID-19 pandemic had an effect on the likelihood that
online votingwas going to be adopted in theirmunicipality in the upcoming 2022 election
(response optionswere ‘more likely’, ‘less likely’, and ‘did notmake a difference’). Table
1 contains the frequency distributions for these questions.

Table 1. Perceived direction of impact of shocks upon likelihood of use of online voting

Technical incident COVID-19

Less likely 19.2% 0.0%

No effect 80.8% 52.7%

More likely 0.0% 47.3%

N 240 241

Table 1 indicates two notable findings: First, it confirms that the perceived impact
of the two shocks are indeed pulling in opposite directions. Roughly one-fifth of admin-
istrators thought that the 2018 technical incident decreased the likelihood of adopting
online voting, and not a single respondent thought it made it more likely. As for the
effects of the COVID-19 pandemic, nearly half of respondents thought it made the use
of online voting more likely, and no one replied that it made it ‘less likely’. There are
clear directional effects here. Secondly, election administrators were much more likely
to believe that the COVID-19 pandemic influenced online voting decisions than the 2018
technical incident. Over 80% reported that the incident had no effect, while fewer than
half took this opinion of the COVID-19 pandemic. Combining responses from these
questions, we see that respondents were also considerably more likely to say that the
COVID-19 pandemic had an effect, but the 2018 technical incident did not, rather than
the other way around. 38.5% of respondents thought that the COVID-19 pandemic was
the only factor that affected the adoption of online voting, while just 9.7% thought only
the 2018 technical incident mattered (8.4% said that both mattered, while 43.4% said
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that neither did).8 We therefore see a significant difference in the perceived impact of
the two shocks.

One interesting question to consider is whether respondents frommunicipalities that
were affected by the 2018 technical incident perceived the 2018 technical incident to
have a greater impact on the likelihood of using online voting than those in municipali-
ties that were not affected. A total of 40 officials from 29 municipalities affected by the
2018 technical incident responded to the survey. The remaining respondents adminis-
tered elections in municipalities that were not affected by the 2018 technical incident.
Interestingly, despite these varied orientations to the 2018 technical incident, we see no
statistically significant differences between responses from administrators from the two
types of municipalities. Put simply, though the 2018 technical incident only affected a
small share of Ontario’s municipalities, its perceived effects were just as likely to be felt
in unaffected municipalities as they are in those that were directly affected.

Thinking about the magnitude of effects, we can elaborate upon these findings by
examining the results of a second set of survey questions that asked respondents how
much of an impact the two shocks had on the administration of elections (response
optionswere ‘a lot’, ‘somewhat’, ‘a little’, and ‘not at all’). Table 2 contains the frequency
distributions for these two variables.

Table 2. Perceived magnitude of impact of shocks on decision to use online voting in 2022

Technical incident COVID-19

None 71.7% 53.1%

A little 7.1% 9.5%

Somewhat 12.1% 23.7%

A lot 9.2% 13.7%

N 240 241

Table 2 provides further evidence that the COVID-19 pandemic is perceived to have
more of an impact than the 2018 technical incident on the municipalities in our sample.
Rates of ‘a lot’ and ‘somewhat’ responses are considerably higher for the COVID-19
pandemic than the 2018 technical incident. A chi-square test reveals that the differences
between these distributions is significant at p < 0.01.

Overall, then, we see differences in the perceived effects of these shocks both in
terms of direction and magnitude. Survey respondents were considerably more likely
to say that the COVID-19 pandemic had an effect upon the decision-making in their
municipalities than they were to say the same about the 2018 technical incident. Of
these, respondents from communities affected by the 2018 technical incident perceive
both shocks to have had a greater impact than those that were unaffected, with the belief
that the COVID-19 pandemic had a larger influence on likelihood of use. Respondents
were also of the opinion that the pandemic had a stronger impact upon their decisions.
Results clearly show that the shocks had different effects.

8 N = 180.
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5.2 Do Effects Differ Across Municipal Types?

Having studied impacts of direction and magnitude, we turn to evaluating whether the
perceived effects of the two exogenous shocks differed depending upon the context in
which decisions on voting methods were made. Municipalities in Ontario have vastly
different characteristics whichwe expect may influence opinions of the perceived impact
of the two exogenous shocks. In particular, we expect that three factors might affect these
calculations.

First, it is conceivable that the impact of the exogenous shocks might hinge upon
whether online voting was in place in a previous election (including and especially
during the 2018 municipal election). Municipalities deciding whether to adopt online
voting for the first time might be expected to deliberate differently than those who have
used such a system in the past. Inertia (or path dependency) is a powerful force in any
institution. Second, the population size of a municipality may matter. Larger cities have
more resources and may be able to cover the costs of in-person elections more easily.
Finally, we consider whether cities are classified as urban, suburban, or rural. One might
expect that the density of cities may factor heavily into decisions on voting methods.
Though it is conceivable that other contextual factors will matter, given the modest size
of our sample, we focus on three contextual factors only. Survey respondents were asked
questions that address all these factors, and their responses were used to create a series
of dummy variables.

These indicators serve as independent variables in a series of two regression mod-
els – one for the 2018 technical incident and another for the COVID-19 pandemic. The
dependent variables are the aforementioned composite ‘perceived impact’ variables,
calculated by multiplying the ‘direction’ and ‘magnitude’ variables considered directly
above. Multiplying these separate variables allows us to create a new, single variable,
that taps into both direction and strength of perceived effects. In theory, these variables
range from −1, which indicates ‘a lot’ of negative effect (making online voting less
likely) to 1 (‘a lot’ of positive effect). A value of 0 indicates no perceived impact. In
practice, however, the COVID-19 pandemic variable has only positive values, since no
respondents took the view that the COVID-19 pandemic decreased the likelihood of the
use of online voting. All values for the 2018 technical incident variable are negative, for
the same reason (no respondents thought it made online voting more likely) (See Fig. 1).

Table 3 shows the results of the two OLS regression models. Perhaps the most
immediately striking result in the table is that none of the explanatory variables are related
to the perceived impact of the COVID-19 pandemic. Neither the system previously used,
population size, or urbanity seem to have mattered for deliberations over whether to use
online voting in the upcoming 2022municipal elections. In this instance, the null findings
are quite meaningful, as they suggest that the effects of the COVID-19 pandemic on the
likelihood of adopting online voting were the same across all types of municipalities.
Clearly, the effects of the COVID-19 pandemic are profound and equally wide-reaching.

The null findings are also noteworthy because they are vastly different from those
observed for the 2018 technical incident model. Here we see that the perceived effects of
the 2018 technical incident are context dependent in two dimensions. First, the perceived
impact of the 2018 technical incident upon the likelihood of using online voting is in
the positive direction in municipalities that used the system in 2018, as compared to
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Fig. 1. Frequency distributions for 2018 technical incident and COVID-19 pandemic variables9

Table 3. Context and perceived impact of shocks

Technical incident COVID-19

Used online voting in 2018 0.11 (0.04)** 0.02 (0.05)

Baseline = < 10,000 Population >10,000, <100,000 −0.09 (0.04)* 0.09 (0.06)

Population >100,000 0.07 (0.08) 0.08 (0.11)

Baseline = Rural Urban −0.09 (0.06) −0.08 (0.08)

Suburban −0.08 (0.07) −0.04 (0.09)

Constant −0.12 (0.03)** 0.26 (0.04)**

N 221 223

Adjusted R2 0.0534 −0.0089

those that did not. Given that the highest value for the outcome variable here is 0, this
result can be interpreted to suggest that the incident had a greater perceived effect (in
the negative direction) in those cities that had not previously used online voting. This
finding aligns with previous research on electoral administration [59] that suggests that
administrators tend to favour the electoral systems they have experience with. If taken
to be true, this cognitive bias may explain why, in our case, that administrators in cities
that have already adopted online voting were less affected by the 2018 technical incident
than are those who have no prior experience running an online election.

Population size also appears to have affected deliberations. Medium sized munic-
ipalities were affected more (in the negative direction) than either smaller or larger
municipalities. Concerns over the 2018 technical incident had a particularly significant

9 The mean value for the composite 2018 technical incident variable is −0.11, and standard
deviation is 0.28. For theCOVID-19 pandemic variable, themean is 0.28, and standard deviation
is 0.38.
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effect in medium sizedmunicipalities.We suspect that this may stem frommedium sized
municipalities’ greater likelihood of having employed online voting in 2018, meaning
that they were more likely to have personally experienced the 2018 technical incident,
or to have been particularly sensitive to it. In fact, amongst our sample, rates of use of
online voting in 2018 were markedly higher in medium sized municipalities (56.5%,
N = 108) than either small (44.4%, N = 69) or large (30.0%, N = 20) municipalities.
Given that the small and large groups had relatively lower rates of online voting use,
there was less room for the 2018 technical incident to negatively affect the likelihood of
using such a system in the upcoming 2022 municipal elections. In contrast, as rates of
previous use in medium sized cities were much higher, there was greater potential for
the system becoming less likely in 2022.

5.3 Open Ended Responses and Focus Group Insights

To gain additional insight to enhance the survey data results, we consulted responses to
two open-ended questions from the survey that asked respondents to provide additional
detail about why the 2018 technical incident or the COVID-19 pandemic influenced
their decision to either use or not use online voting. To understand the thinking of
municipal administrators more deeply, we draw upon feedback provided in the focus
group discussion.

The sentiments communicated by the focus group echo and further explain the find-
ings above in three ways. First, participants reported that the 2018 technical incident
did not have much of an effect on the administration of their elections. Even admin-
istrators from municipalities that were directly affected by the 2018 technical incident
commented that they would have no issue hiring the company again and expressed that
“there are issues with everything. We had a big issue with mail-in voting kits in 2010.”

Another municipal administrator explained that “there’s not many options, so you’re
forced to go with one of the [existing] vendors in the space.” Comments suggested that
the outage was part and parcel of using technology in elections and not unlike other
issues that may arise with paper or mail-in ballots. Some cities that had not used online
voting felt similarly. Municipal administrators also emphasized that while the outage
affected things, it only impacted the timeliness of the results and not their reliability.
These feelings were equally captured in open-ended responses provided in the survey.
A comment from one respondent aptly summarizes this perspective: “Over the years
[we] have used all methods of voting, and problems have happened with each voting
method. Therefore, a problem with electronic voting would not affect my decision on
what voting method to use.”

On the other hand, for some municipalities that had not used online voting in the
2018 election, the voting outage reinforced – and in some instances strengthened – the
justification not to use the votingmethod, albeit thosewith that viewwere in theminority.
However, even when the 2018 technical incident was cited, it was not positioned as the
main reason for non-adoption. As one administrator whose municipality had never used
online voting and has no plans to use it in the future commented, “the 2018 voting
incident was a red flag in our report, but it wasn’t the main reason [for non-adoption].”
Instead, the primary justification to not adopt online voting centered on reliable access
to the internet. A quote from one survey respondent clearly captures this point of view:
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“Our main reason for no internet voting is lack of Internet infrastructure. The incident
would certainly be a learning experience to ensure a better experience in the future.”
While many of the municipalities with this view are smaller, rural communities, others
from large urban centers expressed similar concerns. Overall, the 2018 technical incident
was perceived mostly as the “cost of doing business.” For a small minority, however,
it did result in rolling back adoption, halting further implementation, or abandoning
online voting altogether. Four of the communities that took our survey switched back
from online to paper ballots.

A second notable finding communicated in the focus group and open-ended survey
responses that mirrors the results above is that the COVID-19 pandemic had more of an
impact on the adoption of online voting than the 2018 technical incident, although it did
not push all communities to adopt the voting mode. The largest group of open-ended
comments focused on explaining why municipalities felt compelled to adopt online
voting in response to the pandemic. The feelings around doing so were expressed by one
respondent who commented that “not knowing at what stage the pandemic would be at
election time, wemade a point of advising council that internet and telephone voting was
immune to the pandemic.” Another respondent spoke of some of the challenges other
remote voting modes like mail voting can pose: “as an election administrator, this was
very important to have included in the 2022 election, even if it wasn’t the only method,
as there are always issues with Canada Post strikes near elections…”10 This sentiment
was emphasized by the focus group who observed that the COVID-19 pandemic has
made it harder to get paper election materials and that the cost of paper ballots has
nearly doubled. Clearly, supply-chain issues and reliability of postal service were also
considerations that caused some municipalities to lean towards offering online voting.

Many of the administrators who had already used online voting communicated that
the COVID-19 pandemic further reinforced their feelings that it was a positive addi-
tion to the voting process because of its ability to foster accessibility for electors. Note
that many of these respondents represented municipalities that had been affected by the
2018 technical incident. One focus group participant, whose community was likewise
impacted by the 2018 technical incident, pointed out that the COVID-19 pandemic had
naturally pushed people to use the internet to buy groceries and pay bills, which brought
greater public trust and comfort in technology. The administrator expressed that their
community was much more “relaxed” about the use of online voting in the upcoming
2022 municipal elections because of the COVID-19 pandemic. However, many munici-
palities adapted to the pandemic in other ways, and thus did not feel compelled to adopt
online voting. Thesemunicipalities indicated either introducing or continuing to usemail
voting, special ballots, and other precautions, including additional cleaning procedures
at polling stations to provide safe and accessible elections.

Finally, the focus group discussions and open-ended responses can help us under-
stand why medium-sized municipalities were more negatively affected by the 2018
technical incident than others. Regarding population size, smaller municipalities either
(1) offered online voting but tended to be less concerned about potential technical issues
given that their elections are relatively “low stakes”, or (2) did not or could not offer
online voting because of unstable internet access and other connectivity issues. As one

10 Canada Post is a Crown corporation that functions as the primary postal operator in Canada.
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administrator commented, “there is not sufficient internet coverage in our municipality
to make online voting a viable option.” This latter sentiment was a common theme in
many comments.

By contrast, larger municipalities either run paper-based votes because: (1) they
view their elections as being “high stakes” and therefore have greater concerns about
hacking or election interference, or (2) offer online voting, but have more capacity and
resources to carry out precautionary technical assessments, audits, and research before
implementation. As one administrator noted, “the Dominion incident was disappointing
and serious, but avoidable with proper vendor vetting, in our view. Our municipality
undertakes a robust and intensive vendor vetting process that leads to confidence in the
provider we ultimately choose.” This comment captures the additional knowledge and
vetting capacity of larger municipalities with IT teams and staff, compared to smaller
municipalities where those services tend to be subcontracted or performed by staff who
also hold other roles and responsibilities.

Surprisingly, access to stable internet was also the primary concern of the largest
municipality that participated in our focus group. This municipality likewise held strong
convictions about online voting security, especially after witnessing other municipali-
ties adopt online voting methods and then switch back to paper ballots. This reversion
was articulated as another “red flag” when considering adopting online voting, albeit
secondary to worries over internet access. Lastly, for those communities that had not
previously used online voting, the 2018 technical incident seemed to reinforce negative
impressions of the voting technology. This perspective is perhaps best relayed from the
following comment: “online voting was not considered - period.”

6 Discussion and Concluding Thoughts

This paper considers the impact of a 2018 technical incident and the COVID-19 pan-
demic on the administration of municipal elections in Ontario. In focusing our study
on online voting, this paper explores how these shocks exerted pressures on munici-
pal administrators and elections. Using survey and focus group data, we find that the
COVID-19 pandemic had a greater perceived effect upon decisions of whether to adopt
online voting than the 2018 technical incident. However, municipalities that had not used
online voting in 2018 andmedium-sized cities weremore negatively affected by the 2018
technical incident. Interestingly, our findings also show that the perceived effects of the
2018 technical incident are just as likely to be felt in unaffected municipalities as they
are in those that were directly affected. In contrast, the perceived effects of the COVID-
19 pandemic did not hinge upon the previous use of online voting, city size, or the
urban/rural divide.

It is somewhat surprising that municipalities, particularly those that were directly
affected by the 2018 technical incident, did not perceive it to have a greater effect
on their likelihood of use and 2022 decision-making. As aforementioned, this could
be due to cognitive bias wherein administrators favour the electoral systems that they
have experience with. Another explanation for the continued receptiveness to the voting
mode, however, could simply be that time eases negative experiences and memories.
Some municipal administrators communicated that while there was “no way” local
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elected officials would have agreed to online voting after the 2018 election, sometime in
the four years since then they “seemed to forget about the incident.” Had we surveyed
municipal officials immediately following the 2018 election, perceived effects of the
2018 technical incident may have been stronger.

Finally, it is possible that there is, to some extent, a culture of complacency among
municipal officials regarding technical issues. Research examining voters’ satisfaction
with, and attitudes towards, online voting before and after the 2018 technical incident
points to concerns regarding the culture of risk acceptance among Canadian voters
[60]. Since administrators often take their cues from voters (focus group members and
open-ended survey comments admit to doing so) it is possible that the 2018 technical
incident was not perceived as a greater threat because of local bureaucrats’ greater
acceptance of technical risk. Such feelings were emphasized in survey comments and
the focus group discussion, capturing a perspective that technical issues are bound to
happen and that municipalities are accepting of the associated risks. Such patterns have
also been observed among the Canadian public, with the public being open to the risk
exposure associated with online activities and less reactive to data breaches or security
issues that transpire in day-to-day life.While the implementation of technology certainly
brings with it the possibility for problems, a key question is whether elections – as a
core institution of democracy – should be held to higher standards than other online
activities, such as online banking. This culture of complacency could explain why local
administrators in Canada seem to have greater risk tolerance than officials in other
countries where online voting programs have been halted or canceled.11

Given the persistence of the COVID-19 pandemic and the increasing frequency with
which technical incidents occur as elections technologies are more widely adopted,
our results offer insights for scholars and policymakers, notably that some exogenous
shocks may not impact the delivery of elections as much as one might expect, and that
despite certain shocks, elections tend to remain relatively stable. Our study also pro-
vides avenues for future research, including about the ways that exogenous shocks may
impact decisions to adopt or not-adopt voting technologies at other levels of government.
Cross-comparative research may also be conducted on the likelihood of online voting
adoption in places that have experienced exogenous shocks versus those that have not,
and how different shocks have varied implications on voting and other electoral systems.
A third area that merits further exploration is the impact of exogenous shocks on public
perception of voting technologies and/or willingness to accept policy changes affecting
the administration of elections. Policymakers may likewise use this research to better
understand the role of exogenous shocks on the policymaking process, and the ways that
policy windows create crucial opportunities and support calls for the advancement of
electoral reform that may otherwise proceed slowly, if at all.

11 Interestingly, our data suggest that using online voting even once, in 2018, is sufficient to
minimize the negative effect of the 2018 technical incident upon the likelihood of adopting
online voting in 2018. We ran an alternate specification of the ‘Technical incident’ model from
Table 3, including another dummyvariable that indicates experiencewith online voting previous
to 2018 (results not shown but available from the authors). This variable was statistically
insignificant. In other words, this ‘culture of complacency’ may require just one election cycle
to take hold.
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Abstract. The Council of Europe’s Recommendation CM/Rec(2017)5 on e-
voting remains the main international legal standard in the field. According to the
updated Recommendation, e-voting should respect all the principles for demo-
cratic elections. This includes, of course, the principle of secret suffrage. Pro-
visions on secret suffrage are dispersed throughout Rec(2017)5 and its related
documents. The main provisions can be found in Section IV of Appendix I, but
the principle is also mentioned in several other sections, in the Explanatory Mem-
orandum, and in the Guidelines. A detailed analysis of all these provisions reveals
important flaws in the understanding of secret suffrage in (remote) e-voting. Some
of the flaws are the result of an inaccurate understanding of secret suffrage, in
which this principle is mixed with provisions on personal data protection. In other
cases, the flaws are due to analogies being drawn with paper-based voting chan-
nels, which prevent the standards from taking stock of the specificities of (remote)
e-voting. In this paper I provide a detailed account of these flaws. I also suggest
some alternative approaches and wording for the provisions on secret suffrage.
Lastly, I discuss the desirability and feasibility of different alternatives regarding
the review of Rec(2017)5.

Keywords: Remote electronic voting · International standards · Secret suffrage

1 Introduction

The Council of Europe’s Recommendation CM/Rec(2017)5 on e-voting remains the
main international legal standard in the field. According to the updated Recommen-
dation, e-voting should respect all the principles for democratic elections (Council of
Europe 2017a: para. i). This includes, of course, the principle of secret suffrage: one of
the five principles of the European Electoral Heritage, according to the Venice Commis-
sion’s Code of Good Practice in Electoral Matters (2002). Provisions on secret suffrage
are dispersed throughout Re(2017)5 and its related documents: the Explanatory Memo-
randum and theGuidelines. Themain provisions can be found in Section IV of Appendix
I, but the principle is alsomentioned in several other sections, either directly or indirectly.
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A detailed analysis of all these provisions reveals important flaws in the understanding
of secret suffrage in (remote) electronic voting.

In this paper, I provide a detailed account of these flaws. I also suggest some alterna-
tive approaches and wording for the provisions on secret suffrage in the Recommenda-
tion. Lastly, I discuss the desirability and feasibility of different alternatives regarding the
review of Rec(2017)5. The focus of the paper is on remote e-voting1 technologies. These
can take many forms and shapes, but they share one characteristic: the devices used to
vote (be it a computer or a laptop, a smartphone or even a smart TV) are located remotely
from the voting or counting servers, and the connection between the two depends upon
the Internet as the voting channel. Because it is remote, internet voting opens the door to
voting from uncontrolled environment, raising concerns about the secrecy of the vote.

The next section provides a brief introduction to the Council of Europe’s recommen-
dations on e-voting. The goal is to understand the drivers behind the adoption of these
standards and their recent update. In Sect. 3, I look more specifically into the provisions
on secret suffrage in the updated Recommendation. I look directly at the standards on
secret suffrage, but at the same time I also describe direct and indirect references to
this principle throughout the Recommendation. Lastly, Sect. 4 addresses the issue at
stake: is it necessary to update Rec(2017)5? I suggest two different issues that should
be taken into account regarding the current standards. On the one hand, the scope of the
provisions on secret suffrage needs to be revisited. The current provisions mix secret
suffrage with personal data protection, which is inaccurate. On the other hand, many
of the provisions in the Recommendation are still largely based on how secret suffrage
is understood in paper-based elections. I argue that in contrast to the aims behind the
update, several provisions still fail at specifying how secret suffrage must be protected in
(remote) e-voting. Following, the conclusions provide a summary of the main findings
and recommendations in the paper.

2 The Council of Europe’s Rec(2017)5

To date, the Council of Europe’s standards on e-voting remain the main intergovernmen-
tal source in the field.While not binding, theCouncil of Europe’sRecommendations have
been voluntarily adopted by several member States of the Council of Europe, including
Norway (Barrat et al. 2012; Driza Maurer 2014: 112; Stein and Wenda 2014: 106) and
Switzerland (Swiss Federal Council 2013: 46). In Estonia, the Supreme Court has also
referred to it and in Belgium the Recommendations have been used as a benchmark
when evaluating e-voting (Stein and Wenda 2014: 106). For this reason, Robert Stain
and Gregor Wenda have argued that the Recommendation “has been the most relevant
international document and reference regarding e-voting” (2014: 105). More recently,
Ardita Driza Maurer has also acknowledged that “[t]he Council of Europe is the only
international organization to have issued recommendations on the regulation of the use
of e-voting” (2017: 146). In this section, I look at the origins of the Recommendation,
its update, and the main drivers behind this effort. The goal is to understand why and

1 I use indistinguishably the terms “remote electronic voting”, “internet voting”, and “online
voting” (also in their shorter versions as “remote e-voting” or “i-voting”) to refer to e-casting
technologies used from remote environments, both controlled and uncontrolled.
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how the Recommendation has been updated before looking into its provisions on secret
suffrage with more detail.

2.1 The First Council of Europe’s Standards on e-voting

The origins of the Recommendation date back to the early 2000. At the initiative of some
member states, the Committee of Ministers of the Council of Europe set up a group of
experts and adopted, on 30 September 2004, a recommendation on legal, operational
and technical requirements for e-voting: Rec(2004)11 (Council of Europe 2004a, b).

Drawing from various regulations governing elections and voting in the Council of
Europe’s member States, the recommendation only set minimum standards. The 2004
recommendation stressed that “e-voting shall respect all the principles for democratic
elections and referendums” (Council of Europe 2004a: i) and “shall be as reliable and
secure as democratic elections and referendumswhich donot involve the use of electronic
means” (Council of Europe 2004a: i). Additional guidelines were adopted regarding the
certification of remote electronic voting systems (Council of Europe 2010a) and the
transparency of e-enabled elections (Council of Europe 2010b), as well as an E-voting
handbook on the “key steps in the implementation of e-enabled elections” (Stein and
Wenda 2014: 105).

Ten years after its adoption, however, “voices in favour of a formal update […]
gained strength” (Stein and Wenda 2014: 105). For instance, in their evaluation of the
Norwegian experience against the 2004 Recommendation, Jordi Barrat i Esteve and
Ben Goldsmith concluded that “[t]he recommendations [sic] do not build on existing
public international law […] say little on the legal basis, trying, on the contrary, to cover
every possible situation in a technically neutral way. The consequence is sometime vague
wording that makes the enforcement of the recommendation more difficult than it should
be” (2012: 8). Additionally, Ardita DrizaMaurer (2014: 113) also takes note of criticism
coming fromDouglas Jones (2004), fromMargaret McGaley and J. Paul Gibson (2006),
and from Andreas Ehringfeld et al. (2010).

2.2 The Road Towards Updated Rec(2017)5

Therefore, “[f]ollowing an informal experts’ meeting in Vienna on 19 December 2013,
the Committee of Ministers was confronted with the suggestion to formally update
the Recommendation in order to keep up with the latest technical, legal and political
developments” (Stein and Wenda 2014: 105). It was argued that “[n]ew technological
developments and concepts such as in the context of the verifiability of votes, and
conclusions from studies and reports, for instance regarding certification, called for
addenda or adaptations” (Stein and Wenda 2014: 107).

A study commissioned to Ardita Driza Maurer (2015), and based on a survey among
election administrations in themember states of the Council of Europe, identified the fol-
lowing items within the scope of the update: (1) the definition of e-voting, (2) the respon-
sibilities of Electoral Management Bodies, (3) the notion of risk, (4) the structure of the
Recommendation, and (5) the categories of requirements. New standards were drafted
and approved by an Ad hoc Committee of Experts on Legal, Operational and Technical
Standards for e-voting (CAHVE) in November 2016 (Driza Maurer 2017: 147). The
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Committee of Ministers of the Council of Europe finally adopted the updated standards
as Recommendation CM/Rec(2017)5 of the Committee of Ministers to member States
on standards for e-voting on 14 June 2017.

The current definition has been broadened to include e-voting as well as counting
machines. Regarding its structure, the current Recommendation consists of three docu-
ments: “theRecommendation,which outlines central aspects of e-voting; anExplanatory
Memorandum; and guidelines to inform the implementation of provisions in the Rec-
ommendation” (Essex and Goodman 2020: 169). Another important innovation is that
the Recommendation also introduces the notion of risk. In this sense, “Recommenda-
tion ii. Stresses the need to assess risks, namely those specific to e-voting and to adopt
appropriate measure to counter them” (Driza Maurer 2017: 154).

Notwithstanding, possibly the most important change in Rec(2017)5 refers to its
approach towards e-voting.While the 2004Recommendation stated that “[e]-voting shall
be as reliable and secure as democratic elections and referendums which do not involve
the use of electronic means” (Council of Europe 2004a: i), the updated recommendation
has dropped this previous comparison (Driza Maurer 2017: 154). The benchmark in
Rec(2017)5 “is [the] respect for all principles of democratic elections and referendums”
(DrizaMaurer 2017: 154). In practice, it means that “standards should be derived directly
from the applicable principles” (Driza Maurer 2017: 154).

Since their adoption, the new standards have been welcomed both by members and
non-Members states of the Council of Europe. For example, in the explanatory report to
the draft law amending the FederalAct onPolitical Rights, the Swiss Federal Chancellery
referenced the updated Recommendation (2018: 22). They argued that the draft legis-
lation was in line with the provisions of the updated Recommendation on verifiability,
certification, and risk management. Elsewhere, Aleksander Essex and Nicole Goodman
(2020) have been quick to assess to what extent the Council of Europe’s approach to
regulating e-voting could work in Canada.

3 Secret Suffrage in Rec(2017)5

Therefore, the Council of Europe’s Recommendation Rec(2017)5 on e-voting remains
themain international legal standard in the field. Having set the stagewith the description
of its background and update effort, this section will focus more specifically on its
provisions on secret suffrage.

The Recommendation offers a definition of secret suffrage in its ExplanatoryMemo-
randum. Based on the Venice Commission’s Code of Good Practice in Electoral Matters
(2002), secret suffrage is summarised as “the voter has the right to vote secretly as an
individual, and the state has the duty to protect that right” (Council of Europe 2017b:
para. 14). The Recommendation then identifies a set of standards to fulfil this principle.
In what follows, I analyse these standards separately. First, I address those standards
that are directly related to secret suffrage, which in the Recommendation are included
in Section IV of Appendix I. Second, I identify some additional references to secret
suffrage throughout the Recommendation and its additional documents.
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3.1 Secret Suffrage: Section IV

Section IV in the first Appendix to the Recommendation is entitled secret suffrage and
identifies eight standards related to this principle (standards 19 to 26).

The first of these standards provides a general overview about how (remote) e-voting
systems must comply with secret suffrage. In this sense, standard No. 19 reads that “[e]-
voting shall be organised in such a way as to ensure that the secrecy of the vote is
respected at all stages of the voting procedure” (Council of Europe 2017a). This is an
umbrella provision on secret suffrage that “sets the general requirement for secrecy of
the vote which applies throughout the entire procedure” (Council of Europe 2017b: para.
63). On the one hand, it references “encryption” (Council of Europe 2017b: para. 64),
which is a mean to ensure the confidentiality of the vote. On the other, it also notes “that
the votes cast are mixed in the electronic ballot box so the order in which they appear
at the counting phase does not allow reconstruction of the order in which they arrived”
(Council of Europe 2017b: para. 64) as a mechanism to ensure anonymity.

Following, standard No. 20 provides that “[t]he e-voting system shall process and
store, as long as necessary, only the personal data needed for the conduct of the e-
election” (Council of Europe 2017a). Standards No. 21 and 22 deal with authentication
data and voter’s registers, respectively, and not with the right to vote secretly. As I will
argue below (Sect. 4.1), secret suffrage is different from personal data protection, and
therefore these standards should have not been included under Section IV.

Section IV further details four additional standards, on: receipt-freeness (standard
No. 23), election fairness (standard No. 24), a provision about the secrecy of previous
choices (standard No. 25), and anonymity (standard No. 26). These standards are indeed
all related to secret suffrage and touch upon some of the key concerns about secret
suffrage in (remote) e-voting.

Standard No. 23 reads that “[a]n e-voting system shall not provide the voter with
proof of the content of the vote cast for use by third parties” (Council of Europe 2017a).
According to the Explanatory Memorandum, “[t]he aim of this standard is to prevent
the breach of vote secrecy as well as vote selling” (Council of Europe 2017b: 70). This
standard has been reviewed, corrected, and clarified from the previous Recommendation
(Driza Maurer 2017: 155).

According to standardNo. 24, “[t]he e-voting system shall not allow the disclosure to
anyone of the number of votes cast for any option until after the closure of the electronic
ballot box. This information shall not be disclosed to the public after the end of the
voting period” (Council of Europe 2017a).

Standard No. 25 reads that “[e]-voting shall ensure that the secrecy of previous
choices recorded and erased by the voter before issuing his or her final vote is respected”
(Council of Europe 2017a: 6). Therefore, standard No. 25 extends the reach of confi-
dentiality to the “previous choices recorded and erased by the voter before issuing his
or her final vote” (Council of Europe 2017a) and granting them “the same protection
as the secrecy of the final vote” (Council of Europe 2017b: para. 76). This is important
because it highlights certain requirements that may have to be put in place specifically
for (remote) e-voting.
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Lastly, standard No. 26 reads that “[t]he e-voting process, in particular the counting
stage, shall be organised in such a way that it is not possible to reconstruct a link between
the unsealed vote and the voter. Votes are, and remain, anonymous” (Council of Europe
2017a: 6).

3.2 Beyond Section IV

Direct References. In addition to the standards which fall all directly under section IV
on secret suffrage, the Recommendation also touches upon this principle in regard to
standards No. 44, No. 45, and No. 46.

First, standard No. 44 reads that “[i]f stored or communicated outside controlled
environments, the votes shall be encrypted” (Council of Europe 2017a). Since this anal-
ysis focuses on i-voting (from uncontrolled environments), this standard fully applies.
Second, standard No. 45 can be linked to confidentiality and anonymity. This standard
sets that “[v]otes and voter information shall be kept sealed until the counting process
commences” (Council of Europe 2017a). Therefore, this standard “clarifies the moment
where [sic] sealing ends” (Council of Europe 2017b: para. 45).

Lastly, standard No. 46 provides that “[t]he electoral management body shall handle
all cryptographic material securely” (Council of Europe 2017a: 8). This provision is key,
not only because it is necessary to efficiently guarantee most of the provisions related
to secret suffrage, but also because it draws attention to the relevance of operational
measures. In this sense, the key-distribution mechanisms described in the Guidelines
for the implementation of this standard (Council of Europe 2017c) are of paramount
importance to ensure that the confidentiality and anonymity of the votes are preserved.
On top of that, this Guideline acknowledges aswell that “[t]he private cryptographic keys
be [sic] should be generated at a public meeting” (Council of Europe 2017c), bridging
the principle of secret suffrage with the requirements for transparency and observation.

Indirect References. Indirect references to secret suffrage can be found in standards
No. 6 (related to equal suffrage), in standards No. 16 to No. 18 (in relation to free
suffrage), and in standard No. 40 (related to the reliability of the system). While none
of those standards deals in principle with secret suffrage, neither directly or indirectly,
they reference this principle either in the provisions of the Explanatory Memorandum
or in the Guidelines.

Secret and Free Suffrage. Overall, the Explanatory Memorandum and the Guidelines
for the standards on free suffrage detail that their provisions should be balanced against
the requirements for secret suffrage. More specifically, these standards highlight the
need to balance the transparency and auditability of the election with the protection of
secret suffrage. First, standard No. 16 reads that “[t]he voter shall receive confirmation
by the system that the vote has been cast successfully and that the whole voting proce-
dure has been completed” (Council of Europe 2017a). This provision is completed in
the Explanatory Memorandum to the Recommendation, which reads that “[i]t is good
practice to accompany these messages with a reminder and instructions to the voter on
how to delete traces of the vote if voting was done from an uncontrolled device” (Council
of Europe 2017b: para. 58).
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Second, standard No. 17 provides that “[t]he e-voting system shall provide sound
evidence that each authentic vote is accurately included in the respective election results.
The evidence should be verifiable by means that are independent from the e-voting
system” (Council of Europe 2017a). For this standard, the Explanatory Memorandum
to the Recommendation reads that “it should be possible to audit the evidence to verify
its correctness with tools which are external and independent from the e-voting system.
To do so, the e-voting system should provide interfaces with comprehensive observation
and auditing possibilities, subject to the needs of secrecy and anonymity of the vote”
(Council of Europe 2017b: para. 60).

Third, standard No. 18 notes that “[t]he system shall provide sound evidence that
only eligible voters’ votes have been included in the respective final result. The evidence
should be verifiable bymeans that are independent from the e-voting system” (Council of
Europe 2017a). For this standard, theExplanatoryMemorandum to theRecommendation
adds that “[v]oters and third parties should be able to check that only eligible voters’
votes are included in the election result. At the same time counted votes should be
anonymous. In the case of internet voting, there exist encryption methods that do not
require decoding before votes are counted (homomorphic encryption). Counting can be
performedwithout disclosing the content of encrypted votes” (Council of Europe 2017b:
para. 62).

Secret and Equal Suffrage. Provisions on standardNo. 6 also call for taking into account
the principle of secret suffrage. More specifically, the standard states that “[w]here elec-
tronic and non-electronic voting channels are used in the same election or referendum,
there shall be a secure and reliable method to aggregate all votes and to calculate the
results” (Council of Europe 2017a: 5). In turn, the ExplanatoryMemorandum to the Rec-
ommendation sets that “[w]hen the number of e-votes or of paper votes is particularly
small there is the risk that vote secrecy may be violated if the results of those few votes
are disclosed. The aggregation method should contain the necessary technical and pro-
cedural safeguards to ensure the consolidation of results of the different voting channels
before results are disclosed, thus ensuring secrecy. In addition, procedural rules, related
namely to personnel intervening in the counting process, should take into account such
cases” (Council of Europe 2017b: para. 7).

Secret Suffrage and the Reliability of the System. Lastly, standard No. 40 prescribes
that “[t]he electoral management body shall be responsible for the respect for and
compliance with all requirements even in the case of failures and attacks. The elec-
toral management body shall be responsible for the availability, reliability, usability and
security of the e-voting system” (Council of Europe 2017a). This is an umbrella provi-
sion regarding the obligations of election administrations when they introduce (remote)
e-voting, which obviously also includes compliance with secret suffrage. The provisions
about this standard in the Guidelines will be discussed further in Sect. 4.2. Below.

4 Time for yet Another Update?

Based on the analysis conducted in the previous section, I am of the opinion that not
sufficient effort has been put into directly deriving the standards in Appendix I.IV of
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the Recommendation from the principle of secret suffrage. More specifically, I have
identified two fundamental flaws. The first one is linked to the scope of secret suffrage
in the Recommendation. In this regard, including data protection provisions under the
scope of this principle is totally inadequate because not all personal data processed
in an election is related to the secrecy of the vote. Second, and more importantly, the
provisions on secret suffrage are still largely based on how this principle is understood in
paper-based elections. For this reason, in this section I suggest a new scope and approach
to regulate secret suffrage in the Council of Europe’s Rec(2017)5.

4.1 The Need for a Clearer Scope

The need for a clearer scope becomes obvious if one takes into account that the provisions
in the Recommendation mix the standards of secret suffrage with those of personal data
protection. Secondly, someof theGuidelines also seem to point towards an understanding
of secret suffrage as being ameans to achieve other principles.However, provisions under
Appendix I.IV of the Recommendation should all have secret suffrage as an end in itself.

Secret Suffrage and Personal Data Protection. First and foremost, and as I have pre-
viously argued (Rodríguez-Pérez 2020: 175), including data protection provisions under
the umbrella of secret suffrage is totally inadequate. Votes may be considered personal
data in certain circumstances, but personal data is much broader than the legal assets
protected by secret suffrage. Therefore, standards No. 20, No. 21, and No. 22 should be
moved to another section in the Appendix.

The flawed understanding of the links between secret suffrage and personal data pro-
tection can be found in the Explanatory Memorandum. In standard No. 20, the Explana-
tory Memorandum to the Recommendation specifies that “[d]ata minimisation aims at
ensuring data protection and is part of vote secrecy” (Council of Europe 2017b: para. 65).
However, secret suffrage and personal data protection are complementary regulations,
sometimes overlapping, but under no circumstances one is “part of” the other.

Personal data is much broader than any data that may fall under the scope of secret
suffrage. For example, art. 4(1) of the European Union’s General Data Protection Reg-
ulation (GDPR) defines personal data as “any information relating to an identified or
identifiable natural person (‘data subject’)”. Similarly, the Council of Europe’s Conven-
tion for the Protection of Individuals with regard to Automatic Processing of Personal
Data also defines it as “any information relating to an identified or identifiable individual”
(art. 2.a).

As a result, personal data protection regulations apply as well to personal data pro-
cessed about voters, candidates, and even members of the election administration or
election observers (Rodríguez-Pérez 2020: 173–175): their names, addresses and con-
tact details, the fact that they belong to a political party or a civil society organisation,
etc. are all personal data. In contrast, secret suffrage would deal only with the contents
of the vote cast and the conditions in which voters cast them. Thus, data protection is in
fact broader than vote secrecy (some aspects of data protection do not deal with the vote
at all) and cannot be “part of” it. There is no room for standards No. 20, No. 21 and No.
22 under the provisions on secret suffrage in Appendix I.IV.
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On the Publication of Preliminary Results and Secret Suffrage. Standard No. 24
builds on top of standard No. 19 and prescribes the sealing of the votes cast, thus ensur-
ing its confidentiality. Interestingly, the wording of this provision is aimed at preventing
the publication of intermediary results, and is not an end in itself. In this regard, the
Explanatory Memorandum states that standard No. 24 “aims at preventing the establish-
ing and publication of intermediary results of the e-voting channel” (Council of Europe
2017b: para. 75).

Nevertheless, secret suffrage should be considered and end in itself and not just a
means to prevent the publication of intermediate election results. In fact, a ban on the
publication of intermediary results seems more geared towards respecting the principle
of equal than secret suffrage (since knowing intermediary results would give advantage
to later voters over those who have cast their vote earlier). For this reason, and even if
the provision in standard No. 24 is accurate, I think that the aim has been misplaced:
if its goal is different from ensuring the voter’s “right to vote secretly as an individual”
(Council of Europe 2017b: para. 14), then it is not aimed at fulfilling the principle of
secret suffrage and should be also moved from this section. This would require, in turn,
to come upwith a new standard on the need to preserve the voters’ choices confidentially.

4.2 The Need for a New Approach

Even more concerning that the flawed scope of these provisions is the fact that the
Recommendation has also failed at fully mainstreaming its new approach towards e-
voting. In this regard, and in spite of the new benchmark being that “e-voting must
respect all principles of democratic elections and referendums” (Council of Europe
2017a: para. i), there are many provisions that are still based on analogies to paper-based
voting channel.

This constraint becomes self-evident in the (in)direct references to secret suffrage in
the Recommendation. For example, the guidelines for the implementation of standard
No 40 read that “[f]rom the moment the vote is cast, no one should be able to read or
change it or relate the vote to the voter who cast it. This is achieved by the process of
sealing the ballot box, and where the ballot box is remote from the voter, by sealing
the vote throughout its transmission from voter to ballot box. In some circumstances,
sealing has to be done by encryption.

To seal any ballot box, physical and organisational measures are needed. These may
include physically locking the box, and ensuring more than one person guards it. In
the case of an electronic ballot box, additional measures are necessary, such as access
controls, authorisation structures and firewalls.

A vote is sealed when its content has been subject to the measures that ensure that it
cannot be read, changed or related to the voter who cast it” [emphasis added] (Council
of Europe 2017c).

These provisions basically translate the processes for the counting of the votes cast on
paper to (remote) e-voting. First, they claim that votes are anonymous from the moment
they are cast, whereas elsewhere the Recommendation itself mentions that anonymity
should be guaranteed before the counting stage (see for example standardsNo. 26 andNo.
45). As a matter of fact, this provision mixes anonymity (not being able to relate a vote
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to the voter who has cast it) with confidentiality (being able to read the vote). Sealing as
described in the Guidelines may ensure confidentiality, but not anonymity. Additionally,
the Guidelines prescribe specific measures for the “sealing” of the electronic ballot box,
which are “additional” to those used for physical ballot boxes. It is unclear whether
the same measures can be applied at all, or whether the Recommendation should have
prescribed equivalent measures. Lastly, these provisions use vague wordings such as
“sealing”, which does not mean anything specifically.

Therefore, an alternative approach would be to actually derive the standards from
the different dimensions of secret suffrage (Rodríguez-Pérez 2021: 382). Also based
on the Venice Commission’s Code of Good Practice in Electoral Matters (2002), the
Parliamentary Assembly of the Council of Europe (PACE) has identified three main
standards in secret suffrage (2007: 5–6):

• Individuality, meaning that each voter makes an individual choice.
• Confidentiality, meaning that only the voter should know how they have voted, and
they should be able to make their choices in private.

• Anonymity, meaning that there should not be a link between the vote cast and the
identity of the voter who has cast it.

In what follows, I discuss if the current provisions in the Recommendation clearly
address these three standards and how they do it.

About Confidentiality in i-voting. Confidentiality is possibly the standards that has
been more accurately addressed in Rec(2017)5. In this regard, standard No. 19 enshrines
the standard of confidentiality, broadly understood as “the secrecy of the vote” (Council
of Europe 2017a). The reference to “encryption” (Council of Europe 2017b: 41) in
the Explanatory Memorandum is in this regard paramount, since most of the systems
used nowadays ensure the confidentiality of the votes cast with end-to-end encryption.
More importantly, standard No. 25 identifies the need to preserve the confidentiality of
previous choices, something that is quite unique to (remote) e-voting.

StandardNo. 24 could be linked to confidentiality aswell, since it calls for preventing
the number of votes cast for each option from being known. However, I have already
mentioned that the goal of this standard should be confidentiality as such, and not to
prevent “the establishing and publication of intermediary results of the e-voting channel”
(Council of Europe 2017b: para. 75).

However, the main concern regarding the standard of confidentiality is that there are
no specific provisions for long-term privacy. In fact, standard No. 19 is meant to apply
“throughout the entire procedure: in the pre-voting stage (e.g. transmitting of PINs,
or electronic tokens to voters), during the completion of the ballot paper, the casting
and transmission of the ballot and during counting and any recounting of the votes”
(Council of Europe 2017b: para. 63). Only he Guidelines on Standard No. 40 point
briefly towards post-election data processing, by specifying that “[a]ny data retained
after the election or referendum period should be stored securely” (Council of Europe
2017c: 40m). Therefore, it is not clear what may happen with the votes after an election
is over.
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In this regard, it should be noted that current encryption schemes will be vulner-
able against quantum computing. In 1994, Peter Shor found an algorithm that could
be implemented by a quantum computer to break contemporary encryption algorithms
(Hoofnagle and Garfinkel 2022: 166–167). Regardless of when quantum computers
may be available to break these algorithms, any data that is published today is vulner-
able against future quantum attacks. According to Ward Beullens et al., “[w]hat makes
matters worse is that any encrypted communication intercepted today can be decrypted
by the attacker as soon as he [sic] has access to a large quantum computer, whether in 5,
10 or 20 years from now” (2021: 28). In my opinion, the Council of Europe’s Recom-
mendation could provide some guidance on how to deal with this challenge (or at least
envisage that the confidentiality of the data should be ensured also after the election).

About Anonymity in i-voting. Anonymity is also dealt with in Rec(2017)5. Standards
No. 19 and No. 26 are the main provisions. Standard No. 26 reads that “[t]he e-voting
process, in particular the counting stage, shall be organized in such a way that it is
not possible to reconstruct a link between the unsealed vote and the voter” (Council
of Europe 2017a: 6). Therefore, the Recommendation already acknowledges that some
link may be kept, as it is often the case for i-voting (Council of Europe 2017b: para. 79):
until the counting stage, the encrypted vote (sealed in postal voting) is kept to together
with some voter identifier to ascertain that all votes have been cast by eligible voters
and to ensure that only one vote per votes is counted and included in the final tally. The
wording of this provision thus acknowledges that, in contrast to what tends to happen
with paper-based voting in polling stations, remote voting channels (be them electronic
or not) always tend to link the identity of the voter to the sealed vote. In this regard, the
stress that the link cannot be established with the “unsealed vote” does show that there
have been some advances in breaking with the analogies.

The problem with anonymity is how the counting processes is described throughout
the Recommendation. Therefore, and in spite of the above-mentioned provisions focus-
ing on what should not happen to ensure anonymity (i.e., not having a link with the
unsealed vote), Rec(2017) resorts to analogies when describing the steps in the counting
procedures. The best example are the provisions in the Explanatory Memorandum for
standardNo. 26: it prescribes that “[t]he separation [of the information linked to the voter
and the votes] has to be made electronically at a predefined stage before counting takes
place” (Council of Europe 2017b: para. 79). Moreover, the Explanatory Memorandum
for Standard No. 45 draws a straight analogy to paper-based voting channels: “(and by
analogy with the physical ballot box), before unsealing, votes are mixed” (Council of
Europe 2017b: para. 134).

Interestingly, in a previous provision it has been acknowledged that “[i]n the case
of internet voting, there exist encryption methods that do not require decoding before
votes are counted (homomorphic encryption). Counting can be performed without dis-
closing the content of encrypted votes” (Council of Europe 2017b: para. 62). However,
the remainder of the Rec(2017)5 and the related documents do not seem to take this pos-
sibility into account. In this regard, with homomorphic tallying it is not even necessary
to separate the data as prescribed in standards No. 26 and No. 45 at all.

Lastly, it should be considered whether the provisions on secret and equal suffrage
could be included as a requirement for anonymity. In this regard, provisions for Standard
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No. 6 in the Explanatory Memorandum mention that “[w]hen the number of e-votes or
of paper votes is particularly small there is the risk that vote secrecy may be violated if
the results of those few votes are disclosed” (Council of Europe 2017b: para. 7). This
is not unique to (remote) electronic voting, but electronic means can be seen as more
easily ensuring that the number of votes in the result is high enough to prevent anyone
from inferring what each voter has voted. For example, the system could have checks
preventing the contents of a ballot box from being decrypted if the number of votes it
contains is lower than a pre-defined threshold, and automatically aggregate them with
the cyphertexts of another ballot box to tally the election results at a higher level.

About Individuality in Remote Electronic Voting. Lastly, individuality is slightly
touched upon in Standard No. 23. Standard No. 23 reads that “[a]n e-voting system
shall not provide the voter with proof of the content of the vote cast for use by third
parties” (Council of Europe 2017a). To ensure individuality in (remote) e-voting, the
Explanatory Memorandum identifies some measures, such as “criminal law provisions”
(Council of Europe 2017b: para. 71) and informing voters “on the necessity to delete
traces of the voting transaction from the device used to cast the vote and on how to do
so” (Council of Europe 2017b: para. 73).

This little attention paid to individuality in the Recommendation is quite striking.
Specially if one takes into account that one of the main concerns about i-voting is the fact
that voters may be forced to vote in a certain way under duress if they vote from uncon-
trolled environments (Watt 2003; Birch and Watt 2004; Vollan 2006; Enguehard 2010;
Buchstein 2015; Manin 2015; Teorell et al. 2016). This concerns have been mitigated
in some cases by allowing voters to cancel any vote that they may have cast electroni-
cally, either by voting again online or in a polling station. In fact, Estonia and Norway
are well-known examples of countries offering such possibility. In contrast, Rec(2017)5
only addresses multiple voting in order to acknowledge this practice. For example, the
guidelines on Standard No. 9 prescribe that “[i]f a voter is allowed to cast an electronic
vote multiple times, appropriate measures should be taken to ensure that only one vote
is counted” (Council of Europe 2017c).

Whereas the Recommendation may not be the right instrument to impose an obli-
gation on states to adopt multiple voting in i-voting, it should at least address this issue
more carefully. At the end of the day, the definition of secret suffrage in the Recom-
mendation also sets that “the state has the duty to protect that right [to vote secretly]”
(Council of Europe 2017b: para. 14). Notwithstanding, how the state can protect this
right when voters cast their vote electronically from uncontrolled environments remains
unaddressed.

4.3 The Need for an Update?

In principle, one of the advantages of the updated Recommendation is its three-tiered
structure. The new structure allows for distinguishing between principles, recommen-
dations, standards, and requirements. Principles come from various international legal
instruments and not from theRecommendation as such. Recommendations are contained
in the Recommendation (paragraphs i. to vi.).
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Standards are included in the Appendix I to the Rec(2017)5 (Driza Maurer 2017:
150) and canbedistinguishedbetween “legal standards” and “technical standards” (Driza
Maurer 2017: 152). Legal standards “set objectives that e-voting shall fulfil to conform
to the principles of democratic elections” (Driza Maurer 2017: 152), while technical
standards “refer to a technical norm, usually in the form of a formal document that
established uniform engineering or technical criteria, methods, processes and practices”
(DrizaMaurer 2017: 152). According to Ardita DrizaMaurer, “the Guidelines […] offer
instructions on the implementation of the standards” (2017: 152).

Since they come from different legal sources (principles from international con-
ventions and treaties, national constitutions and formal law; standards from interna-
tional recommendations and soft-law, and from national material law; and requirements
from lower-level regulations), there is in principle a “hierarchy between principles (top),
standards (middle) and requirements (bottom of the pyramid)” (Driza Maurer 2017:
152–153).

Another advantage of this layered approach is that it allows for taking stock of rapid
technological change. For example, the rationale for the Guidelines is that “they are
supposed to evolve frequently to take stock of legal and technical developments” (Driza
Maurer 2017: 154). Furthermore, the Recommendation also introduces “a review policy
for the Recommendation which is based on the previous practice of biannual meetings”
(Driza Maurer 2017: 154). According to Ardita Driza Maurer, these meetings could be
used to consider the update of the Guidelines (2017: 154).

Taking into account this new structure, is it possible to identify (at least) three
potential future scenarios for the provisions on secret suffrage in Rec(2017)5:

1. Rec(2017)5 is updated to address these flaws. A complete review of the Recommen-
dation, the Explanatory Memorandum, and the Guidelines would allow for moving
the provisions on data protection outside the scope of secret suffrage, review the aim
of some standards, and accurately assess the wording of all the provisions related
to this principle. In this scenario, the assessment should not be limited to secret
suffrage: it may be necessary to address potential flaws regarding the provisions on
universal, equal, and free suffrage, as well as on the regulatory and organisational
requirements, on transparency and observation, etc. Whereas this is the ideal sce-
nario, it is unlikely to happen given that the Recommendation was reviewed just five
years ago and that prior shortcomings did not trigger an immediate update either.

2. Rec(2017)5 remains as it is, regardless of its flaws. The alternative is the status quo:
the Recommendation remains as it is, including with these inconsistencies. This
seems unfortunately the most likely scenario, given the fact that the Recommenda-
tion’s review policy seems to have shifted towards other technologies in the electoral
cycle (Council of Europe 2022), rather than providing an actual review mechanism
for Rec(2017)5. Since the Recommendation is a voluntary soft-law standard, it is
likely that states following this guidance manage to overcome any of Rec(2017)5’s
flaws when translating the standards into their national legislation.

3. Specific guidelines are adopted on the implementation of Rec(2017)5. A third alter-
native exists that takes advantage of Rec(2017)5’s new review policy. In this sce-
nario, the Recommendation remains as it is, but the Guidelines are reviewed. This
seems feasible, but the problem is that the main shortcomings that I have identified
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can be found in the Recommendation itself and in the Explanatory Memorandum,
which would not be changed. To compensate these shortcomings, the development
of specific Guidelines on secret suffrage and remote e-voting could be considered.
These Guidelines could develop the provisions in the Recommendation and recog-
nize some of its limitations. Since the provisions on data protection would remain
under the umbrella on secret suffrage, specific Guidelines on personal data protec-
tion and remote e-voting could be developed as well. This would provide a platform
to clarify the scope of personal data protection as being broader than secret suffrage
and to identifying and develop the main principles for personal data protection in
European data protection law for (remote) e-voting.

5 Conclusions

Provisions on secret suffrage are dispersed throughout Rec(2017)5 and its related docu-
ments. The main provisions can be found in Section of Appendix I. IV, but the principle
is also mentioned directly or indirectly in several other sections. A detailed analysis
of these provisions reveals important flaws in the understanding of secret suffrage in
(remote) e-voting. Some of the flaws are the result of an inaccurate understanding of
secret suffrage, in which this principle is mixed with provisions on personal data protec-
tion. In a similar way, some of the provisions also point towards secret suffrage being a
means to achieve other principles, rather than an end on itself. In other cases, the flaws
are due to analogies being drawn with paper-based voting channels, which prevent the
standards from taking stock of the specificities of (remote) e-voting.

The paper advances potential future scenarios for Rec(2017)5. Among the three
potential scenarios, a full update is the more desirable: it is the only option that would
allow for rescoping the provisions on secret suffrage, moving the provisions on personal
data protection to another section and addressing some of the definitions for the stan-
dards in Section IV. However, this alternative is very unlikely. Therefore, and since the
current situation could be improved, a better alternative would be to adopt new Guide-
lines for Rec(2017)5. One set of guidelines would develop the provisions on secret
suffrage, identify the three standards in this principle (individuality, confidentiality, and
anonymity), and recognize some of the current shortcomings in the Recommendation
and the Explanatory Memorandum. A second set could be adopted on personal data
protection: to clarify the scope of personal data protection as being broader than secret
suffrage and to identifying and develop the main principles for personal data protection
in European data protection law for (remote) e-voting.
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Abstract. Stratified sampling can be useful in risk-limiting audits
(RLAs), for instance, to accommodate heterogeneous voting equipment
or laws that mandate jurisdictions draw their audit samples indepen-
dently. We combine the union-intersection tests in SUITE, the reduc-
tion of RLAs to testing whether the means of a collection of lists
are all ≤ 1/2 of SHANGRLA, and the nonnegative supermartingale
(NNSM) tests in ALPHA to improve the efficiency and flexibility of
stratified RLAs. A simple, non-adaptive strategy for combining stratum-
wise NNSMs decreases the measured risk in the 2018 pilot hybrid audit
in Kalamazoo, Michigan, USA by more than an order of magnitude, from
0.037 for SUITE to 0.003 for our method. We give a simple, computa-
tionally inexpensive, adaptive rule for deciding which stratum to sample
next that reduces audit workload by as much as 74% in examples. We
also present NNSM-based tests that are computationally tractable even
when there are many strata, illustrated with a simulated audit stratified
across California’s 58 counties.

Keywords: Risk-limiting audit · Election integrity · Supermartingale
test · Intersection hypothesis · Multi-armed bandit

1 Introduction

Most U.S. jurisdictions use computers to tabulate votes. Like all computers, vote
tabulators are vulnerable to bugs, human error, and deliberate malfeasance—a
fact that has been exploited (rhetorically, if not in reality) to undermine trust
in U.S. elections [3,4,9,10].

To deserve public trust, elections must be trustworthy, despite relying on
untrustworthy software, hardware, and people: they should provide convincing
affirmative evidence that the reported winners really won [1,2,20]. Risk-limiting
audits (RLAs) are a useful tool for conducting such evidence-based elections.
RLAs have a specified maximum chance—the risk limit α—of not correcting
the reported outcome if it is wrong, and never change the reported outcome if it
is correct. Below we present methods to reduce the number of ballots that must
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be manually inspected in an RLA when the reported outcomes are correct, for
stratified audit samples.

In a ballot-level comparison RLA, manual interpretations of the votes on
randomly sampled ballot cards are compared to their corresponding cast vote
records (CVRs), the system’s interpretation of the votes on those cards. In a
ballot-polling RLA, votes are read manually from randomly selected cards, but
those votes are not compared to the system’s interpretation of the cards. All
else equal, ballot-level comparison RLAs are more efficient than ballot-polling
RLAs, but they require the voting system to export CVRs in a way that the
corresponding card can be uniquely identified. Not all voting systems can.

Stratified random sampling can be mandatory or expedient in RLAs. Some
states’ laws require audit samples to be drawn independently across jurisdic-
tions (e.g., California Election Code § 336.5 and § 15360), in which case the
audit sample for any contest that crosses jurisdictional boundaries is stratified.
Stratifying on the technology used to tabulate votes can increase efficiency by
allowing hybrid audits [7,11], which use ballot-level comparison in strata where
the voting technology supports it and ballot-polling elsewhere. Another reason to
use stratification is to allow RLAs to start before all ballots have been tabulated
[17].

The next section briefly reviews prior work on stratified audits. Section 3
introduces notation and stratified risk measurement, then presents our improve-
ments: (i) sharper P -values from new risk-measuring functions; (ii) sequential
stratified sampling that adapts to the observed data in each stratum to increase
efficiency; and (iii) a computationally efficient method for an arbitrary number
of strata. Section 4 evaluates the innovations using case studies and simulations.
Section 5 discusses the results and gives recommendations for practice.

2 Past Work

The first RLAs involved stratified batch comparison, using the maximum error
across strata and contests as the test statistic [5,13–15], a rigorous but inefficient
approach. Higgins et al. [6] computed sharper P -values for the same test statis-
tic using dynamic programming. SUITE [7,11] uses union-intersection tests to
represent the null hypothesis that one or more reported winners actually lost as
a union of intersections of hypotheses about individual strata; it involves opti-
mization problems that are hard to solve when there are more than two strata.

More recently, SHANGRLA [18] has reduced RLAs to a canonical form:
testing whether the means of finite, bounded lists of numbers (representing bal-
lot cards) are all less than 1/2, which allows advances in statistical inference
about bounded populations to be applied directly to RLAs. Stark [18] showed
that union-intersection tests can be used with SHANGRLA to allow any risk-
measuring function to be used in any stratum in stratified audits.

Stark [19] provided a new approach to union-intersection tests using nonneg-
ative supermartingales (NNSMs): intersection supermartingales, which open the
possibility of reducing sample sizes by adaptive stratum selection (using the first
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t sampled cards to select the stratum from which to draw the (t + 1)th card).
Stark [19] does not provide an algorithm for stratum selection or evaluate the
performance of the approach; this paper does both.

3 Stratified Audits

We shall formalize stratified audits using the SHANGRLA framework [18], which
unifies comparison and polling audits. We then show how to construct a strati-
fied comparison audit using SHANGRLA, how to measure the risk based on a
stratified sample, and how adaptive sequential stratified sampling can improve
efficiency.

3.1 Assorters and Assertions

Ballot cards are denoted {bi}N
i=1. An assorter A assigns a number A(bi) ≡ xi ∈

[0, u] to ballot card bi [18] and the value A(ci) to CVR i. The value an assorter
assigns to a card depends on the votes on the card, the social choice function, and
possibly on the machine interpretation of that card and others (for comparison
audits). Stark [18] describes how to define a set of assorters for many social
choice functions (including majority, multiwinner majority, supermajority, Borda
count, approval voting, all scoring rules, D’Hondt, STAR-Voting, and IRV) such
that the reported winner(s) really won if the mean of every assorter in the set
is greater than 1/2. The claim that an assorter mean is > 1/2 is called an
assertion. An RLA with risk limit α confirms the outcome of a contest if it
rejects the complementary null that the assorter mean is ≤ 1/2 at significance
level α for every assorter relevant to that contest.

In a stratified audit, the population of ballot cards is partitioned into K
disjoint strata. Stratum k contains Nk ballot cards, so N =

∑
k Nk. The weight

of stratum k is wk := Nk/N ; the weight vector is w := [w1, ..., wK ]T . For each
assorter A there is a set of assorter values {xi}N

i=1. Each assorter may have its
own upper bound uk in stratum k.1 The true mean of the assorter values in
stratum k is μk; μ := [μ1, ..., μK ]T . The overall assorter mean is

μ :=
1
N

N∑

i=1

xi =
K∑

k=1

Nk

N
μk = wT μ.

Let θ = [θ1, ..., θK ]T with 0 ≤ θk ≤ uk. A single intersection null is of the form
μ ≤ θ, i.e., ∩K

k=1{μk ≤ θk}. The union-intersection form of the complementary
null that the outcome is incorrect is:

H0 :
⋃

θ :wT θ≤ 1
2

K⋂

k=1

{μk ≤ θk}. (1)

1 The notation we use does not allow u to vary by draw, but the theory in Stark [19]
permits it, and it is useful for batch-comparison audits.
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From stratum k we have nk samples Xnk

k := {X1k, ...,Xnkk} drawn by simple
random sampling, with or without replacement, independently across strata.
Section 3.3 shows how to use single-stratum hypothesis tests (of the the null
μk ≤ θk) to test (1). First, we show how to write stratified comparison audits in
this form.

3.2 Stratified Comparison Audits

In SHANGRLA, comparison audits involve translating the original assertions
about the true votes into assertions about the reported results and discrepancies
between the true votes and the machine’s record of the votes [18, Section 3.2].
For each assertion, the corresponding overstatement assorter assigns ballot card
bi a bounded, nonnegative number that depends on the votes on that card, that
card’s CVR, and the reported results. The original assertion is true if the average
of the overstatement assorter values is greater than 1/2.

We now show that for stratified audits, the math is simpler if, as before,
we assign a nonnegative number to each card that depends on the votes and
reported votes, but instead of comparing the average of the resulting list to 1/2,
we compare it to a threshold that depends on the hypothesized stratum mean
θk.

Let uA
k be the upper bound on the original assorter for stratum k and ωik :=

A(cik) − A(bik) ∈ [−uA
k , uA

k ] be the overstatement for the ith card in stratum
k, where A(cik) is the value of the assorter applied to the CVR and A(bik)
is the value of the assorter for the true votes on that card. Let Āb

k, Āc
k, and

w̄k = Āc
k − Āb

k be the true assorter mean, reported assorter mean, and average
overstatement, all for stratum k.

For a particular θ, the intersection null claims that in stratum k, Āb
k ≤ θk.

Adding uA
k − Āc

k to both sides of the inequality yields

uA
k − ω̄k ≤ θk + uA

k − Āc
k.

Letting uk := 2uA
k , take Bik := uA

k −ωik ∈ [0, uk] and B̄k := 1
Nk

∑Nk

i=1 Bik. Then
{Bik} is a bounded list of nonnegative numbers, and the assertion in stratum
k is true if B̄k > βk := θk + uA

k − Āc
k, where all terms on the right are known.

Testing whether B̄ ≤ βk is the canonical problem solved by ALPHA [19]. The
intersection null can be written

B̄k ≤ βk for all k ∈ {1, . . . , K}.

Define u := [u1, . . . , uK ]T . As before, we can reject the complementary null if
we can reject all intersection nulls θ for which 0 ≤ θ ≤ u and wT θ ≤ 1/2.

3.3 Union-intersection Tests

A union-intersection test for (1) combines evidence across strata to see whether
any intersection null in the union is plausible given the data, that is, to check
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whether the P -value of any intersection null in the union is greater than the risk
limit.

Consider a fixed vector θ of within-stratum nulls. Let P (θ) be a valid P -
value for the intersection null μ ≤ θ. Many functions can be used to construct
P (θ) from tests in individual strata; two are presented below. We can reject the
union-intersection null (1) if we can reject the intersection null for all feasible θ
in the half-space wT θ ≤ 1/2. Equivalently, P (θ) maximized over feasible θ is a
P -value for (1):

P ∗ := max
θ

{P (θ) : 0 ≤ θ ≤ u and wT θ ≤ 1/2}.

This method is fully general in that it can construct a valid P -value for (1) from
stratified samples and any mix of risk-measuring functions that are individually
valid under simple random sampling. However, the tractability of the optimiza-
tion problem depends on the within-stratum risk-measuring functions and the
form of P used to pool risk. So does the efficiency of the audit.

We next give two valid combining rules P (θ). Section 3.6 presents some
choices for within-stratum risk measurement to construct P (θ).

3.4 Combining Functions

Ottoboni et al. [11] and Stark [18] calculate P for the intersection null using
Fisher’s combining function. Let pk(θk) be a P -value for the single-stratum null
H0k : μk ≤ θk. Define the pooling function

PF (θ) := 1 − χ2
2K

(

−2
K∑

k=1

log pk(θk)

)

,

where χ2
2K is the CDF of the chi-squared distribution with 2K degrees of freedom.

The term inside the CDF, −2
∑K

k=1 log pk(θk), is Fisher’s combining function2.
Because samples are independent across strata, {pk(θk)}K

k=1 are independent
random variables, so Fisher’s combining function is dominated by the chi-squared
distribution with 2K degrees of freedom [11]. The maximum over θ, P ∗

F , is a valid
P -value for (1).

3.5 Intersection Supermartingales

Stark [19] derives a simple form for the P -value for an intersection null when
supermartingales are used as test statistics within strata. Let Mk

nk
(θk) be a

supermartingale constructed from nk samples drawn from stratum k when the
null μk ≤ θk is true. Then the product of these supermartingales is also a

2 Other combining functions could be used, including Liptak’s or Tippett’s. See
Chap. 4 of Pesarin and Salmaso [12].
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supermartingale under the intersection null, so its reciprocal (truncated above
at 1) is a valid P -value [19,23]:

PM (θ) := 1 ∧
K∏

k=1

Mk
nk

(θk)−1.

Maximizing PM (θ) (equivalently, minimizing the intersection supermartingale)
yields P ∗

M , a valid P -value for (1).

3.6 Within-Stratum P -values

The class of within-stratum P -values that can be used to construct PF is very
large, but PM is limited to functions that are supermartingales under the null.
Possibilities include:

– SUITE, which computes P ∗
F for two-stratum hybrid audits. The P -value in

the CVR stratum uses the MACRO test statistic [16]; the P -value in the no-
CVR stratum takes a maximum over many values of Wald’s SPRT indexed by
a nuisance parameter representing the number of non-votes in the stratum.
The maximations in MACRO and over a nuisance parameter in the SPRT
make SUITE less efficient than newer methods based on SHANGRLA [18].

– ALPHA, which constructs a betting supermartingale as in Waudby-Smith
and Ramdas [22], but with an alternate parameterization [19]. Such methods
are among the most efficient for RLAs [19,23], but the efficiency depends
on how the tuning parameter τik is chosen. Stark [19] offers a sensible strat-
egy based on setting τik to a stabilized estimate of the true mean μk. We
implement that approach and a modification that is more efficient for com-
parison audits. Both P ∗

M and P ∗
F can be computed from stratum-wise ALPHA

supermartingales. However, finding the maximum P -value over the union is
prohibitively slow when K > 2.

– Empirical Bernstein (EB), which is a supermartingale presented in Howard
et al. [8] and Waudby-Smith and Ramdas [22]. Although they are generally
not as efficient as ALPHA and other betting supermartingales [22], EB super-
martingales have an exponential analytical form that makes log PM (θ) or
log PF (θ) linear or piecewise linear in θ. Hence, P ∗

M and P ∗
F can be computed

quickly for large K by solving a linear program.

We compare the efficiency of these risk-measuring functions in Sects. 4.1 and 4.2.

3.7 Sequential Stratum Selection

The use of sequential sampling in combination with stratification presents a new
possibility for reducing workload: sample more from strata that are providing
evidence against the intersection null and less from strata that are not helping.
To set the stage, suppose we are conducting a ballot-polling audit with two
strata of equal size and testing the intersection null θ = [0.25, 0.75]T . We have
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drawn 50 ballot cards from each stratum and found sample assorter means of
[0.5, 0.6]T . Given the data, it seems plausible that drawing more samples from
the first stratum will strengthen the evidence that μ1 > 0.25, but additional
sampling from the second stratum might not provide evidence that μ2 > 0.75:
to reject the intersection null, it might help to draw disproportionately from the
first stratum. Perhaps suprisingly, such adaptive sampling yields valid inferences
when the P -value is constructed from supermartingales and the stratum selection
function depends only on past data. We now sketch why this is true.

For t ∈ N and a particular vector of hypothesized stratum means θ, let

κt(θ) ∈ {1, ...,K}

denote the stratum from which the t-th sample was drawn for testing the hypoth-
esis μ ≤ θ. We call κ(θ) := (κt(θ))t∈N the stratum selector for null θ. Crucially,
κ(θ) is a predictable sequence with respect to (Xt)t∈N in the sense that κt(θ)
can depend on Xt−1 := {X1, . . . , Xt−1} but not on Xi for i ≥ t; it could be
deterministic given Xt−1 or may also depend on auxiliary randomness.

For example, a stratum selector could ignore past data and select strata in a
deterministic round-robin sequence or at random with probability proportional
to stratum size. Alternatively, a rule might select strata adaptively, for instance
picking a stratum at random with probability proportional to the current value
of each within-stratum supermartingale, so that strata with larger Mk

tk
(θk) are

more likely to be chosen—an “exploration–exploitation” strategy. In what follows
we suppress the dependence on θ except when it is explicitly required for clarity.

Now, let Mκ
t (θ) :=

∏t
i=0 Zi be the test statistic for testing the null hypoth-

esis that the vector of stratumwise means is less than or equal to θ. This is a
supermartingale if the individual terms Zi satisfy a simple condition. Let Z0 = 1
and Zi ≥ 0 for all i. If

Eθ [Zt|Xt−1] ≤ 1, (2)

then (Mκ
t (θ))t∈N0 is a nonnegative supermartingale starting at 1 under the null.

By Ville’s inequality [21], the thresholded inverse (1 ∧ Mκ
t (θ)−1)t∈N0 is an any-

time P -value sequence when μ ≤ θ.
Condition (2) holds if the Zi are terms extracted from a set of within-stratum

supermartingales using a predictable stratum selector: Let

νκ
t := #{i ≤ t : κi = κt} (3)

be the number of draws from stratum k as of time t. Suppose that for k ∈
{1, . . . , K}, Mk

t (θk) :=
∏t

i=1 Y k
i (θk) is a nonnegative supermartingale starting

at 1 when Xik is the ith draw from stratum k and the kth stratum mean is
μk ≤ θk. Then if

Zi := Y κi
νκ

i
(θκi

), (4)

condition (2) holds and the interleaved test statistic Mκ
t (θ) is an intersection

supermartingale under the null. We compare two stratum selection rules in
Sect. 4.1.
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4 Evaluations

4.1 Combination and Allocation Rules

We simulated a variety of two-stratum ballot-level comparison audits at risk
limit α = 5%, with assorters defined as in Sect. 3.2. The strata each contained
Nk = 1000 ballot cards, all with valid votes. Cards were sampled without replace-
ment. The stratum-wise true margins were [0%, 20%], [0%, 10%] or [0%, 2%],
corresponding to global margins of 10%, 5%, and 1%, respectively. Stratum-wise
reported margins were also [0%, 20%], [0%, 10%] or [0%, 2%], so error was always
confined to the second stratum. Each reported margin was audited against each
true margin in 300 simulations. Risk was measured by ALPHA or EB combined
either as intersection supermartingales (P ∗

M ) or with Fisher’s combining function
(P ∗

F ), with one of two stratum selectors: proportional allocation or lower-sided
testing.

In proportional allocation, the number of samples from each stratum is in
proportion to the number of cards in the stratum. Allocation by lower-sided
testing involves testing the null μk ≥ θk sequentially at level 5% using the same
supermartingale (ALPHA or EB) used to test the main (upper-sided) hypothesis
of interest. This allocation rule ignores samples from a given stratum once the
lower-sided hypothesis test rejects, since there is strong evidence that the null is
true in that stratum. This “hard stop” algorithm is unlikely to be optimal, but it
leads to a computationally efficient implementation and illustrates the potential
improvement in workload from adaptive stratum selection.

Tuning parameters were chosen as follows. ALPHA supermartingales were
specified either with τik as described in Stark [19, Section 2.5.2] (ALPHA-ST,
“shrink-truncate”) or with a strategy that biases τik towards uk: (ALPHA-UB,
“upward bias”). The ALPHA-UB strategy helps in comparison audits because
the distribution of assorter values consists of a point mass at uk

A = uk/2 and
typically small masses (with weight equal to the overstatement rates) at 0 and
another small value. This concentration of mass makes it advantageous to bet
more aggressively that the next draw will be above the null mean; that amounts
to biasing τik towards the upper bound uk. Before running EB, the population
and null were transformed to [0,1] by dividing by uk. The EB supermartingale
parameters λik were then specified following the “predictable mixture” strategy
[22, Section 3.2], truncated to be below 0.75. Appendix A gives more details of
the ALPHA-ST and ALPHA-UB strategies and the computations.

Sample size distributions for some combinations of reported and true margins
are plotted in Fig. 1 as (simulated) probabilities of stopping at or before a given
sample size. Table 1 gives estimated expected and 90th percentile sample sizes
for each scenario and method. Table 2 lists aggregate scores, computed by finding
the ratio of the workload for each method over the smallest workload in each
scenario, then averaging over scenarios by taking the geometric mean of these
ratios.

Intersection supermartingales tend to dominate Fisher pooling unless the
stratum selector is chosen poorly (e.g., the bottom-right panel of Fig. 1 and the
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Fig. 1. Probability that the audit will stop (y-axis) at or before different given sample
sizes (x-axis) under different allocation rules (indicated by line color: orange for lower-
sided testing and blue for proportional allocation) for different combining functions
(indicated by line type: solid for Fisher’s combining function and dashed for the inter-
section supermartingale) at risk limit α = 5%. The true margins are in the rows (1%
or 5%) while the reported margin is always 10%. Overstatement errors are confined to
one stratum. ALPHA-ST = ALPHA with shrink-truncate τik; ALPHA-UB = ALPHA
with τik biased towards uk.

last row of Table 2). Stratum selection with the lower-sided testing procedure is
about as efficient as proportional allocation for the ALPHA supermartingales,
but far more efficient than proportional allocation for EB. The biggest impact of
the allocation rule occurred for EB combined by intersection supermartingales
when the reported margin was 0.01 and the true margin was 0.1: proportional
allocation produced an expected workload of 752 cards, while lower-sided testing
produced an expected workload of 271 cards—a 74% reduction. Table 2 shows
that ALPHA-UB with intersection supermartingale combining and lower-sided
testing is the best method overall; ALPHA-UB with intersection combining and
proportional allocation is a close second; EB with intersection combining and
lower-sided testing is also relatively sharp; ALPHA-ST with Fisher combining
is least efficient.

We also ran simulations at risk limits 1% and 10%, which did not change
the relative performance of the methods. However, compared to a 5% risk limit,
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Table 1. Expected and 90th percentile sample sizes for various risk-measurement func-
tions, reported margins, and true margins, estimated from 300 simulated audits at risk-
limit α = 5%. The best result for each combination of reported margin, true margin,
and summary statistic is highlighted. Comparison audit sample sizes are deterministic
when there is no error, so the expected value and 90th percentile are equal when the
reported and true margins are equal.

Reported supermartingale Combination Allocation True margin

margin rule 0.01 0.05 0.1

Mean 90th Mean 90th Mean 90th

0.01 ALPHA-ST Fisher Lower-sided test 1970 1970 1011 1274 338 506

Proportional 1970 1970 1009 1274 338 540

Intersection Lower-sided test 1940 1940 558 848 181 284

Proportional 1940 1940 554 835 182 298

ALPHA-UB Fisher Lower-sided test 1402 1402 544 754 252 360

Proportional 1402 1402 548 748 248 354

Intersection Lower-sided test 1106 1106 344 504 149 238

Proportional 1106 1106 342 510 148 232

Empirical Bernstein Fisher Lower-sided test 1438 1438 649 768 384 498

Proportional 1438 1438 647 782 376 464

Intersection Lower-sided test 1102 1102 478 652 271 378

Proportional 1102 1102 982 1856 752 1728

0.05 ALPHA-ST Fisher Lower-sided test 1973 1986 908 908 305 426

Proportional 1972 1984 908 908 298 412

Intersection Lower-sided test 1930 1980 428 428 145 212

Proportional 1933 1982 428 428 151 228

ALPHA-UB Fisher Lower-sided test 1769 1970 428 428 217 292

Proportional 1769 1972 428 428 217 288

Intersection Lower-sided test 1611 1884 256 256 122 176

Proportional 1651 1962 256 256 122 180

Empirical Bernstein Fisher Lower-sided test 1882 1986 448 448 306 356

Proportional 1870 1986 448 448 304 354

Intersection Lower-sided test 1610 1858 296 296 199 234

Proportional 1924 1982 296 296 302 376

0.10 ALPHA-ST Fisher Lower-sided test 1971 1990 1088 1536 240 240

Proportional 1974 1990 1080 1509 240 240

Intersection Lower-sided test 1910 1991 694 1312 112 112

Proportional 1894 1988 755 1347 112 112

ALPHA-UB Fisher Lower-sided test 1904 1984 696 1107 180 180

Proportional 1914 1984 715 1263 180 180

Intersection Lower-sided test 1756 1968 521 1046 98 98

Proportional 1804 1990 534 1079 98 98

Empirical Bernstein Fisher Lower-sided test 1968 1988 716 987 238 238

Proportional 1974 1988 686 928 238 238

Intersection Lower-sided test 1697 1901 487 799 154 154

Proportional 1939 1990 1000 1846 154 154

a 10% risk limit requires counting about 17% fewer cards and a 1% risk limit
requires about 38% more, on average across scenarios and methods.
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Table 2. Score for each method: the geometric mean of the expected workload over
the minimum expected workload in each scenario. A lower score is better: a 1.00 would
mean that the method always had the minimum expected workload. The best score is
highlighted. A score of 2 means that workloads were twice as large as the best method,
on average, across simulations and scenarios.

supermartingale Combination Allocation Score

ALPHA-ST Fisher Lower-sided test 2.11

Proportional 2.10

Intersection Lower-sided test 1.35

Proportional 1.37

ALPHA-UB Fisher Lower-sided test 1.47

Proportional 1.48

Intersection Lower-sided test 1.01

Proportional 1.02

Empirical Bernstein Fisher Lower-sided test 1.73

Proportional 1.71

Intersection Lower-sided test 1.25

Proportional 1.78

4.2 Comparison to SUITE

SUITE was used in a pilot RLA of the 2018 gubernatorial election in Michi-
gan [7]. Three jurisdictions—Kalamazoo, Rochester Hills, and Lansing—were
audited, but only Kalamazoo successfully ran a hybrid audit. We recalculated
the risk on audit data from the closest race in Kalamazoo (Whitmer vs Schuette)
using ALPHA with the optimized intersection supermartingale P -value P ∗

M ,
ALPHA with the optimized Fisher P -value P ∗

F , EB with P ∗
F , and EB with P ∗

M ,
and compared these with the SUITE P -value. Because we could not access the
original order of sampled ballots in the ballot-polling stratum, we simulated P -
values for 10,000 random ballot orders with the marginal totals in the sample. We
computed the mean, standard deviation, and 90th percentile of these P -values
for each method.

To get the ALPHA P -values, we used ALPHA-UB in the CVR stratum and
ALPHA-ST in the no-CVR stratum. For EB P -values, we used the predictable
mixture parameters of Waudby-Smith and Ramdas [22] to choose λik, truncating
at 0.75 in both strata. Sample allocation was dictated by the original pilot audit:
8 cards from the CVR stratum (5,294 votes cast; diluted margin 0.55) and 32
from the no CVR stratum (22,732 votes cast; diluted margin 0.57).

Table 3 presents P -values for each method. For ALPHA, the mean P ∗
F is

about half the SUITE P -value; for P ∗
M , the mean is more than an order of mag-

nitude smaller than the SUITE P -value. The P -value distributions for ALPHA
are concentrated near the mean. On the other hand, the EB P ∗

M and P ∗
F P -

values are both an order of magnitude larger than the SUITE P -value and their
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distributions are substantially more dispersed than the distributions of ALPHA
P -values.

Table 3. Measured risks (P -values) computed from the 2018 Kalamazoo MI audit
data. For SUITE, the original P -value is shown. For replications, the mean, standard
deviation (SD), and 90th percentile of P -values in 10,000 reshufflings of the sampled
ballot-polling data are shown.

Method P -value

Mean SD 90th

SUITE 0.037 * *

ALPHA P ∗
F 0.018 0.002 0.019

ALPHA P ∗
M 0.003 0.000 0.003

EB P ∗
F 0.348 0.042 0.390

EB P ∗
M 0.420 0.134 0.561

4.3 A Highly Stratified Audit

As mentioned in Sect. 3.6, many within-stratum risk-measuring functions do not
yield tractable expressions for PF (θ) or PM (θ) as a function of θ, making it hard
to find the maximum P -value over the union unless K is small. Indeed, previous
implementations of SUITE only work for K = 2. However, the combined log-P -
value for EB is linear in θ for P ∗

M and piecewise linear for P ∗
F . Maximizing the

combined log-P -value over the union of intersections is then a linear program
that can be solved efficiently even when K is large.

To demonstrate, we simulated a stratified ballot-polling audit of the 2020
presidential election in California, in which N = 17, 500, 881 ballots were cast
across K = 58 counties (the strata), using a risk limit of 5%. The simulations
assumed that the reported results were correct, and checked whether reported
winner Joseph R. Biden really beat reported loser Donald J. Trump. The audit
assumed that every ballot consisted of one card; workloads would be proportion-
ately higher if the sample were drawn from a collection of cards that includes
some cards that do not contain the contest. Sample sizes were set to be propor-
tional to turnout, plus 10 cards, ensuring that at least 10 cards were sampled
from every county. Risk was measured within strata by EB with predictable mix-
ture λik thresholded at 0.9 [22]. Within-stratum P -values were combined using
P ∗

F (P ∗
M did not work well for EB with proportional allocation in simulations).

To approximate the distribution of sample sizes needed to stop, we simulated 30
audits at each increment of 5,000 cards from 5,580 to 100,580 cards. We then
simulated 300 audits at 70,580 cards, roughly the 90th percentile according to
the smaller simulations.
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In 91% of the 300 runs, the audit stopped by the time 70,580 cards had been
drawn statewide. Drawing 70,580 ballots by our modified proportional alloca-
tion rule produces within-county sample sizes ranging from 13 (Alpine County,
with the fewest voters) to 17,067 (Los Angeles County, with the most). A com-
parison or hybrid audit using sampling without replacement would presumably
require inspecting substantially fewer ballots. It took about 3.5 s to compute
each P -value in R (4.1.2) using a linear program solver from the lpSolve pack-
age (5.6.15) on a mid-range laptop (2021 Apple Macbook Pro).

5 Discussion

ALPHA intersection supermartingales were most efficient compared to the
SUITE pilot audit in Michigan and in simulations. Lower-sided testing allo-
cation was better than proportional allocation, especially for EB. Fisher pooling
limits the damage that a poor allocation rule can do, but is less efficient than
intersection supermartingales with a good stratum selection rule. For comparison
audits, it helps to bet more aggressively than ALPHA-ST by using ALPHA-UB
or EB. However, EB was not efficient compared to SUITE when replicating the
Michigan hybrid audit due to poor performance in the ballot-polling stratum.

Our general recommendation for hybrid audits is: (i) use an intersection
supermartingale test with (ii) adaptive stratum selection and (iii) ALPHA-
UB (or another method that can exploit low sample variance to bet more
aggressively) as the risk-measuring function in the comparison stratum and
(iv) ALPHA-ST (or a method that “learns” the population mean) as the risk-
measuring function in the ballot-polling stratum. When the number of strata
is large, audits can leverage the log-linear form of the EB supermartingale to
quickly find the maximum P -value, as illustrated by our simulated audit spread
across California’s 58 counties.

In future work, we hope to construct better stratum allocation rules and
characterize (if not construct) optimal rules. The log-linear structure of the EB
supermartingale may make it simpler to derive optimal allocation rules.

While stratum selection is not an instance of a traditional multi-armed ban-
dit (MAB) problem, there are connections, and successful strategies for MAB
might help. For instance, stratum selection could be probabilistic and involve
continuous exploration and exploitation, in contrast to the “hard stop” rules we
used in our simulations here.

A Computational details

The following describes details of the allocation simulations in Sect. 4.
Within each stratum, we computed null means along an equispaced grid of
(2max{N1, N2}) points3 for θ1 ∈ [ε1, θ/w1 − ε1] with θ2 = (θ − w1θ1)/w2. The
3 The cardinality was chosen so that a null mean was computed for every possible

(discrete) value of θk. A finer grid is unnecessary; a coarser grid may not find the
true minimum.
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null means were then adjusted to β1 := θ1 + 1 − Āc
1 and β2 := θ1 + 1 − Āc

2. The
conditional null means βi1 and βi2 were computed as:

βik =
Nkβk − ∑i−1

j=1 Xik

Nk − (i − 1)

Tuning parameters for ALPHA-ST were chosen as in Stark [19, Section 2.5.2]
with dk = 20 and the initial estimate τ0k set to uA

k = 1, the expected mean when
there is no error in the CVRs. For ALPHA-UB, we set

τUB
ik :=

(dkτ0k +
∑i−1

j=1 Xjk)/(dk + i − 1) + fkuk/σ̂2
ik

1 + fk/σ̂2
ik

.

The first term in the numerator of τUB
ik is truncated shrinkage estimator ALPHA-

ST. The second term biases τUB
ik towards uk with a weight proportional to the

inverse running sample variance σ̂2
ik. The constant of proportionality fk is a

tuning parameter set to fk := .01; higher fk would bias τik towards uk more
aggressively. The variance-dependent bias amounts to betting more when the
population variance is low, which it tends to be in comparison audits when the
voting system works properly. Truncation keeps τik within its allowed range.

For both ALPHA strategies, τik was truncated to be in [βik + εk, uk(1 − δ)],
where εk := 1/2Nk was the minimum value of one assorter and δ = 2.220446 ×
10−16 was machine precision. If βik + εk ≥ uk, we set the corresponding terms
in the supermartingale to 1: that (composite) null is true.

Each stratum selection rule was applied to every supermartingale. For pro-
portional allocation, there was no additional selection: samples were gathered
round-robin across strata, omitting any strata that were fully exhausted. For
lower-sided testing, the sampling from a stratum ceased when the lower-sided
test rejected at level .05. This was implemented by setting all future terms in the
supermartingale equal to 1 after rejection. The stratumwise supermartingales
were then multiplied to produce 2max{N1, N2} intersection supermartingales
and their minimum (over nulls) was found at each sample size. The reciprocal
of this minimized intersection supermartingale was a sequence of P -values cor-
responding to P ∗

M under a particular sample allocation rule. The same strategy,
but using Fisher pooling, was used to find P ∗

F . The sample size at risk limit
α = 5% is the sample size for which the P -value sequence first hits or crosses
0.05, summed across both strata.

B Data and Code

All code used in this paper is available at https://github.com/spertus/sweeter-
than-SUITE. SUITE was applied to the Michigan RLA data in a Jupyter note-
book available at https://github.com/kellieotto/mirla18. Reported results from
California’s 2020 presidential election are available at https://elections.cdn.sos.
ca.gov/sov/2020-general/sov/csv-candidates.xlsx.

https://github.com/spertus/sweeter-than-SUITE
https://github.com/spertus/sweeter-than-SUITE
https://github.com/kellieotto/mirla18
https://elections.cdn.sos.ca.gov/sov/2020-general/sov/csv-candidates.xlsx
https://elections.cdn.sos.ca.gov/sov/2020-general/sov/csv-candidates.xlsx
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Abstract. Bugs, misconfiguration, and malware can cause ballot-
marking devices (BMDs) to print incorrect votes. Several approaches to
testing BMDs have been proposed. In logic and accuracy testing (LAT)
and parallel or live testing, auditors input known test votes into the
BMD and check whether the printout matches. Passive testing monitors
the rate at which voters “spoil” BMD printout, on the theory that if
BMDs malfunction, the rate will increase noticeably. We provide lower
bounds that show that these approaches cannot reliably detect outcome-
altering problems, because: (i) The number of possible voter interactions
with BMDs is enormous, so testing interactions uniformly at random is
hopeless. (ii) To probe the space of interactions intelligently requires an
accurate model of voter behavior, but because the space of interactions
is so large, building a sufficiently accurate model requires observing an
enormous number of voters in every jurisdiction in every election—more
voters than there are in most U.S. jurisdictions. (iii) Even with a per-
fect model of voter behavior, the required number of tests exceeds the
number of voters in most U.S. jurisdictions. (iv) An attacker can target
interactions that are intrinsically expensive to test, e.g., because they
involve voting slowly; or interactions for which tampering is less likely to
be noticed, e.g., because the voter uses the audio interface. (v) Whether
BMDs misbehave or not, the distribution of spoiled ballots is unknown
and varies by election and possibly by ballot style: historical data do not
help much. Hence, there is no way to calibrate a threshold for passive
testing, e.g., to guarantee at least a 95% chance of noticing that 5% of
the votes were altered, with at most a 5% false alarm rate. (vi) Even
if the distribution of spoiled ballots were known to be Poisson, the vast
majority of jurisdictions do not have enough voters for passive testing
to have a large chance of detecting problems but only a small chance of
false alarms.

Keywords: Logic and accuracy testing · Parallel testing · Live testing

1 Introduction

BMDs print votes, often as barcodes or QR codes, together with a human-
readable text summary (some BMD printout resembles a hand-marked paper
c© The Author(s) 2022
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ballot, HMPB). Jurisdictions including the U.S. state of Georgia, Los Angeles
County, California, and Philadelphia, Pennsylvania, recently purchased BMDs
for all in-person voters to use.

Bugs, misconfiguration, or malware can make the printed votes and QR codes
differ from each other and from the voter’s selections. Some have argued that
this does not compromise election integrity because voters have the opportunity
to inspect BMD printout and to start over if the printout does not match their
intended selections; and that since voters can make mistakes hand-marking bal-
lots, HMPBs are no more secure or reliable than BMD printout [19]. We find
those arguments unpersuasive:

– In some jurisdictions, the official record of the vote for counts and recounts
is the QR code, which voters cannot check.1

– The arguments equate holding voters responsible for their own errors with
holding voters responsible for the overall security of the system [1,2].

– Most voters do not inspect BMD printout [3,5,10]. Those who do rarely
detect actual errors [3,13]. To reliably detect errors entails voters taking 3–6
minutes to compare a written slate of candidates with the printed selections
[12], but voters generally spend less than 3 seconds reviewing BMD printout
[5,10].

– If a BMD misprints a voter’s selections, only the voter can get evidence of
the problem: elections conducted using BMDs are not contestible [1].

– If BMDs misbehave, there is no way to determine the correct election outcome
because there is no trustworthy paper record of the vote: BMDs are not
strongly software independent [21].

Concerns about BMDs are not merely hypothetical: BMDs have caused scanners
to fail to count votes accurately, to allow voters to vote, and to present all voting
options to voters, even after passing LAT [4,6,9,15,18,20,23,24,30,33].

BMD advocates also claim BMDs eliminate ambiguous marks, prevent over-
votes, and warn about undervotes (e.g., [19]). But that presumes BMDs function
correctly; the rate of truly ambiguous handmade marks is minuscule [1]; and
precinct-based optical scanners also protect against undervotes and overvotes
(the Voluntary Voting Systems Guidelines, VVSG, require it).2 Regardless, elec-
tions conducted using BMDs are not trustworthy unless there is a way to ensure
that BMD misbehavior did not change any outcome. (If the paper trail itself
is not trustworthy, risk-limiting audit procedures do not help because even an
accurate full hand count may not reveal who really won.) Elections—and hence
BMDs—need to be protected against malicious, technically capable attackers,
such as nation states.3 If testing has a high chance of detecting that an outcome
1 See https://rules.sos.ga.gov/gac/183-1-15-.03?urlRedirected=yes&data=admin&

lookingfor=183-1-15-.03 (last visited 5 May 2022). Audits in Georgia rely on the
human-readable text, but legally cannot correct outcomes, and are conducted only
for one contest every two years.

2 Such protection has been required since VVSG 1.0; see Sect. 2.3.3.2 of [27].
3 The U.S. Senate Intelligence Committee, the Department of Homeland Security, and

the FBI concluded that Russian state hackers attacked U.S. elections in 2016 [31].

https://rules.sos.ga.gov/gac/183-1-15-.03?urlRedirected=yes&data=admin&lookingfor=183-1-15-.03
https://rules.sos.ga.gov/gac/183-1-15-.03?urlRedirected=yes&data=admin&lookingfor=183-1-15-.03
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was altered by a skilled attacker, it also protects against misconfiguration and
bugs—which attackers could mimic.

2 Prior Work

Vulnerabilities of particular BMDs are discussed in depth in expert declarations
by J. Alex Halderman in Curling et al. v. Raffensperger et al.. Theoretical vulner-
abilities of various BMD designs are discussed in [1]. [7,32] discuss testing BMDs;
here, we quantitatively investigate their heuristic claims. Three approaches to
testing BMDs have been proposed: pre-election logic and accuracy testing (LAT),
“live” or “parallel” testing during the election, and “passive” testing by monitor-
ing the spoiled ballot rate. In LAT and parallel testing, auditors make selections
on a BMD then check whether the printout accurately reflects those selections.
The primary difference is that LAT happens before the election and parallel
testing happens during the election. Passive testing uses the spoiled ballot rate:
if more voters than usual request a do-over, that might be because the machines
are malfunctioning.

3 How Much Testing is Enough?

If the paper trail accurately reflects who won, accurate full hand counts and risk-
limiting audits (RLAs) can catch and correct wrong outcomes. Here, we study
whether testing can establish with high confidence that a paper trail printed by
BMDs accurately reflects who won. If not, a recount need not show who really
won, and a genuine RLA is impossible.

3.1 Threats and Defenses

We make the following assumptions about BMD threats and defenses:

1. Attackers seek to alter the outcome of one or more contests without being
detected. (Some might want to be detected, to undermine public confidence.)

2. Attackers know the testing strategy. This does not preclude the possibility
that the strategy will be adaptive or have a random element.

3. Attackers have access to the state history of each BMD, including votes,
machine settings, etc.; auditors do not.

4. Attackers have an accurate model of voter behavior in past elections, includ-
ing political preferences, voting speed, BMD settings, and so on; auditors
generally do not, because it would require monitoring voters illegally.

5. Auditors seek to ensure that if any outcome is altered, there is a high chance
of detecting it, while keeping the chance of false alarms small.

6. Auditors do not know which contest(s), if any, were altered.
7. Auditors must obey the law and protect voter privacy.
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3.2 Jurisdiction Sizes, Contest Sizes, and Margins

U.S. elections are typically administered by counties, townships, or other political
units smaller than states. A ballot style corresponds to the collection of contests a
given voter is eligible to vote in. Typically in the U.S., some contests are on only
a fraction of ballot styles in a jurisdiction, in part because many small political
units have elections for various offices and measures. Many contests of all sizes
are decided by small margins. For instance, in Georgia, U.S., the reported margin
in the 2020 presidential election was about 0.2%.

Few votes need to be changed to alter the outcome of small contests and con-
tests with small margins. Conversely, the number of voters in a jurisdiction is an
upper bound on the number of passive tests that can be performed and on the
sample size to “learn” voter behavior for efficient parallel testing. Thus, jurisdic-
tion size is an important constraint on BMD testing. Since ballot layout, contests,
equipment, demographics, political preferences, and other variables vary across
and within jurisdictions and malware could affect only some equipment or ballot
styles, it is not possible to pool data across jurisdictions to get more power.

Changing votes on 1% of ballots in a jurisdiction can alter the margin of a
jurisdiction-wide plurality contest by 2% if there are no undervotes or invalid
votes in that contest. If the undervote rate is 30%, then changing votes on 1%
of the ballots can change the margin by 0.02/0.7 = 2.9%. If a contest is only
on 10% of the ballots and the undervote rate in the contest is 30%, altering the
votes on 1% of ballots could change the margin in that contest by nearly 29%.

As of 2020, only 1,629 U.S. cities had populations of 100,000 or more, of over
81,363 incorporated places [26]. The 2020 median population of U.S. incorpo-
rated areas is 1,201, so about half of the 81,363 incorporated places have turnout
of 1,201 or fewer voters. Thus, an attacker does not have to change many votes
to alter the outcome of a typical contest for an elected official in a U.S. city or
incorporated township. According to [29] the 2020 median turnout in the 6,405
U.S. counties with recorded active voter data was 4,470 voters, and turnout was
less than 11,500 voters for more than 2/3 of jurisdictions. In 65.5% of states,
more than 50% of counties have fewer than 30,000 active voters. In 85.5% of
states, more than 50% of counties have fewer than 100,000 active voters.

3.3 Voting Transactions

We shall call a voter’s interaction with a BMD a voting transaction or transaction
(see Table 1). Transactions are characterized by many variables, including:

– when the transaction starts
– time since the previous voter finished (a measure of polling-place congestion)
– number of transactions before the current transaction
– the voter’s sequence of selections and revisions of selections
– the time to make each selection before taking another action
– whether the voter looks at every page of options in each contest
– the time the voter spends reviewing and revising selections
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Fig. 1. 2020 turnout by jurisdiction in
3073 counties [29]. Turnout was below
10,000 in ≈50% of counties.
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Fig. 2. Median 2020 turnout by juris-
diction in the U.S. [29]

– precisely where voter touches the screen
– BMD settings, including font size, language, use of audio, volume, tempo,

pausing, rewinding, use of the sip-and-puff interface, inactivity warnings

Table 1 lists some of the variables and the number of values they can take.4

The huge number of possible transactions helps an attacker pick a subset large
enough to change an outcome but that auditors are unlikely to probe.

4 Table 1 assumes all contests are “vote-for-one.” Ranked-choice voting and multi-
winner plurality contests yield more possible transactions. Continuous variables were
binned into a few options. VVSG 1.1 [28] requires: (a) Alternative language access is
mandated under the Voting Rights Act of 1975, subject to certain thresholds (e.g., if
the language group exceeds 5% of the voting age population). (b) The voting system
shall provide the voter the opportunity to correct the ballot for either an undervote or
overvote before the ballot is cast and counted. (c) An Acc-VS with a color electronic
image display shall allow the voter to adjust the color saturation throughout the
transaction while preserving the current votes. (d) At a minimum, two alternative
display options listed shall be available: 1) black text on white background, 2) white
text on black background, 3) yellow text on a black background, or 4) light cyan text
on a black background. (e) A voting system that uses an electronic image display shall
be capable of showing all information in at least two font sizes. (f) The audio system
shall allow the voter to control the volume throughout the voting transaction while
preserving the current votes. (g) The volume shall be adjustable from a minimum of
20dB SPL up to a maximum of 100 dB SPL, in increments no greater than 10 dB.
(h) The audio system shall allow the voter to control the rate of speech throughout
the voting transaction while preserving the current votes. (i) The range of speeds
supported shall include 75% to 200% of the nominal rate.
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Table 1. Some parameters of BMD transactions and their number of possible values.

Parameter Optimistic More realistic

Contests 3 20
Candidates per contest 2 4
Languages 2 13
Time of day 10 20
Number of previous voters 5 140
Undervotes 23 220

Changed selections 23 220

Review 2 2
Time per selection 2 520

Contrast/saturation – 4
Font Size 2 4
Audio Use 2 2
Audio tempo – 4
Volume 5 10
Audio pause - 220

Audio + video – 2
Inactivity warning 2 220

Total combinations 6.14 × 106 3.4 × 1048

4 Passive Testing

Passive testing sounds an alarm if the number of spoiled ballots exceeds some
threshold, t. To ensure that passive testing has a false negative rate (failing to
detect altered outcomes) of at most X%, we need to know that the chance that
the number of spoiled ballots is greater than or equal to t is at least X% if BMDs
altered any outcome. Conversely, to limit the false alarm rate to at most Y %,
we need to know that the chance that the number of spoiled ballots is greater
than or equal to t is at most Y % if BMDs function correctly.

Finding such a value of t is impossible in practice because the distribution
of spoiled ballots may depend on ballot design, voting rules, the number of
contests, and other things that vary from election to election and place to place—
and when BMDs misbehave, also on the number of altered transactions, and the
voters and contests affected. Hence, to lower-bound the difficulty, we will assume
(optimistically) that the number of spoiled ballots has a Poisson distribution
whether BMDs behave correctly or not; but with a rate that depends on the
rate of altered transactions. We assume either that 7% of voters will notice
errors and spoil their ballots, consistent with the findings of [3], or that 25% of
voters will. We consider contest margins of 1%–5% and rates of false positives
(false alarms) and false negatives (failing to notice altered outcomes) of 5% and
1%. Results are in Table 2; software to calculate these numbers is in https://
github.com/pbstark/Parallel19.

Combining Table 2 and Fig. 1 shows that even if the probability distribution
of spoiled ballots were known to be Poisson and the spoilage rate when equip-
ment functions correctly were known perfectly, in 2020, in 58.2% of U.S. states
fewer than half the counties had enough voters for passive testing to work, even
in county-wide contests, on the assumption that 7% of voters whose votes are
altered will spoil their ballots.

If turnout is roughly 50%, jurisdiction-wide contests in jurisdictions with
fewer than 60,000 voters—22 of California’s 58 counties in 2020 [29]—cannot in

https://github.com/pbstark/Parallel19
https://github.com/pbstark/Parallel19
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Table 2. Minimum turnout for passive testing with a 5% false negative rate to have at
most a 5% false positive rate (cols 3–5) or for passive testing with a 1% false negative
rate to have at most a 1% false positive rate (cols 6–8), as a function of the the contest
margin (col 1), the percentage of voters who would notice errors (col 2), and the base
rate at which voters spoil BMD printout. The number of spoiled ballots is assumed
to have a Poisson distribution, with known rate, absent malfunctions. Malfunctions
increase the rate by half the margin times the detection rate.

Margin Voter detection rate 5% error rate 1% error rate
Base spoilage rate Base spoilage rate
0.5% 1% 1.5% 0.5% 1% 1.5%

1% 7% 451,411 893,176 1,334,897 908,590 1,792,330 2,675,912
25% 37,334 71,911 106,627 76,077 145,501 214,845

2% 7% 115,150 225,706 336,160 233,261 454,295 675,242
25% 9,919 18,667 27,325 20,624 38,039 55,442

3% 7% 52,310 101,382 150,471 106,411 204,651 302,864
25% 4,651 8,588 12,445 9,870 17,674 25,359

4% 7% 30,000 57,575 85,227 61,385 116,631 171,908
25% 2,788 4,960 7,144 5,971 10,312 14,681

5% 7% 19,573 37,245 54,932 40,156 75,671 110,989
25% 1,838 3,274 4,689 4,036 6,849 9,650

principle limit the chances of false positives and false negatives to 5% for margins
below 4%, even under these optimistic assumptions. For contests that involve
only part of a jurisdiction, the situation is worse.

4.1 Targeting Vulnerable Voters

The analysis above assumes that all voters are equally likely to detect errors
and spoil their ballots. But an attacker can use BMD settings, state history, and
session data to target voters who are less likely to notice problems.

Voters with Visual Impairments. Approximately 0.8% of the U.S. population
is legally blind; approximately 2% age 16 to 64 have a visual impairment [16].
Current BMDs do not provide voters with visual impairments a way to check the
printout. If an attacker only alters votes when the voter uses the audio interface
or large fonts, detection may be very unlikely.

Voters with Motor Impairments. Some BMDs allow voters to print and cast a
ballot without looking at it, for instance the ES&S ExpressVote R© with “Auto-
cast,” aka “permission to cheat” [1]. The attacker can change every vote cast
using Autocast, with zero chance of detection.

Voters who use Languages other than English. U.S. law requires some jurisdic-
tions to provide ballots in languages other than English. For instance, Los Ange-
les County, CA, provides voting materials in 13 languages [14]. In 2013, roughly
26% of voters in Los Angeles County spoke a language other than English at
home [14]. It is our understanding that BMDs generally print only in English. If
voters who use a foreign language on the BMD are unlikely to check the English-
language printout, an attacker could change the outcome of contests with large
margins with little chance of detection.
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Fast and Slow Voters. An attacker can monitor how long it takes voters to
make their selections, whether they change selections, how long they review
the summary screen, etc. A voter who spends little time reviewing selections
onscreen may be unlikely to review the printout carefully. Conversely, a voter
who takes a very long time to make selections or changes selections repeatedly
might find voting difficult or confusing and be unlikely to notice errors.

Thus, it is in the attacker’s interest to target the same groups of voters BMDs
are supposed to help: voters with visual impairments, voters with limited dex-
terity, voters who use a language other than English, and voters with cognitive
disabilities.

4.2 FUD Attacks on Passive testing

Even under ideal circumstances, passive testing does not produce direct evidence
of problems; it does not identify which ballots or contests have errors; and it does
not provide any evidence about whether problems changed outcomes. Relying
on spoiled ballots as a sign of fraud opens the door to a simple, legal way to
undermine elections: encourage voters to spoil ballots.

5 LAT and Parallel Testing

Suppose that malware alters one or more votes with probability p, independently
across transactions, uniformly across voters—regardless of the voter’s selections
or any aspect of the transaction that the attacker can ascertain. Then if auditors
make n tests, the chance that the BMD will alter at least one of the votes in
at least one of the tests—and the attack will be detected—is 1 − (1 − p)n. For
p = 0.01, n = 300 tests would give a 95% chance of detecting a problem.

A BMD can handle roughly 140 transactions per day. Testing enough to have
a 95% chance of detecting a 1% problem on one BMD would leave no time for
voters to use that BMD. Even for pre-election LAT, where capacity for actual
voters is not an issue, conducting 300 “typical” tests would take about 25 h.

If there were a large number of machines known to have been
(mis)programmed identically, tests could be spread across them. But there are
many small contests that need to be tested in conjunction with all other contests
that appear on any ballot style that contains them, and there is no guarantee
that all BMDs in a jurisdiction are programmed identically.

This threat model is completely unrealistic. An attacker who wants Alice to
beat Bob will not alter votes for Alice: it would needlessly increase the chance
of detection. And as discussed in Sect. 4.1, rather than randomly changing votes
for Bob into votes for Alice, an attacker can target transactions that auditors
are unlikely to probe.

Setting aside specific machines for testing facilitates a “Dieselgate” type
attack [11], as does conducting tests on a schedule, as suggested by [7]. Tests
need to be unpredictable—with respect to the specific BMDs tested, time, vote
pattern, duration, and other characteristics of voting transactions—or attackers
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can avoid detection by altering only transactions that do not correspond to any
test. There may be pressure to reduce testing when BMDs are busy, to reduce
waiting times. Because malware can monitor the pace of voting, reducing testing
when machines are busy makes it easier to avoid detection.

An attacker need not alter many transactions to change the outcome of small
contests and contests with small margins. The fewer votes altered, the more tests
required to ensure a large chance of detection. To test efficiently, tests should
sample more common transactions with higher probability. Attackers might be
able to estimate of the distribution of transactions using malware installed on
BMDs in previous elections, but testers will not, since it involves tracking voter
behavior at a level of detail that violates voter privacy. See assumptions 4 and
7 and Sect. 5.2.

Auditors do not know which contest(s) and candidate(s) are affected. To
have a large chance of detecting interference, there needs to be a large chance of
testing a transaction the attacker alters. Attackers can target transactions that
are intrinsically expensive to test, e.g., transactions that take longer than 10 min,
transactions in which the voter changes some number of selections, transactions
that display the ballot in a language other than English, transactions that use
the audio interface at a reduced tempo, etc.

5.1 Lower Bounds on the Difficulty of Parallel Testing

We now study an idealized version of parallel testing, where auditors can tell
whether a random sample of BMD printouts accurately show the voters’ selec-
tions. Suppose a contest has 4,470 voters, the median jurisdiction turnout in
2020. Suppose that malware alters votes in 23 transactions, which could change
a margin by more than 1% in a jurisdiction-wide contest. How many randomly
selected printouts would need to be checked to have at least a 95% chance of
finding at least one with an error? The answer is the smallest n such that

4470 − 23
4470

· 4469 − 23
4469

· · · 4470 − (n − 1) − 23
4470 − (n − 1)

≤ 0.05, (1)

i.e., n = 546 printouts, about 12.2% of the transactions, corresponding to testing
each BMD several times per hour.

Conversely, suppose auditors randomly check 13 printouts per day per
machine (on average, testing hourly for a 13-hour day, ≈9.2% of BMD capacity).
To have at least a 95% chance of detecting that the outcome of a contest with a
1% margin was altered, there would need to be at least 6,580 voters in the contest
(almost 150% the median turnout in jurisdictions across the U.S.), corresponding
to 47 BMDs, even under these unrealistically optimistic assumptions.

5.2 Building a Model of Voter behavior

In practice, auditors cannot check whether voters’ BMD printout is correct.
Instead of sampling voters’ actual transactions in the election, they will have
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to come up with their own test transactions. Testing transactions uniformly at
random from all possible transactions is doomed because the number of possible
transactions is so large. To mimic voters, auditors might consider sampling from
P , the population distribution of voting transactions, i.e., the fraction of voters
who use the BMD in each of the S = 6.14 × 106 ways in the optimistic estimate
in Table 1. Suppose an attacker wants to change the outcome of a contest with a
margin of m, expressed as a fraction of ballots cast (rather than as a number of
votes). The attacker only needs to change a fraction m/2 of the transactions to
change the margin by m. To have probability at least 1−α of detecting a change
to the outcome of any contest with true margin m, auditors must test in a way
that has probability at least 1−α of sampling at least once from every subset of
transactions that contains a fraction m/2 of the transactions. If auditors could
sample transactions independently at random from P , each sample transaction
would have probability 1 − m/2 of not being one of the altered transactions.
The chance that t randomly selected transactions would not include one that is
altered would be (1 − m/2)t. Thus the number of transactions auditors would
need to test is the smallest t for which

(1 − m/2)t ≤ α, i.e., (2)

t ≥ log α

log(1 − m/2)
. (3)

This is essentially Eq. 1 for sampling with replacement; the two are indistinguish-
able when t is small compared to the total number of possible transactions. A
key difference is that in Eq. 1, auditors are sampling from the actual transactions
in the election, while in Eq. 3, auditors are sampling from a model, the frequency
distribution of of transactions.

In practice, the auditors do not know P—they will have to estimate it by
monitoring voters. In reality, this is impossible to do well: (i) In a given election,
P will depend on the particular contests on the ballot and the particular voters
who participate, both of which change from election to election. (ii) The variables
that characterize a voting transaction include the voter’s selections and details
about how the voter uses the BMD, so collecting the data would violate voter
privacy illegally. To get a sense of the statistical difficulty of the problem, we
ignore these practical difficulties. If auditors could select voters at random (with
replacement) and observe in detail how they use the BMD—all the variables in
Table 1—that would yield independent, identically distributed (IID) draws from
P , which could be used to make an estimate, P̂ . If P̂ differs too much from P ,
no number of tests will suffice, because P̂ might estimate that the frequency of
a transaction is zero when in fact it is sufficiently frequent that altering it could
change an outcome. (By assumption 4, above, the attacker knows P and hence
can exploit differences between P̂ and P .) How many voters would auditors
have to observed to ensure (with sufficiently high probability) that P̂ is accurate
enough for parallel testing?

The L1 distance between two distributions bounds the difference in the prob-
ability they assign to any set (|P̂ (A) − P (A)| ≤ ‖P̂ − P‖1/2). If ‖P̂ − P‖1 ≥ m,
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there may be a set A of transactions for which P (A) = m/2 but P̂ (A) = 0, so
changing votes for transactions in A could alter some margin5 by m, with zero
chance of detection, no matter how many tests are performed, if the tests are
drawn from P̂ rather than P .

We cannot guarantee that ‖P̂ − P‖1 ≤ ε with certainty, but by observing
enough randomly selected voters, we can ensure that the chance that ‖P̂ −P‖1 >
ε is at most β. If α ≤ β, even an infinite number of tests drawn from P̂ may
not suffice to guarantee chance at least 1 − α of detecting outcome-changing
manipulations. If α > β, to guarantee chance at least 1 − α of catching an
outcome-changing error, the minimum number of tests required is

min
{

t : (1 + ε/2 − m/2)t ≤ α − β

1 − β

}
. (4)

Minimax Lower Bounds. Suppose auditors draw an IID sample of n transactions
from P , a frequency distribution on S possible transactions. Let MS denote the
collection of all frequency distributions for those transactions. Then the training
sample size n must be at least large enough to ensure that the L1 error of the
best estimator P̂ is unlikely to exceed ε, provided P ∈ MS :

inf
P̂

sup
P∈MS

Pr
P

{‖P̂ − P‖1 ≤ ε} ≥ 1 − β. (5)

Theorem. ([8]) For any ζ ∈ (0, 1],

inf
P̂

sup
P∈MS

EP ‖P̂ − P‖1 ≥ 1
8

√
eS

(1 + ζ)n
1

(
(1 + ζ)n

S
>

e

16

)

+ exp
(

−2(1 + ζ)n
S

)
1

(
(1 + ζ)n

S
≤ e

16

)

− exp
(

−ζ2n

24

)
− 12 exp

(
− ζ2 S

32(ln S)2

)
, (6)

where the infimum is over all MS-measurable estimators P̂ .

Lemma. Let X be a random variable with variance VarX ≤ 1, and let β ∈ (0, 1).
If Pr{X ≥ EX + λ} ≤ β then λ ≥ −√

β/(1 − β).

Proof. Suppose λ ≥ 0. Then λ ≥ −√
β/(1 − β). Suppose λ < 0. By Cantelli’s

inequality and the premise of the lemma,

β ≥ Pr{X ≥ EX + λ} ≥ 1 − σ2

σ2 + λ2
=

λ2

σ2 + λ2
≥ λ2

1 + λ2
. (7)

5 The set of undetectable shifts of m/2 votes might not include the one that any
particular attacker seeks; this bound is worst-case across hypothetical attackers and
distributions of transactions.
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Solving for λ yields the desired inequality. �.
Now 0 ≤ ‖P̂ − P‖1 ≤ 2, so Var‖P̂ − P‖1 ≤ 1. By the lemma, we need

λ ≥ −√
β/(1 − β) to ensure that Pr{‖P̂ −P‖1 ≥ EX+λ} ≤ β. If ‖P̂ −P‖1 ≥ 2r,

there can be a set of transactions τ such that P (τ) = m/2 but P̂ (τ) = 0,
so if tests are generated randomly according to P̂ there is zero probability of
testing any transaction in τ , no matter how many tests are performed. Thus
if Pr{‖P̂ − P‖1 ≥ m} > α, even an infinite number of tests cannot guarantee
chance at least 1 − α detecting that a fraction m/2 of the transactions were
altered, enough to wipe out a margin of m. By the lemma, that is the case if
m < E‖P̂ − P‖1 − √

α/(1 − α), i.e., if E‖P̂ − P‖1 > m +
√

α/(1 − α).
The theorem gives a family of lower bounds on E‖P̂ − P‖1 in terms of n. If

the lower bound exceeds m+
√

α/(1 − α), testing by drawing transactions from
P̂ cannot protect against all outcome-changing errors. The bound grows with S,
the number of possible transactions. To be optimistic, we use an unrealistically
small value S = 6.14 × 106 (Table 3).6

To guarantee a 95% chance of detecting that m/2 = 5% of transactions
were altered, which could change jurisdiction-wide margins by 10% or more, the
training sample would need to include at least 1.082 million transactions, even
if auditors could conduct an infinite number of parallel tests. That is larger than
the turnout in 99.7% of U.S. jurisdictions in 2020 [29]; it is roughly 0.5% of
the U.S. voting population. To guarantee 99% chance of detecting that 0.5%
of transactions were altered, which could change jurisdiction-wide margins by
1% or more, would require observing 3.876 million voters in complete, privacy-
eliminating detail—more than the turnout in 99.9% of U.S. jurisdictions in 2020
[29], roughly 1.9% of the U.S. voting population.

Table 3. Lower bound on the sample size (col 4) required to estimate the distribution
of voting transactions well enough to ensure the probability (col 1) of detecting the
manipulation of the fraction of transactions (col 3) using some number of tests (col 2),
if the support of the distribution of transactions has S = 6.14 × 106 points.

Confidence level Maximum tests Altered votes Bound (millions)

99% 2000 0.5% 3.87
1% 3.58
3% 2.69
5% 2.09

95% 2000 0.5% 1.67
1% 1.59
3% 1.31
5% 1.10

99% Inf 0.5% 3.73
1% 3.46
3% 2.61
5% 2.04

95% Inf 0.5% 1.65
1% 1.57
3% 1.29
5% 1.08

6 Software implementing the calculations is in https://github.com/pbstark/Parallel19.

https://github.com/pbstark/Parallel19
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Fig. 3. Minimum training sample sizes as a function of the fraction of altered votes.

6 Complications

Reality is worse than the optimistic assumptions in our analyses:

Margins are not Known in Advance. Margins are not known until the election
is over, when it is too late to do more testing if contests have narrower margins
than anticipated. Testing to any pre-defined threshold, e.g., a 95% chance of
detecting changes to 0.5% of the votes in any contest, will not always suffice.

Tests have Uncertainty. If the BMD printout reflects the wrong electoral out-
come, a perfect full manual tally, recount, or risk-limiting audit based on BMD
printout will confirm that wrong outcome. Suppose one could design practical
parallel tests that had a 95% chance of sounding an alarm if BMDs alter ≥ 0.5%
of the votes in any contest. A reported margin of 1% or less in a plurality con-
test is below the “limit of detection” of such tests. Would laws require a runoff
whenever a reported margin is below the limit of detection of the tests?

Special Risks for Some Voters. As discussed above in Sect. 4.1, BMDs can be
used to selectively disenfranchise voters with disabilities and voters whose pre-
ferred language is not English. Indeed, the attacker’s best strategy is to target
such voters, in part because poll workers might more likely to think that com-
plaints by such voters reflect voter mistakes rather than BMD malfunctions.

The only Remedy is a New Election. If a BMD is caught misbehaving, it should
be removed from service and all BMDs in that jurisdiction should be investigated.
But there is no way to determine the correct outcome or which votes were
affected: BMDs are not strongly software independent [21].



They May Look and Look, Yet Not See 135

7 Conclusion

We show that to protect against outcome-altering BMD malfunctions requires
orders of magnitude more testing than is feasible. To our knowledge, no jurisdic-
tion has conducted any parallel testing of BMDs of the kind suggested by [7,32],
much less enough to reliably detect outcome-changing errors, bugs, or hacks.

Even if it were possible to test enough to get high confidence that no more
than some threshold percentage the votes were changed in any contest, fairness
would demand a runoff in contests decided by less than that threshold.

Some BMDs may be the best extant technology for voters with particular
disabilities to mark and cast a paper ballot independently. But many BMDs are
poorly designed. Some have easily exploited security flaws [1] and some do not
enable voters with common disabilities to vote independently [22, pp. 68–90].
To our knowledge, no VVSG-certified BMD system provides a means for blind
voters to check whether the printout matches their intended selections.

Using BMDs makes elections less trustworthy, less resilient, less transparent,
more fragile, and more expensive [1,17]. BMDs have failure modes that hand-
marked paper ballots do not have, and lack resilience when failures occur [1].
BMDs shift the burden of ensuring that voting equipment functions correctly
from officials to voters, but do not provide voters any way to prove that they
observed problems, if they do; nor can election officials show that outcomes are
correct despite any problems that might have occurred [1]. BMDs undermine
the ability of election officials to provide affirmative evidence that outcomes are
correct, the fundamental principle of “evidence-based elections” [2,25].

Voters who use BMDs should be urged to bring a written list of their selec-
tions to the polls to check against BMD printout, and to request a fresh ballot
if the printout does not match their intended selections. Election officials should
track spoiled BMD printouts. There should be research on how to encourage vot-
ers to check BMD printout and report discrepancies, how to ensure the checks
are accurate, and how to ensure that any reported problems are accountably and
transparently recorded, addressed, and publicized; these issues also arise in end-
to-end cryptographically verifiable (E2E-V) voting systems. For the foreseeable
future, prudent election administration requires keeping the use of BMDs to a
minimum.

Acknowledgements. We are grateful to Yanjun Han and Tsachy Weissman for help-
ful conversations about minimax L1 estimation, and to Peter Rønne and anonymous
referees for helpful comments and suggestions.
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Abstract. Researchers advocate for end-to-end verifiable voting
schemes to maximise election integrity. At E-Vote-ID 2021, Kulyk et al.
proposed to extend the verifiable scheme used in Switzerland (called orig-
inal scheme) by voting codes to improve it with respect to vote secrecy.
While the authors evaluated the general usability of their proposal, they
did not evaluate its efficacy with respect to manipulation detection by
voters. To close this gap, we conducted a corresponding user study. Fur-
thermore, we study the effect of a video intervention (describing the vote
casting process including individual verifiabilty steps) on the manipula-
tion detection rate. We found that 65% of those receiving the video
detected the manipulation and informed the support. If we only consider
those who stated they (partially) watched the video the rate is 75%. The
detection rate for those not having provided the video is 63%. While
these rates are significantly higher than the 10% detection rate reported
in related work for the original system, we discuss how to further increase
the detection rate.

Keywords: End-to-end verifiability · Usability · Individual
verifiability · Deceptive study · Manipulation detection rate

1 Introduction

Cryptographic end-to-end (E2E) verifiability facilitates detection of violations
of the election integrity. From a usability perspective, individual verifiability
(i.e. the ability to verify that the vote is cast as intended and stored as cast)
is particularly challenging, as voters need to verify themselves. This is essential
to preserve the secrecy of the vote. Thus, with E2E verifiability, in theory, it
is possible to detect if voters are modified at any point in time, but only when
voters know how to perform the individual verifiability and actually do so.

A range of manipulation-detection efficacy studies have been carried out
to evaluate whether voters would detect if their vote is manipulated, e.g. in
[11,22]. The corresponding user studies are conducted with different electronic
voting systems in mind as well as with different types of attacks. In the user
c© The Author(s) 2022
R. Krimmer et al. (Eds.): E-Vote-ID 2022, LNCS 13553, pp. 139–156, 2022.
https://doi.org/10.1007/978-3-031-15911-4_9
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study, participants are told that the usability of an electronic voting system is
evaluated. However, they interact with one (or a corresponding mockup) that an
attacker could have set up to make voters believe their vote is not manipulated
while it is actually either altered before being sent to the ballot box or not being
sent to the ballot box at all. Note, the concrete strategy an attacker could take
to do so, depends on the voting system under consideration. Furthermore, not
all strategies are the same, but some are more difficult for voters to detect than
others. Correspondingly there is a broad range of detection rates being reported
in the literature, e.g. in [18], authors report for one system a detection rate of
100% for a more easy to detect manipulation and 10% for a difficult to detect
one for another system.

Our focus is on those attacks that are difficult to detect as an attacker is
more likely to take those. Furthermore, our focus is on the voting system used
in Switzerland (which is based on polling sheets with return and confirmation
codes to enable voters to verify their vote) – more precisely, the improvement
proposed at E-Vote-ID 2021 by Kulyk et al. [16]. The authors proposed to use
QR Codes to enter codes and to use so-called voting codes in order to improve
the guarantees with respect to the secrecy of the vote. They also conducted a
user study in which they observed that their proposal has no negative impact
on the general usability compared to the original scheme. Our research has the
following goals:

– Improving the proposal of [16] (i.e. voting material and mockups of the voting
interfaces) based on the feedback reported in their paper.

– Evaluating the manipulation detection efficacy of this improved proposal and
comparing the detection rate with the one from the original scheme (note, to
do so, we use the data from a similar study reported on in [18]).

– Studying the impact of providing voters additional information material
about the vote casting process. We decided to use a video describing how
to proceed to cast and verify votes as additional information material.

We conducted a user study with 50 participants. Our improved version of the
Kulyk et al. proposal from [16] performed significantly better with respect to
manipulation detection (63% detection rate) compared to the original system
(10% detection rate, reported in [18]). While the detection rate for those par-
ticipants who actually (at least partially) watched the video increased to 75%,
it did not increase significantly. We discuss our findings in light of related work
and deduce research directions for future work.

As a side contribution, our results confirm the conclusions from Kulyk et al.
in [16] that, QR-code based code voting should be employed in certain types
of election, as it avoids reliance on trustworthy voting clients. While they only
argued based on the general usability, we showed that it has a positive effect on
the manipulation detection rate too.
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2 Related Work

Human aspects of verifiable voting systems have been a subject of several inves-
tigation, focusing on different aspects of verifiability, such as voters’ attitudes,
mental models and misconceptions of verifiability [1,2,4,9,21,22] or the usability
of the actual verification process [1–5,9–11,15,17,19,20,22,26,28,30,31].

In particular, several studies focused on the effectiveness of verification proce-
dure in different e-voting systems [2,7,18,24]. These studies show mixed results,
showing that in several of the investigated systems, a significant amount of vot-
ers is not able to perform the verification correctly, thus being unable to tell
whether their votes are being manipulated – e.g. less than half of participants
were able to verify their votes using the Helios and the Scantegrity II voting
system in the study by Acemyan et al. [2]. Other systems have demonstrated
more promising results. In particular, the evaluations of voting systems imple-
menting verification procedures based on the so-called check codes have shown
a high level of verification efficiency in the studies that evaluated verification
effectiveness by introducing vote manipulations in the experimental procedure
and testing whether the participants of the experiment are able to detect these
manipulations via the corresponding verification [18,24]. The studies in both of
these works have shown a 100% verification efficiency rate with different variants
of such code-based systems, meaning that all participants in their experiments
were able to successfully verify their vote and detect manipulations. However,
when different kinds of attacks were considered – in particular, with the adver-
sary being able to modify the user interfaces with the goal of confusing the voter
and preventing them from performing or correctly interpreting the verification
results – the success rates for the verification decreased again, with only up to
56% of participants being able to detect such an attack according to the study
in [18]. These studies conclude that evaluating verification efficacy via empir-
ical experiments is crucial in understanding the security of proposed e-voting
systems.

Aside from evaluating verifiability from the human factors point of view, a
number of studies focused on other techniques that are introduced to e-voting
systems to enhance their security – namely, to the code-voting approach [6,8,
13,14,27], aimed to decrease the need to trust the voting client with regards
to vote secrecy. As such, the usability of such systems has been evaluated in
[17,23], showing that code voting in general can be made usable and acceptable
by the voters. However, only limited evaluations of the usability of verification in
code-voting systems have been conducted; one such system has been the subject
of the study by Kulyk et al. [16], showing high effectiveness in terms of voters
being able to cast the vote using the system, however, the study only tested the
system in absence of vote manipulations.
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3 Background

3.1 Swiss Electronic Voting System

Our focus is on the Swiss voting system from the Swiss Post1. The process to
cast a vote with this system2 is as follows: Voters receive an individual code
sheet (also called polling sheet) via postal service. This polling sheet contains
one initialisation code, check codes for each voting option, one confirmation
code, and one finalisation code. All cotes are different for each voter. As there
is no electronic ID in Switzerland, the system generates an election specific
election key pair for all voters – one pair for each voter. The voters’ private
key is indirectly provided to them in the polling sheet. The private key can be
deduced from the initialisation code.

An overview is depicted in Fig. 1a. To start the vote casting process, voters
open the election webpage (the URL is provided on the polling sheet). Next,
they manually enter their initialisation code (i.e. by typing the corresponding
characters in the corresponding field of the webpage). Afterwards, voters select
their voting option using the election webpage, i.e. clicking the option they want
to select. Next, the election webpages displays a check code. According to the
description on the polling sheet), voters are supposed to compare this code with
the one next to their voting option on their polling sheet. The result of this check
can be a pass or a fail: If both codes are the same, the voter confirms his by
manually entering the confirmation code.

In case, the check was passed and the confirmation code was correctly entered,
voters are supposed to receive a finalisation code. According to the polling sheet,
voters are supposed to check whether such a code is displayed and whether it
matches the one on their polling sheet. Only if this second check is passed, voters
can be assured that their vote has been stored as intended (i.e. cast as intended
plus stored as cast). The voting scheme provides individual verifiability under
the assumption that the printing server and the voting client do not collaborate.
Note, we are aware that the implementation when it comes to the universal ver-
ifiability had severe shortcomings, see e.g. [12]. We believe that these are issues
the company faced when implementing the underlying cryptographic primitives.
Thus, it can be fixed and as such it is still worth to study the individual verifi-
abilty of schemes like the one used in Switzerland.

We refer to this system incl. the election material and user interfaces as
‘original system’.

3.2 E-Vote-ID-2021-Proposal

At E-Vote-ID-2021, Kulyk et al. proposed in [16] to extend the Swiss voting
system by individual voting codes. With this extension, the individual polling
1 https://evoting-community.post.ch/de? ga=2.79449501.804715002.1658647288-

420296842.1658647288.
2 Note, the system is used for polls in which voters select 1 out of n options. Usually

2–3 of such polls are conducted at the same time. For our research, we assume that
there is only one poll.

https://evoting-community.post.ch/de?_ga=2.79449501.804715002.1658647288-420296842.1658647288
https://evoting-community.post.ch/de?_ga=2.79449501.804715002.1658647288-420296842.1658647288
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sheet from the Swiss system also contains one voting code per option. The voting
codes are different for each voter. Thus, voters are supposed to enter the voting
code representing their chosen option (instead of clicking on the option they
want to selection on the election webpage). As the voting client cannot map the
voting code to any of the options, the assumption on the trustworthy voting
client is no longer needed3.

To address shortcoming of entering long voting codes, the authors proposed
that voters use their camera-equipped smartphones, to cast a vote by scanning a
corresponding QR code (containing the voting code). Their proposed (simplified)
scheme is depicted in Fig. 1b. To integrate these ideas, the authors adopted the
voting material and the election webpage from [18] accordingly. In particular,
they introduce voting cards which contained on the front page the voting code
as QR-code and on the back page the option and the corresponding return code.

(a) Swiss voting scheme (b) E-Vote-ID-2021-proposal

Fig. 1. Vote casting

In this paper, we refer to the proposal incl. the election material and user
interfaces from Kulyk et al. as ‘E-Vote-ID-2021-proposal’.

4 Improvements to E-Vote-ID-2021-Proposal
and Descriptive Video

4.1 Improvements to the Voting Material and User Interfaces

Based on the feedback Kulyk et al. received from their participants, we deduced
the following improvements:

– Providing the URL to the election webpage not only as text but also as a
QR-code to make it easier for voters to open the correct election webpage.

3 Note, however, that one needs to ensure that the mapping of the voting codes to
options for each voter remains secret to the adversary. Therefore it is important that
the printers are operated offline as they need to be fully trustworthy.
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– In order to scan the voting code, users had to scan two QR-codes at once:
the one on the polling sheet and the one the voting card (which had to be
placed above each other). Participants were confused as they were not aware
that one can scan two QR-codes at the same time. Kulyk et al. proposed to
have the QR-code on the polling sheet to make sure participants scan the
voting code only when placed there4. We decided to trust voters to put it
there. Furthermore, we added a tick-box on the start page of the vote casting
interfaces where voters would need to confirm that they properly placed it.
Thus, we could remove the second QR-code to make it less confusing for
voters.

– Participants were missing that they have to confirm that they cast their vote
on their own and were not observed (as this is the case with postal voting).
We added such a confirmation statement.

– The user interfaces of Kulyk et al. did contain minimal information. Their
motivation to do so was that voters should anyway follow the instructions on
the polling sheet. However, participants were complaining that the interface
looked not very trustworthy due to the minimal amount of text. Therefore, we
added the instructions from the polling sheet also on the user interfaces of the
election webpage. We are aware that this only increases perceived security but
without this adoption we would ignore users’ feedback. Furthermore perceived
security is likely to influence voters’ trust in the voting system in place. At
the end, we need to achieve both: Having a trustworthy end-to-end verifiable
voting system in place which voters trust.

The modified voting material and user interfaces are depicted in Fig. 2 and 3.
In this paper, we refer to this system as improved-proposal.

4.2 Descriptive Video

We were discussing what additional information voters may receive or have access
to, regarding the online voting channel. There might be discussion forums, infor-
mation about the company who provides the systems, the setup, maybe also
about security evaluations in case there are some. In addition, we expect that
their are videos describing the vote casting process to give voters an idea of the
process and maybe what to particular care about. As we thought the first list
might be very much related to the actual system in place, it is worth studying
the impact of a video describing the process. Note, we decided to go with a video
which provides the necessary information in a one-two lines text field rather than
with audio, as we did not want that the audio is an issue when conducting the
study (see Sect. 5).

The video therefore shows all the steps from receiving and opening the voting
material to checking the finalisation code. The video takes 9 min. It also high-
lights twice the number of the support to be called. The reason it takes 9 min
is that it gives the recipients time to read the text in the polling sheet at the

4 Fore the exact reasons, we refer the reader to [16].
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(a) Voting Card (front and back side).

5. Finalizing: The finalizing code is shown 
on the election website. 

If this is not the case, immediately contact the support!
 
To reveal the finalizing code below, scratch it with a coin.

FINALIZING CODE
4946-0511

CONFIRMATION CODE

4. Confirmation: Now, click “Scan confirmation code” 
on the election website. Scan the code below.

Note: By scanning the confirmation code, you 
confirm that you have voted alone and unobserved .

Voting completed

Wrong
Finalizing Code

No
Finalizing Code

CHECK
LIST

Page 3

SUPPORT0721 608 48318

Check if the code matches with the code on the 
election website.

If the code does not match, contact support immediately!

If this is the case, casting of the vote is complete.

CONFIRMATION CODE
CONFIR

MATI
ON CODE

Scan
 the

 Conf
irm

atio
n

Code

FINALIZING CODE
FINALIZING CODE

(d) back side

Preparation: In order to start voting, first open the election website on your smartphone by 
scanning the QR code with your smartphone or enter the web address 
"2021.election-website.com" manually. Then start with step 1 described on this voting card .

ELECTION-WEBSITE

ELECTION-WEBSITE

General Information: 
To accept the popular initiative, vote YES, to reject it, vote NO. You are also able to ABSTAIN 
or INVALIDATE your vote.

Please make sure that you have a stable internet connection and that the camera of your 
smartphone/tablet is working. 

For each of the four options, you have received a voting card with a QR code in your voting material.

Note: In the event of problems or irregularities, only call the telephone number provided at the top 
of these voting instructions!

SUPPORT0721 608 48318

Page 1

ELE
CTIO

N-WEBSITE

Scan
 Ele

ctio
n-W

ebs
ite

(b) inner - left

3. Check code: The election website now shows a check code. 
If no check code is shown, immediately contact the support!

Please check if the check code on the election website matches
with the code on the back side of your voting card you chose. 
If this is not the case, contact the support immediately.

Confirm the match on the election website. Return the 
remaining voting card to the other cards in the envelope.

2. Vote: On the election website, click “Scan voting card”. 
To do so, grant the election website camera access. 
Scan the QR-Code.

PLACE VOTING
CARD HERE

1. Selection of the voting card : Devide on one of the voting
options and place the corresponding voting card on the 
box "PLACE VOTING CARD HERE " as shown below.
Return the remaining voting cards into the envelope.

Continue on the next side

Wrong Check Code

No Check Code

CHECK
LIST

Page 2

SUPPORT0721 608 48318

VOTING CARD

Scan
 Votin

g C
ard

VOTING CARD

VOTIN
G CARD

CHECK CODE
With this card
you vote for

CHECK CODE

(c) inner - right

Fig. 2. Polling sheet (b–d) with the scratch field being removed in (d); and voting
cards (a)
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(a) Step 1 (b) Step 2 (c) Step 3 (d) Step 4

(e) Step 5 (f) Step 6 (g) Step 7 (h) Step 8

Fig. 3. Voting webpage. Note, the steps, we refer to, correspond to those in the polling
sheet.

same time, i.e. reading one paragraph or one step before continuing, i.e. actually
conducting this step in the video. The video is available online5.

5 Methodology

We first introduce our research questions and corresponding hypotheses, after-
wards we describe the study procedure before discussing ethics, how we meet
data protection regulations, and how we recruited our participants.

5.1 Research Questions, Hypotheses

The proposal from [16] improves the security level of the original scheme. The
general usability was shown to be similar to the original system. An open ques-
tion remains, however, how this idea perform with respect to the manipulation-
detection efficacy - both with and without providing a descriptive video. Corre-
spondingly, we define the following research questions:

5 https://youtu.be/Yj7yz437OEc.

https://youtu.be/Yj7yz437OEc
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How does the improved-proposal performs in terms of manipulation-detection
efficacy (measured as the rate of participants detecting the manipulation of their
vote) with and without watching the video?

The authors of [16] based their voting material and election webpage on the
improvements from [18]. We further improved both based on the feedback the
authors reported on in [16]. The improvements of [18] resulted in a significantly
higher manipulation detection rate than original system. Therefore, we expect
that our improvements of the improved-proposal outperform the original system
with respect to manipulation-detection efficacy. We therefore define the following
hypotheses:

H1: The improved-proposal without interventions has a significantly higher
manipulation-detection efficacy than the original system.

H2: The improved-proposal in combination with the watching the video has a
significantly higher manipulation-detection efficacy than the original system.

Note, the validation of this hypotheses come with some limitations as we col-
lected only data for the improved-proposal (with and without the video) while
we use for the original system the date from [18]. We discuss this further in the
limitation section.

In particular for people using the improved-proposal the first time, the video
helps to give them a better idea about the vote casting including scanning and
verifying the various codes. The video in particular indicates that the support
should be contacted in case the shown codes do not match the expected ones.
We therefore define the following hypothesis:

H3: The improved-proposal in combination with the watching the video has a sig-
nificantly higher manipulation-detection efficacy than the improved-proposal
without further descriptions or explanations.

5.2 Considered Manipulation-Types

Kulyk et al. studied two different types of manipulations in [18]. One of their
attacks would not be possible in the proposal from Kulyk et al. [16]: Adversaries
would need to know the voting code for the option they want to cast a vote for
– which is not the case by design of any code voting scheme. In the other one,
adversaries attempt to nullify cast votes by not sending the voting code to the
election infrastructure and manipulating the voting client with the purpose to
convince the voter that their vote has been cast successfully. For this attack after
entering the voting-code, the election webpage would confirm the correctness of
the check code. Furthermore, it would state that the check code is correct and
that one can continue to finish the vote casting process. Note, it is not possible
for the adversary to show the finalisation code as they cannot send a valid
voting code to the election infrastructure. Therefore, the adversary would need
to change these steps, too: Instead of asking voters to compare the displayed
finalisation code with the one in the polling sheet, the manipulated voting client
could ask voters to enter the finalisation code. Figure 4 shows the content of the
manipulated interfaces.
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(a) Step 4 (b) Step 7

Fig. 4. Manipulated webpage, only displaying steps that are different, any only the
actual text/UI elements.

5.3 Study Procedure

Figure 5 depicts an overview of the study procedure. The study was conducted
in German. Voting material and election webpage were translated for this paper.
Furthermore, it was a remote study. The ballot of the election we simulated for
our study contained four options. Participants were randomly assigned to one of
the two groups: The no-video-group and the video-group. Participants received
the study material in an envelope either via postal service or from someone they
know. The following content was included:

– A study letter describing the study, the time frame, which other material is
included in the envelope, the conditions incl. the next steps to take, and infor-
mation that they can cancel participation at any time. Note, in a footnote,
the link to the post-survey was included.

– Role card explaining who they should suppose to be for the study and which
option to vote for.

– Envelope with the actual voting material, i.e.,
- the election letter from the election officials which recommended to first
read the polling sheet before starting the vote casting process. Furthermore,
it mentions that in case of problems or questions they should call the (study)
support. For participants in the video-group this document also recommended
to first watch a descriptive video. A corresponding link was provided.
- the polling sheet; and
- the voting cards with the voting-code.

Fig. 5. Study procedure for both groups (with and without the link to the video)
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Participants were supposed to open the envelope, and read the study letter
and the role card (phase 1). Afterwards, they were supposed to open the inner
envelope with the voting material and to read the polling sheet (phase 2a).
Participants in the video-group were asked to then watch the video (phase 2b).
Afterwards, participants were supposed to start casting their vote (phase 3a).
Both groups (the one with and without the link to the video) got the manipulated
interfaces as described in Sect. 5.2.

In the case that participants did not notice the manipulation or have noticed
it but did not call the support, they could just finish vote casting. After having
finished the vote casting process, the election webpage displayed the link to
the post-survey (phase 4). This survey, first, provides information about the
study and data collection. It contained the informed consent. Once consent was
provided, participants were debriefed. If they decide to continue with the survey,
they were asked whether they detected the manipulation they read about in the
debriefing text. Note, the question on the manipulation detection had three
options: (1) I noticed it and I called the (study) support, (2) I noticed it but
I did not call the (study) support, and (3) I did not notice the manipulation.
In case the first option was selected, this had to be confirmed by entering the
number 22. Those who called the (study) support got this number on the phone
once they have reported the manipulation they observed. In case the second
option was selected, participants were asked an additional open text question on
why they did not call the support. The survey also asked whether they first read
the instructions on the polling sheet before starting the vote casting process and
we asked demographic questions. Participants in the video-group got additional
questions: Whether they watched the video (entirely) and whether it was helpful
(to detect the manipulation).

In the case that study participants did notice the manipulation and called
the (study) support6 (phase 3b), the support first asked them to provide details
about the issues they have. The goal was to first make sure they actually observed
the manipulation and to find out to which group they were assigned. The study
support took a note of this. Afterwards the participant who called was debriefed
on the phone. If they decided to continue with the study, they were provided with
the link to the post-survey7 and with the number 22 needed for the post-survey.
Finally, the study support thanked the caller.

5.4 Ethics, Data Protection, Recruitment

The study was announced with the goal to evaluate the usability of an online
voting system. Thus, one may call it a deceptive study. Therefore, the study was
approved by the ethic committee of our university. Their checks contain legal
issues as well. As such the compliance with data protection laws was attested too.
We still want to comment on some important aspects: The postal addresses were

6 Note, in case the study support could not answer the call, this person was called
back as soon as possible. All telephone numbers were deleted afterwards.

7 The post-survey was the same for those not detecting all participants.
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deleted once they were put on the envelopes. For the survey we used SocSciSurvey
which is GDPR compliant8. Participants were debriefed either on the phone or
through the post-survey. The study material contained a telephone number and
an email address to get in touch with us in case of general questions regarding
the study or any doubts.

Participants were recruited in various different ways: Public channels, social
media, friends of friends (in case they were not aware of our research) as well
as through a snow-ball principle, asking those who agreed to participate to
announce it to friends and family, too. Due to the remote study setting, we
decided to not offer a reimbursement.

6 Results

We sent out the voting instructions to 60 people (30 for each group). Eventually,
a total of 50 people completed the post-survey (24 assigned to the no-video-group
and 26 to the video-group). Table 1 shows their demographics, as well as of the
participants in the study from [18] for the sake of comparison9. All statistical
calculations for our hypotheses are performed using R packages “stats” and
“rstatix”. We report our results without corrections for multiple comparisons.

Table 1. Demographics of participants for age Mean/SD and gender

Experiment Age Gender

From [18] 34.34/15.54 66F, 62M

Our study 27.5/10.135 26F, 24M

6.1 Overall Manipulation Detection

Overall, 32 out of 50 participants reported detecting the manipulation. Of them,
17 were in the video-group and 15 were in the no-video-group, leading to detec-
tion rates of 65.4% and 62.5% correspondingly. We used Fischer’s exact test [25]
for the evaluation of our hypotheses, as commonly recommended for categor-
ical data with 2 × 2 contingency tables with small sample sizes. Both of the
groups had significantly higher detection rates compared to the original sys-
tem (which according to [18] had a detection rate of 10%), as shown by Fisher’s
exact test10 confirming H1 (OR = 13.98, 95% CI = [3.02, Inf ], p = .0004) and
H2 (OR = 15.83, 95% CI = [3.466, Inf ], p = .0002). No significant differences
were detected between the no-video-group and the video-group (Fisher’s test,
OR = 1.13, 95% CI = [0.3679725, Inf ], p = .532), thus failing to confirm H3.
8 Data protection policy: https://www.soscisurvey.de/en/data-protection .
9 Note, the authors of [18] do not report the demographics separate for their groups.

10 Note that for all our hypotheses one-tailed tests are used.

https://www.soscisurvey.de/en/data-protection
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6.2 Manipulation Detection for Various Subgroups

The free-text answers were analysed by two of the authors independently and
then discussed. As the provided free-text answers were rather short we took this
approach rather than a formal open-coding approach. Eight participants (4 in the
no-video-group and 4 in the video-group) answered in the post-survey that they
noticed the manipulation, but did not report it to the study examiner. When
asked to explain why they did not report it, the following reasons were stated11:
Two mentioned that they did not want to call in the late hour, two answered
that calling would be too much effort, two believed that the vote casting was
successfully completed despite the fact that the steps on the interface did not
match the ones on the polling sheet, two thought that they themselves were at
fault and one believed that the missing code is displayed later in the process.

Overall 31 participants (17 in the video-group and 14 in the no-video-group)
reported reading the voting material before starting with the voting procedure;
21 (ten in the video-group and 11 in the no-video-group) reported reading the
materials while voting. Note that two participants reported both reading the
materials completely beforehand and reading them again while voting. One par-
ticipant (from the video-group) reported reading the study instructions and role
card beforehand, but only reading the polling sheet while voting. Of the 31 par-
ticipants who read the voting materials beforehand, 23 (74.1%) detected and
reported the manipulation, as opposed to 9 out of 19 (47.4%) of those who did
not read the materials beforehand.

6.3 Video Related Statements

Out of 26 participants assigned to the video-group, nine reported watching parts
of the video, 11 reported watching all of it and six reported not watching the
video at all. None of the participants reported watching the video more than
once. The participants who reported not watching the video gave the following
reasons for this: Two answered that the video was too long, one answered that
watching the video would be too much effort and three answered that they
believed watching the video was not necessary to complete the voting.

From those 20 participants who stated that they fully or partially watch
the video, 15 participants reported the manipulation and called the support. In
particular, nine out of 11 of participants that watched the video entirely reported
the manipulation, compared to six out of nine of participants who watched parts
of the video.

Furthermore, one could observe differences between manipulation detection
rate depending on whether the participants familiarised themselves with the
voting procedure before starting voting, either by watching the video fully (in
the video-group) or by reading the voting materials beforehand (in both video-
group and no-video-group). As such, 24 out of 34 participants who either watched
the video fully or read the voting materials before voting were able to detect the

11 Note that some of the participants mentioned several reasons for not calling.
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manipulation (70.6%) as opposed to 8 out of 16 (50%) participants who did
neither of these things.

Out of the participants who reported watching the video either fully or par-
tially, who also have detected the manipulation and called the support (15 par-
ticipants), the following answers were given regarding to whether the video was
helpful to them for detecting the manipulation: nine agreed, four disagreed, and
one were neutral.

7 Discussion

Our results clearly show that the E-Vote-ID-2021-proposal outperforms the orig-
inal system with respect to the detection manipulation rate (62.5% to 10%). As
the authors in [16] showed that the E-Vote-ID-2021-proposal outperforms the
original system with respect to the provided guarantees for vote secrecy (because
it uses voting codes) and that they have a similar general usability performance,
it can clearly be recommended to consider the E-Vote-ID-2021-proposal for the
elections and polls in Switzerland as well as for any other election contexts with
simple ballots. Note, the proposal of Kulyk et al. [16] does also outperform the
original one because (1) the assumption that the vote casting device is not vio-
lating vote secrecy is not needed and (2) it is only possible to conduct limited
election integrity related attacks as one can only remove votes but not change
them – thus large scale manipulations would result in a unexpected low turnout.

The findings from the free-text answers (e.g. they thought it is too much
effort to call, they thought they made a mistake) indicate that increasing the
manipulation rate would need additional measures such as awareness raising
for verifiability and why the voting material received via postal service can be
trusted but not necessary the election webpage. This is a clear and important
direction for future work.

We also found that participants who reported that they read the voting
material only as they voted were more likely to follow the instructions on their
screen, thus missing the manipulation. Thus, those who familiarized themselves
with the process beforehand are more likely to detect the manipulation (between
75% and 77% compared to 62.5% and 65%). Thus, in particular in contexts like
in Switzerland in which elections and/or polls happen several times a year, it
gets over time more likely that manipulations are detected: If we assume that
voters have voted several times with a system that is not manipulated and thus
get familiar with the correct process, they might be more likely to detect a
manipulation with future elections than if already the first time the system is
in place, it got manipulated. The evaluation of such hypotheses is part of our
future work.

Our study furthermore detected higher rates of manipulation detection com-
pared to related work evaluating same kind of attacks - as such, the study by
Kulyk et al. [18] found 43% manipulation detection rates and the study by
Volkamer et al. [29] reported 41% compared to 62.5% of participants in our
study (those who did not watch the video). One explanation could be the differ-
ence in demographics, in particular, the fact that the participants in our study
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tended to be younger than in related work, see e.g. Table 1 for the comparison
between our participants and those in [18]. A study on the effects of demographic
factors, including but not limited to age, gender and education, on the voter’s
ability to detect manipulations is therefore an interesting direction of future
work. An other one might be that less people in [18,29] have read the instruc-
tions before starting the vote casting process. Note, a comparison is not possible
as the authors do not provide any related information.

Study Limitations: Our study has similar limitations to other user studies
evaluating the manipulation-detection efficacy in verifiable electronic voting: It
is about a mock election and no actual election. Participants cast a vote for the
option they were asked to select. Thus, this vote is not very personal to them or
important. Participating in a study and, thus, agreeing to take time for it may
result in spending more time in reading the instructions compared to casting a
vote in an actual election. However, introducing vote manipulations in an actual
election to measure manipulation-detection efficacy would pose critical ethical
and legal issues. Thus, there is not much one can do about it.

Another limitations of all these studies evaluating manipulation-detection
efficacy (including ours) is that we need to trust that those few participants who
know each other have not informed others about the manipulation. Furthermore,
we evaluated the scheme in Germany with participants who have not cast a vote
with the original system. The results may be different for participants who are
familiar with the original system.

We studied one implementation of adversaries’ attempt to make voters
believe their vote was cast as intended while their vote is not considered in
the tally. The details can vary, i.e., the text displayed to convince voters that
everything is fine. As future work, one could study the attack with different text.

In order to test two of the three hypotheses, we used data from our previous
paper, i.e. [18]. This comes with some limitations as the study in the previous
paper was a lab study, i.e. the study instructor was in the same room while in this
paper, the study instructor could only be reached via phone. However, on the
one hand the difference with respect to the detection rates are large and several
studies have already shown the issues with the original system. Therefore, we
wanted to focus our own data collection on the new proposal and the effect of
the video.

8 Conclusion

Verifiable voting schemes are the de-facto standard when considering online vot-
ing for political elections. At the same time, the verifiable voting systems in
place only provide vote secrecy if the voting client is trustworthy. While this
shortcoming can be addressed with code voting, such approaches are currently
not considered, as the community and election officials are concerned about
the usability implications. Kulyk et al. demonstrated in [16] that a code voting
based extension of the original system can be as usable as the original one. We
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underline their conclusions as we show that such an extension can also signifi-
cantly increase the manipulation-detection efficacy. Thus, it is worth considering
code-voting verifiable voting schemes, as the cumbersome steps of entering vot-
ing codes manually can be replaced by easy-enough steps – i.e., scanning QR
codes – without significantly reducing the usability while enabling systems with
higher security guarantees. Thus, our research should encourage more research
on combining code-voting with verifiable schemes.

While the manipulation-detection efficacy is significant higher for the studied
scheme compared to the original system one, there is room for improvements.
We evaluated whether a video intervention describing the vote casting steps
including those to verify can further improve this rate. While we observed some
increase, it was not significant. Based on the discussion of our results, we conclude
that it is important to study various types of interventions with respect to their
effect on manipulation-detection efficacy. In particular, approaches explaining
the importance of verifiability should be developed and evaluated.
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trial with the system Prêt à voter. In: ICE-GOV, pp. 281–296 (2009)

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.

https://doi.org/10.1007/978-3-642-36213-2_15
https://doi.org/10.1007/978-3-642-36213-2_15
https://www.usenix.org/conference/soups2022/presentation/volkamer
https://www.usenix.org/conference/soups2022/presentation/volkamer
https://www.jannaweber.com/wp-content/uploads/2009/09/858Helios.pdf
https://www.jannaweber.com/wp-content/uploads/2009/09/858Helios.pdf
http://creativecommons.org/licenses/by/4.0/


Logic and Accuracy Testing: A
Fifty-State Review

Josiah Walker(B), Nakul Bajaj, Braden L. Crimmins, and J. Alex Halderman

University of Michigan, Ann Arbor, USA
{jhwalker,nbajaj,bradenlc,jhalderm}@umich.edu

Abstract. Pre-election logic and accuracy (L&A) testing is a process
in which election officials validate the behavior of voting equipment by
casting a known set of test ballots and confirming the expected results.
Ideally, such testing can serve to detect certain forms of human error
or fraud and help bolster voter confidence. We present the first detailed
analysis of L&A testing practices across the United States. We find that
while all states require L&A testing before every election, their imple-
mentations vary dramatically in scope, transparency, and rigorousness.
We summarize each state’s requirements and score them according to uni-
form criteria. We also highlight best practices and flag opportunities for
improvement, in hopes of encouraging broader adoption of more effective
L&A processes.

1 Introduction

The vast majority of votes in the United States are counted mechanically, either
by optical scanners that read paper ballots or by direct-recording electronic
(DRE) voting machines [70]. To validate that these tabulation devices are con-
figured and functioning correctly, jurisdictions perform a procedure called “logic
and accuracy testing” (“L&A testing”) shortly before each election. It typically
involves casting a “test deck”—a set of ballots with known votes—on each
machine, then printing the results and ensuring the tally is as expected. Any
deviation is a potential indicator that the election equipment has misbehaved.

While more sophisticated mechanisms such as risk-limiting audits [37], and
end-to-end verification [15] can reliably detect and recover from both errors and
attacks after the fact, they are not yet widely applied in the U.S . Even if they
were, L&A testing would remain useful for heading off some sources of error
before they affected results. Ideally, L&A testing can protect against certain
kinds of malfunction, configuration error, and fraud as well as strengthen voter
confidence, but its effectiveness depends on many details of how the testing is
performed. In the U.S., L&A testing requirements—like most aspects of election
procedure and the selection of voting equipment—are determined by individual
states, resulting in a diversity of practices with widely varying utility.

Unfortunately, this heterogeneity means that many states diverge negatively
from the norm and makes it difficult to offer the national public any blanket
c© The Author(s) 2022
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assurances about the degree of protection that L&A testing affords. Moreover,
many states do not publish detailed L&A procedures, leaving voters with little
ability to assess the effectiveness of their own states’ rules, let alone whether any
tests they observe comply with them. Yet this decentralized regulatory environ-
ment has also allowed a variety of positive L&A testing procedures to evolve,
and there are abundant opportunities for the exchange of best practices.

This paper provides the first comparative analysis of L&A testing require-
ments across the fifty states. To determine how each state performs L&A testing,
we conducted an extensive review of available documentation and reached out to
election officials in every state. We then assessed and scored each state’s policy
using criteria designed to reflect its functional effectiveness and suitability as a
basis for voter confidence. The results provide a detailed understanding of how
states’ procedures differ and how well they approach an ideal model of what L&A
testing can achieve. Our analysis reveals that several important L&A criteria are
absent in many or most states’ rules, yet we also highlight specific examples of
policies that could serve as models for broader dissemination. We hope this work
will encourage the adoption of more effective L&A testing requirements across
the United States and help promote policies that better inspire public trust.

2 Background

2.1 L&A Testing Goals

L&A testing was first introduced in the early 1900s s for lever-style voting
machines [63], which contained a mechanical counter for each candidate. The
counters were susceptible to becoming jammed due to physical failure or tam-
pering, so tests were designed to establish that each counter would advance when
voted.

Modern DRE voting machines and ballot scanners can suffer from analogous
problems—miscalibrated touch-screens or dirty scanner heads can prevent votes
in specific ballot positions from being recorded [31]—but they also have more
complex failure modes that call for different forms of testing. These devices
must be provisioned with an “election definition” that specifies the ballot layout
and rules. If the election definition is wrong—for instance, the order or position
of voting targets do not match the ballots a scanner will read—votes may be
miscounted.

Problems with election definitions caused by human error are surprisingly
common. They contributed to the publication of incorrect initial election results
in Northampton County, Pennsylvania, in 2019 [14], Antrim County, Michigan, in
2020 [28], and DeKalb County, Georgia, in 2022 [23]. In these documented cases
the errors were fortunately detected, but only after the results were announced.
They likely could have been prevented in the first place by sufficient L&A testing.

L&A testing can also serve a role in election security. Research has long rec-
ognized that L&A testing cannot reliably defeat an adversary who manages to
execute malware on voting machines, because the malware could detect when it
was under test and only begin cheating during the election itself (see, e.g., [24]).
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However, L&A testing can potentially thwart more limited attackers who man-
age to tamper with election definitions or configuration settings. For example,
although there is no evidence that the instances of error described above were
caused by fraud, attackers could cause similar election definition problems delib-
erately in an attempt to alter results. This would likely require far less sophisti-
cation than creating vote-stealing malware. Moreover, there is growing concern
about threats posed by dishonest election insiders, who routinely have the access
necessary to perform such an attack [17].

Beyond providing these protections, L&A testing also frequently serves a role
in enhancing public confidence in elections. Most states conduct at least part of
their L&A testing during a public ceremony, where interested political party rep-
resentatives, candidates, news media, and residents can observe the process and
sometimes even participate by marking test ballots. Some jurisdictions also pro-
vide live or recorded video of their testing ceremonies online. These public tests
can help build trust by allowing voters to meet their local officials, observe their
level of diligence, and become more familiar with election processes. Addition-
ally, public observers have the potential to make testing stronger, by providing
an independent check that the required tests were completed and performed cor-
rectly. At least in principle, public observation could also help thwart attempts
by dishonest officials to subvert L&A testing by skipping tests or ignoring errors.

2.2 U.S. Elections

L&A testing fills a role that is best understood with a view towards the broader
context of election administration in the jurisdictions where it is practiced. In
the U.S., many subjects are put to the voters, frequently all at once, and a
single ballot might include contests ranging from the national presidency and
congress to the state governor, legislature, and judges to the local mayor, city
council, sheriff, and school board [13]. This means elections tend to involve many
contests—typically around 20, although some jurisdictions have occasionally had
nearly 100 [76]. There may also be several ballot variants within a single polling
place to accommodate candidates from different sets of districts. These features
make tallying by hand impracticable in many areas. As a result, nearly all juris-
dictions rely on electronic tabulation equipment, today most commonly in the
form of computerized ballot scanners [70]. Ensuring that these machines are
properly configured and functioning on election day is the key motivation for
L&A testing.

Election administration in the U.S. is largely the province of state and local
governments. Although the Constitution gives Congress the power to override
state law regarding the “manner of holding Elections for Senators and Represen-
tatives,” this authority has been applied only sparingly, for instance to establish
accessibility requirements and enforce civil rights [30,73]. Each state legislature
establishes its own election laws, and the state executive (typically the secretary
of state) promulgates more detailed regulations and procedures. In practice, elec-
tion administration powers are exercised primarily by local jurisdictions, such
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as counties or cities and townships, where local officials (often elected officials
called “clerks”) are responsible for conducting elections [45].

Because of this structure, there is little standardization of election practices
across the states, and L&A testing is no exception. Testing processes (and the
ceremonies that accompany them) vary substantially between and within states.
As we show, these variations have significant effects, both with respect to error-
detection effectiveness and procedural transparency and intelligibility. Pessimisti-
cally, one can view this broad local discretion as a way for some jurisdictions
to use lax practices with little accountability. We note, however, that it also
grants many clerks the power to depart upwards from their states’ mandatory
procedures, achieving stronger protections than the law requires. This provides
an opportunity for improved practices to see early and rapid adoption.

2.3 Related Work

Although L&A testing itself has so far received little research attention, there is
extensive literature analyzing other aspects of election mechanics across states
and countries, with the goal of informing policymaking and spreading best prac-
tices. For instance, past work has examined state practices and their impacts
regarding post-election audits [68], voter registration list maintenance [10], voter
identification requirements [16], online voter registration [79], election observa-
tion laws [27], the availability of universal vote-by-mail [67]. A far larger body
of research exists comparing state practices in fields other than elections.

Despite the abundance of this work, we are the first (to our knowledge) to
examine states’ L&A testing practices in detail. A 2018 state-by-state report by
the Center for American Progress [58] considered L&A testing among several
other aspects of election security preparedness; however, it primarily focused on
the narrow question of whether states required all equipment to be tested. To
build upon this research, we consider many other policy choices that influence
the effectiveness of L&A requirements and procedures.

3 Methodology

3.1 Data Collection

To gather information on states’ practices, we began by collecting official docu-
mentation where publicly available, relying primarily on state legal codes, state
election websites, and Internet search engines. If we could not locate sufficient
information, we attempted to contact the state via email or by phone to supple-
ment our understanding or ask for clarifications. We directed these inquiries to
the state elections division’s main contact point, as identified on its website.

State responses varied. While some states provided line by line answers to
each of our questions, it was common for states to indicate that our criteria
were more specific than what state resources dictated, pointing us instead to
the same statues and documentation we had already examined, providing us
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with additional documentation that was still unresponsive to our questions, or
replying in paragraphs that partially addressed some questions while completely
disregarding others. In cases where we could not find evidence to support that a
state satisfied certain criteria and the state did not provide supporting evidence
upon request, we did not award the state any points for those criteria.

Upon finalizing our summary of each state’s practices, we contacted officials
again to provide an opportunity for them to complete or correct our understand-
ing. Over the course of nine months, we communicated with all 50 states and
received at least some feedback on our summaries from all but seven states—
Iowa, New Jersey, New York, Rhode Island, Tennessee, Vermont, and Wisconsin.
Our data and analysis are current as of July 2022.

3.2 Evaluation Criteria

To uniformly assess and compare states practices, we applied the following cri-
teria and scoring methodology, which reflect attributes we consider important
for maximizing the benefits of L&A testing in terms of accuracy and voter con-
fidence. These criteria are non-exhaustive, but we believe they are sufficiently
comprehensive to evaluate state procedures relative to one another. (Additional
desirable testing properties are discussed in Sect. 5.) Note that our assessments
do not necessarily reflect practice in each of a state’s subdivisions, since local offi-
cials sometimes have authority to exceed state guidelines. To keep the analysis
tractable, we instead focus on the baseline established by statewide requirements.

We developed two categories of criteria: procedural criteria, which encompass
the existence of procedures, the scope of testing, and transparency; and func-
tional criteria, which reflect whether the testing could reliably detect various
kinds of errors and attacks. To facilitate quantitative comparisons, we assigned
point values to each criterion, such that each category is worth a total of 10
points and the weights of specific items reflect our assessment of their relative
importance.

Procedural Criteria
Rules and Transparency (5 points). To provide the strongest basis for trust,
testing should meet or exceed published requirements and be conducted in
public.

RT1 (1.5 pts): Procedures are specified in a detailed public document.
This captures the threshold matter of whether states have published L&A
requirements. Detailed or step-by-step guidelines received full credit, and gen-
eral laws or policies received half credit.

RT2 (1.0 pts): The document is readily available, e.g., via the state’s website.
Making L&A procedures easily available helps inform the public and enables
observers to assess tests they witness.1

1 Even when procedures are public documents, they are not always readily accessible.
One state, Delaware, instructed us that we would need to find a resident to file a
Freedom of Information Act request before their procedures would be provided.



162 J. Walker et al.

RT3 (1.5 pts): Some testing is open to the public, candidates/parties, journalists.
This tracks the potential for public L&A ceremonies to strengthen confidence.

RT4 (1.0 pts): Local jurisdictions have latitude to exceed baseline requirements.

Scope of Testing (5 points). A comprehensive approach to testing covers
every ballot design across all the voting machines or scanners where they can be
used.

ST1 (2.0 pts): All voting machines/scanners must be tested before each election.
ST2 (1.0 pts): All devices must be tested at a public event before each election.
ST3 (2.0 pts): All devices must be tested with every applicable ballot design.

Failing to test all machines or all ballot styles risks that localized problems
will go undetected, so each was assigned a substantial 2 points. One additional
point was provided if all testing is public, to reflect transparency interests.

Functional Criteria
In each of three sets of functional criteria, we assess a simple form of the pro-
tection (with a small point value) and a more rigorous form (with a large point
value).
Basic Protections (4 points). To guard against common errors, tests should
cover every voting target and ensure detection of transpositions.
BP1 (1.0 pts): All choices receive at least one valid vote during testing.
BP2 (3.0 pts): No two choices in a contest receive the same number of votes.

The first test minimally detects whether each candidate has some functioning
voting target. The second further ensures the detection of transposed targets
within a contest, which can result from misconfigured election definitions.

Overvote Protection (2 points). Testing should exercise overvote detection
and, ideally, confirm that the overvote threshold in each contest is set correctly.
OP1 (0.5 pts): At least one overvoted ballot is cast during testing.
OP2 (1.5 pts): For each contest c, a test deck includes a ballot with nc selections

and one with nc+1 selections, where nc is the permitted number of selections.
An overvote occurs when the voter selects more than the permitted number
of candidates, rendering the selections invalid. The first practice minimally
detects that the machine is configured to reject overvotes, while the second
tests that the allowed number of selections is set correctly for each contest.

Nondeterministic Testing (4 points). For stronger protection against delib-
erate errors, attackers should be unable to predict how the test deck is marked.
ND1 (1.0 pts): Public observers are allowed to arbitrarily mark and cast ballots.
ND2 (3.0 pts): Some ballots must be marked using a source of randomness.

Attackers who can predict the test deck potentially can tamper with the elec-
tion definition such that errors will not be visible during testing. If the public
can contribute test ballots, this introduces uncertainty for the attacker, while
requiring random ballots allows for more rigorous probabilistic detection.
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MT � � � � � � � 10.00 CT � � � � � �� 7.50
OH � � � � � � � 10.00 AZ � � � � � � 7.00
PA � � � � � � � 10.00 SD � � � � � � 7.00
WA � � � � � � � 10.00 IL � � � � � � 6.00
CO �� � � � � � � 9.25 MO � � � � � � 6.00
CT �� � � � � � � 9.25 NE � � � � � � 6.00
MA �� � � � � � � 9.25 MI � � � � � � 5.50
MO �� � � � � � � 9.25 UT � � � � � � 5.50
NV �� � � � � � � 9.25 VT � � � � � �� 5.50
SD �� � � � � � � 9.25 WY � � � � � � 5.50
UT �� � � � � � � 9.25 AR � � � � � � 4.50
VA � � �� � � � � 9.25 DE � � � � � � 4.50
WV �� � � � � � � 9.25 FL � � � � � � 4.50
WI �� � � � � � � 9.25 MN � � � � � � 4.50
WY �� � � � � � � 9.25 MT � � � � � � 4.50
MI � � � � � � � 9.00 ND � � � � � � 4.50
MN � � � � � � � 9.00 OH � � � � � � 4.50
NH � � � � � � � 9.00 WA � � � � � � 4.50
VT � � � � � � � 9.00 ID � � � � � � 4.00
ID �� �� � � � � � 8.75 NM � � � � � � 3.00
AK � �� � � � � � 8.50 CO � � � � � � 2.50
DE � �� � � � � � 8.50 IA � � � � � � 2.50
GA � �� � � � � � 8.50 AL � � � � � � 1.50
NC � �� � � � � � 8.50 GA � � � � � � 1.50
AL �� � � � � � � 8.25 IN � � � � � � 1.50
ND �� � � � � � � 8.25 KS � � � � � � 1.50
AZ � � � � � � � 8.00 KY � � � � � � 1.50
IL � �� � � � � � 7.50 ME � � � � � � 1.50
FL � � � � � � � 7.00 NV � � � � � � 1.50
IN � � � � � � � 7.00 NH � � � � � � 1.50
SC � �� � � � � � 6.50 NJ � � � � � � 1.50
IA �� � � � � � � 6.25 NY � � � � � � 1.50
KS �� � � � � � � 6.25 PA � � � � � � 1.50
MS �� � � � � � � 6.25 TN � � � � � � 1.50
RI �� � � � � � � 6.25 TX � � � � � � 1.50
TX �� � � � � � � 6.25 VA � � � � � � 1.50
AR � � � � � � � 6.00 WV � � � � � � 1.50
NE � �� � � � � � 6.00 WI � � � � � � 1.50
KY �� � � � � � � 5.75 HI � � � � �� � 1.00
MD �� � � � � � � 5.75 MD � � � � � � 1.00
NY �� � � � � � � 5.75 SC � � � � � � 1.00
CA �� � �� � � � � 5.50 MA � � � � � � 0.50
LA �� � �� � � � � 5.50 MS � � � � � � 0.50
NM �� � �� � � � � 5.50 NC � � � � � � 0.50
HI � �� � � � � � 5.00 OK � � � � � � 0.50
OR �� � �� � � � � 4.50 AK � � � � � � 0.00
ME �� � � � � � � 3.25 CA � � � � � � 0.00
NJ �� � � � � � � 3.25 LA � � � � � � 0.00
OK � �� �� � � � � 2.75 OR � � � � � � 0.00
TN �� � �� � � � � 2.50 RI � � � � � � 0.00

�: Fully met ��: Partly met �: Not met �: State not responsive (scored as unmet)
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4 Analysis

Our nationwide review of L&A procedures highlights significant variation among
the testing practices of the fifty states, as illustrated by the maps in Fig. 2. The
tables on page 7 summarize our findings and rank the states with respect to the
procedural and functional criteria. We also provide a capsule summary of each
state’s practices in Appendix A.
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Fig. 1. We count the number of states that met, partly met, or did not meet each
criterion. While states commonly require simple protections (BP1, OP1), most do not
achieve more rigorous forms of error detection (e.g., OP2, ND1, and ND2).

4.1 Performance by Criterion

Figure 1 shows the number of states that met, partly met, or did not meet
each criterion. All 50 states have laws that require L&A testing, but only 22
have a public, statewide document that details the steps necessary to properly
conduct the tests (RT1). Of those that do not, several (such as California) merely
instruct local jurisdictions to follow instructions from their voting equipment
vendors, limiting the efficacy of logic and accuracy procedures to each vendor’s
preferences.

States generally performed well with respect to transparency criteria. Every
state has some public documentation about its L&A practices, with 40 states
making this documentation readily available (RT2). At least 45 states perform
some or all testing in public (RT3), although 7 of these impose restrictions on
who is allowed to attend. At least 32 states test every machine in public (ST2).
Just three states (Kentucky, Maryland, and Hawaii) do not conduct any public
L&A testing, which may be a significant lost opportunity to build public trust.
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Most states also scored high marks regarding the scope of their testing. We
were able to confirm that at least 44 states require all equipment to be tested
before each election (ST1). Exceptions include Tennessee, Texas, and Indiana,
which only require testing a sample of machines. At least 32 states require every
ballot style to be tested, but 5 or more do not (ST3), which increases the chances
that problems will go undetected in these jurisdictions.

Consideration of several other criteria is more complicated, because we often
lack evidence for or against their being met. We have insufficient data about
19 or more states for RT4 and most of the functional criteria (BP2, OP2, ND1,
and ND2). Details concerning functional criteria tended to be less frequently
described in public documentation, which potentially biases our analysis in cases
where states were also unresponsive to inquiries. We treated such instances as
unmet for scoring purposes, but it is also informative to consider the ratio of
met to unmet, as depicted in Fig. 1. One example is whether states allow local
jurisdictions to exceed their baseline requirements (RT4). Although we lack data
for 23 states, the criterion is met by at least 26 states, and we have only confirmed
that it is unmet in one state (New Mexico). This suggests that many of the
unconfirmed states likely also allow local officials to depart upwards from their
requirements.

After accounting for what data was available, states clearly perform much
better on our procedural criteria than on our functional criteria. This suggests
that many of the functional attributes we looked for are aspirational relative to
current practice and indicates that L&A testing could provide much more value.

The only two functional criteria that most states meet are basic protections
for voting targets (BP1) and overvotes (OP1), which are provided in at least 40
and 42 states, respectively. At least 17 states would detect transposed voting
targets within contests (BP2), but as few as 8 fully validate overvote thresholds
(OP2). These more rigorous protections require more complicated procedures
and larger test decks, but that some states achieve them suggests that they
would be practical to implement more broadly.

Policies facilitating even the basic form of nondeterministic testing were rare.
Only 11 states scored even partial points for conducting nondeterministic test-
ing, with 9 of them allowing public observers to mark test ballots (ND1) and 3
of them (Arizona, Connecticut, Vermont) confirming that election officials are
required to mark random selections (ND2). Of the three, only Arizona confirmed
that it required officials to use a random number generator, thus earning full
points. These findings are surprising, since unpredictable or randomized testing
can thwart certain kinds of attacks that predictable tests cannot. That nondeter-
ministic testing is rare greatly limits the security benefits of typical state L&A
practices.

4.2 Performance by State

When comparing states’ overall L&A testing practices, we find wide variation
across both procedural and functional criteria. As illustrated in Fig. 2, this vari-
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(a) Procedural Score (b) Functional Score

Fig. 2. Mapping state scores (darker indicates better performance) shows that L&A
testing practices vary significantly within all geographic regions of the U.S.
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Fig. 3. Many states have perfect or near-perfect procedural scores, but functional scores
are generally lower, reflecting opportunities for making L&A more effective.

ation is not clearly explained by regionalism. However, the plot in Fig. 3 reveals
several notable features in the distributions of states’ scores.

Most obviously, procedural scores were much higher than functional scores.
Again, this likely reflects both the relative scarcity of public documentation about
functional aspects of L&A testing and that our chosen functional criteria were
somewhat aspirational. No states achieved perfect functional scores, but 4 states
(Montana, Ohio, Pennsylvania, and Washington) achieved perfect procedural
scores. Four other states could potentially achieve this benchmark but did not
provide missing information we requested. Eleven more states clustered just shy
of perfect procedural scores, of which 10 could achieve full points simply by
making detailed L&A procedures public (BP1)—potentially a zero-cost policy
change.

Notable relationships occur between certain criteria. For instance, concerning
the scope of testing, only 2 states that are known to require testing every ballot
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Fig. 4. No state’s functional score exceeds its procedural score, perhaps due to more
limited data about functional aspects of testing. At most levels of procedural scores,
states’ functional scores spanned a wide range, with no strong correlation.

(ST3) style do not also require testing every machine (ST1). It is much more
common for states that require testing every machine to not require testing every
ballot style (or remain silent), which 14 of 44 states did. This suggests that L&A
policymakers are more likely to be aware of the potential for problems that affect
only specific machines than of issues that can affect only specific ballot styles.

The distribution of functional scores highlights further relationships. The
largest cluster, at 1.5, are 16 states that require basic protections for voting
targets (BP1) and overvotes (OP1) but meet no other functional criteria. Inter-
estingly, many of these states employ similar statutory language, with little or no
variation.2 Although we have so far been unable to identify the common source
these states drew on, the situation suggests that providing stronger model leg-
islation could be a fruitful way to encourage the adoption of improved L&A
practices.

At least 21 other states accomplish basic voting-target and overvote protec-
tions plus one or more of the stronger functional criteria. Most commonly, they
require additional testing to detect transposed voting targets within contests
(BP2), which 17 states do. Eight of these states accomplish no further functional
criteria, resulting in a cluster at score 4.5. Five others also fully validate over-
vote thresholds (OP2), as do only 3 other states, indicating a strong correlation

2 An additional state, South Carolina, adopted nearly the same statutory formula but
with a small change that weakens overvote protection, and so does not satisfy OP1.
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between these more rigorous testing policies. In a surprising contrast, although
nondeterministic testing is comparably uncommon (only 8 states fully achieve
either ND1 or ND2), practicing it does not appear to be well correlated any of
the other non-basic functional criteria. This may indicate that states have intro-
duced nondeterministic testing haphazardly, rather than as the result of careful
test-process design.

Considering both scoring categories together (Fig. 4), we see that although
no state’s functional score exceeds its procedural score, there is otherwise a
wide range of functional scores at almost every level of procedural score. This
may partly reflect limitations due to unresponsive states, but it may also sug-
gest opportunities to better inform policymakers about ways to strengthen L&A
functionality, particularly in states in the lower-right corner of the figure, which
have a demonstrated ability to develop procedurally robust testing requirements.

The overall national picture shows that every one of our evaluation criteria is
satisfied by at least one state, indicating that even the most rigorous functional
criteria are realistic to implement in practice. Several states have the potential to
serve as models of best practice across most dimensions of L&A testing, especially
if procedural specifics are made readily accessible. In particular, Arizona and
South Dakota each achieved full points in all but one criterion from each category,
and Connecticut achieved the highest total score of any state under our metrics.
We provide additional information and references regarding their procedures in
our state-by-state summaries, found in Appendix A.

5 Discussion

Our findings support the need for strengthened L&A procedures nationwide.
Current practice has room for substantial improvement in both transparency
and substance, and state policy should seek to realize this potential.

Election security researchers and practitioners should work together to estab-
lish normative standards for L&A testing procedures and to draft model legis-
lation to realize them. The precise mechanism for establishing this standard is
beyond the scope of this paper, but a potential route would be for the National
Institute of Standards and Technology (NIST) to issue L&A testing guidelines.
Under the Help America Vote Act (HAVA), NIST is charged with the design
of voting system standards, in coordination with the U.S. Election Assistance
Commission (EAC) [30], and it has previously issued guidance for other aspects
of election technology administration, such as cybersecurity and accessibility.

One challenge in the adoption of any technical standard is leaving safe and
flexible opportunities for upward departure. It would be dangerous to lock in
procedures that are later found to be insufficient, especially if every state would
have to update its laws in response. For this reason, it is important that any L&A
policy changes allow some degree of flexibility involved for local jurisdictions.
Too much flexibility, however, can weaken security guarantees even with the
best of intentions. One clerk we spoke with in the preparation of this paper
offhandedly told to us that she did not always follow the state requirement that
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every candidate in a contest receive a different number of votes, since in real
elections ties could occur and she felt it was important to test that behavior too.
Despite the well-meaning nature of this deviation, it decreased the guarantees
provided by her L&A testing, since it meant the two candidates who tied in
the test deck could have had their votes unnoticeably swapped. Clerks do not
have the resources to rigorously analyze all ramifications of deviations from
procedure, so latitude to deviate should be provided only where it cannot reduce
the integrity of the process, such as in optional, additional phases of testing.

We leave to future work determining what model L&A policies should look
like. While the elements of transparency, openness, and security we considered
in this paper are potential low-hanging fruit, there are other elements of suc-
cessful L&A practice that we did not measure or describe. For instance, testing
policies should consider not only ballot scanners but also ballot marking devices
(BMDs), which are computer kiosks that some voters use to mark and print their
ballots. Most jurisdictions use BMDs primarily for voters with assistive needs,
but some states require all in-person voters to use them [70]. Errors in BMD
election definitions can lead to inaccurate results [23], but carefully designed
L&A testing might reduce the incidence of such problems. Another example of
an intervention that would have detected real-world issues in the past is “end-
to-end” L&A testing, where tabulator memory cards are loaded into the central
election management system (EMS) and its result reports are checked against
the test decks. One of the problems in Antrim County that caused it to report
initially incorrect results in 2020 was an inconsistency between some tabulators
and the EMS software, and “end-to-end” L&A testing could have headed off this
issue [28].

We do, however, recommend that future L&A guidelines incorporate ele-
ments of nondeterministic testing. While our data shows that this practice is
still quite rare in the U.S., using test decks that are unpredictable would make
it more difficult to construct malicious election definitions that pass the testing
procedure.

Election technology has evolved over time, but some L&A testing practices
still carry baggage from the past. For instance, functional requirements in many
U.S. states are suited for detecting common problems with mechanical lever
voting machines but less adept at uncovering common failure modes in modern
computerized optical scanners, such as transposed voting targets. Other nations,
which may at this time be adopting optical scan equipment of their own, can learn
from these standards and improve on them as they choose their own practices
for the future. By applying careful scrutiny of existing process and incorporating
the elements that most make sense in their own context, these polities can ensure
their testing procedures are constructed in a way to meet their needs.

6 Conclusion

We performed the first detailed comparative analysis of L&A testing procedures,
based on a review of L&A requirements and processes across all fifty U.S. states.
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Although L&A testing can be a valuable tool for spotting common configuration
errors and even certain kinds of low-tech attacks, our analysis shows that there
is wide variation in how well states’ testing requirements fulfill these prospects.
We hope that our work can help rectify this by highlighting best practices as
well as opportunities for improvement. Rigorous, transparent L&A testing could
also be a valuable tool for increasing public trust in elections, by giving voters
a stronger basis for confidence that their votes will be counted correctly.

Acknowledgements. We are grateful to the many election workers who corresponded
with us to provide data for this study. We also thank our shepherd Nicole Goodman as
well as Doug Jones, Dhanya Narayanan, Mike Specter, Drew Springall, and the anony-
mous reviewers. This work was supported by the Andrew Carnegie Fellowship, the U.S.
National Science Foundation under grant CNS-1518888, and a gift from Microsoft.

A State-by-State Practices

Here we summarize notable features of each state’s L&A testing practices with
respect to our evaluation criteria. We list each state’s score and rank under the
procedural and functional criteria (each /10 points) and their total (/20 points).

Alabama (AL) Proc.: 8.25 (25th) Func.: 1.5 (23rd) Total : 9.75 (28th)
Alabama’s L&A [5] public testing requirements vary by class of device. Direct-
recording electronic voting devices (DREs), which are no longer used [70], had
to be tested at an event open to the general public. Testing of the state’s current
optical scan machines occurs in two phases: all devices are tested in a process
observable by candidates or their representatives, and a subset of the devices is
tested again in view of the general public. Interestingly, the state requires each
candidate receive a minimum of two votes, although there is no requirement
that candidates within a contest receive a different number of votes. Alabama
permits local jurisdictions to implement more stringent testing practices in addi-
tion to required testing, so practices could be independently improved by local
jurisdictions.

Alaska (AK) Proc.: 8.5 (21st) Func.: 0.0 (46th) Total : 8.5 (32nd)
Documents describing Alaska’s L&A procedures are not publicly accessible, but
the state’s Division of Elections provided them in heavily redacted form in
response to our requests [6–9]. Although Alaska requires each voting machine to
be publicly tested, the redactions precluded our finding evidence responsive to
most of our other criteria, resulting in a low score. Alaska has not responded to
a request for clarification.

Arizona (AZ) Proc.: 8.0 (27th) Func.: 7.0 (2nd) Total : 15.0 (4th)
Arizona uses a random number generator to mark test ballots, creating a non-
deterministic test deck that would be difficult to predict and earning the state
full credit for ND2. The state also firmly bounds the overvote thresholds by vot-
ing at least one ballot for the maximum number of permissible choices in each
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contest and then exactly one additional vote than what is allowable [11]. Lastly,
the state permits observers from local political parties to contribute their own
votes to a test ballot. The state could earn a perfect score overall by testing each
ballot style and ensuring candidates within a contest receive distinct vote totals.

Arkansas (AR) Proc.: 6.0 (37th) Func.: 4.5 (11th) Total : 10.5 (25th)
Arkansas allows the public to observe the testing of all devices prior to an elec-
tion. The state ensures every candidate receives at least one vote and that at
least one overvoted ballot must be cast [12]. Its procedures can be strengthened
by specifying proper overvote validation practice, ensuring different vote totals
for each candidate in a contest, and introducing nondeterministic test elements.
Arkansas has not responded to requests for additional information.

California (CA) Proc.: 5.5 (42nd) Func.: 0.0 (46th) Total : 5.5 (44th)
California’s Election Code §15000 [18] requires the state to conduct logic and
accuracy testing. The state, however, relies on vendor-provided procedures that
vary from machine to machine instead of implementing statewide requirements
that are independent of the vendor. We assessed that this reliance on vendor-
provided testing material does not satisfy our functional criteria, since even if
every vendor’s manual happens to meet a particular requirement now, updated
manuals could weaken these provisions without any conscious regulatory action.
Accordingly, the state scores lower than it likely would have otherwise.

Colorado (CO) Proc.: 9.25 (5th) Func.: 2.5 (21st) Total : 11.75 (18th)
Colorado has robust procedural L&A policies that are publicly applied to every
machine [20]. Still, Colorado has room to improve in their functional protections.
The state currently does not require vote totals to differ between various can-
didates for an office, but instead encourages it by providing a “ballot position
calculator.” Furthermore, Colorado does not require a strict test of overvote
protection. Most of the information for our assessment was provided via commu-
nication with the state as there is no statewide procedure document.

Connecticut (CT) Proc.: 9.25 (5th) Func.: 7.5 (1st) Total : 16.75 (1st)
Connecticut’s public statues require L&A testing [21]. Communication with the
state election division revealed that the state comes close to fulfilling almost all
of our criteria and made it the highest-scoring state overall. The main opportu-
nity we find for improvement would be to strengthen nondeterministic testing.
Connecticut already earns partial credit for ND2 since its procedures demon-
strate an understanding of the importance of randomized testing, even though
the source of randomness is not specified. To earn a perfect functional score, the
state should require the use of a random number generator to mark some num-
ber of test ballots and also allow public observers to mark and cast test ballots
arbitrarily.

Delaware (DE) Proc.: 8.5 (21st) Func.: 4.5 (11th) Total : 13.0 (14th)
Delaware’s L&A policies are unclear based on its statutes [1], but a FOIA request
for testing policies submitted at our behest by a Delaware resident yielded more
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informative documents [22]. We therefore consider criterion RT1 to be met,
although the process of obtaining the documentation was needlessly difficult.
In addition to a lack of transparency around their L&A documentation, it is
unclear whether the state allows local jurisdictions to practice more stringent
testing requirements. However, all other procedural testing criteria were met. In
terms of functional protections, both basic protections were included as part of
testing requirements. Overvote protections are not strictly checked; test decks
include ballots where all choices are marked for each office but do not include
ones marked with exactly one more vote than is permissible. Additionally, elec-
tion officials are not required to mark test ballots randomly.

Florida (FL) Proc.: 7.0 (29th) Func.: 4.5 (11th) Total : 11.5 (19th)
Florida tests all tabulators during a “100% Logic and Accuracy Testing” event
and a sample during a public L&A test [25]. The state meets all procedural
testing criteria except for requiring all machines to be tested publicly and with
each ballot style. Florida recognizes that some counties use a traditional 1-2-3
test deck pattern (satisfying BP2) but notes that it is not the most accurate way
to verify that ballots are being counted correctly. To supplement this testing
mechanism, the state encourages (although does not require) the creation of an
“‘enhanced test deck with non-traditional vote patterns.”

Georgia (GA) Proc.: 8.5 (21st) Func.: 1.5 (23rd) Total : 10.0 (27th)
Georgia maintains a step-by-step document that describes how to implement its
L&A rules [26]. The procedures, however, do not meet many criteria including
requiring testing of all ballot styles and ensuring candidates for an office have
different vote totals. Additionally, the procedures could not be located from the
state’s election website.

Hawaii (HI) Proc.: 5.0 (45th) Func.: 1.0 (39th) Total : 6.0 (43rd)
Hawaii’s L&A procedures [29] differ substantially from most other states. The
state does not permit the general public to observe testing. Instead, “Official
Observers” must be designated by a political party, news media organization, or
chief election officer to “serve as the ‘eyes and ears’ of the public.” In practice,
“Official Observers” are quasi election officials who are tasked with conducting
testing however they choose. Given Hawaii’s unique situation, we assigned the
state partial credit for ND1. However, since testing is not open to members of
the general public unless they become “Official Observers,” Hawaii did not earn
credit for RT3. Hawaii earned full credit for requiring all tabulators to be tested,
but it failed to meet other key criteria including ensuring that each candidate
receives at least one vote and that all ballot styles are included during testing.

Idaho (ID) Proc.: 8.75 (20th) Func.: 4.0 (19th) Total : 12.75 (15th)
Although Idaho does not have a statewide document dedicated to explaining the
state’s testing procedures, communication with state officials revealed that Idaho
meets all functional criteria except for requiring proper overvote validation (BP2)
and for election officials to mark ballots using a source of randomness (ND2).



Logic and Accuracy Testing: A Fifty-State Review 173

Illinois (IL) Proc.: 7.5 (28th) Func.: 6.0 (4th) Total : 13.5 (12th)
The Illinois L&A testing best practice guide [33] fulfills many functional and pro-
cedural criteria. Importantly, the state tactfully juxtaposes an example unsatis-
factory test with an example satisfactory test in way that efficiently conveys its
L&A requirements—a method that states hoping to improve procedural clarity
should consider. Illinois would benefit from introducing nondeterministic ele-
ments to its L&A testing and requiring that all ballot styles be tested on each
tabulator.

Indiana (IN) Proc.: 7.0 (29th) Func.: 1.5 (23rd) Total : 8.5 (32nd)
Indiana distinguishes between public testing and logic and accuracy testing in
its procedure manual [34], requiring the former and leaving the latter undefined.
What the state terms “public testing,” however, is analogous to other states’
L&A. While the state requires testing of all optical scan (“ballot card”) tabula-
tors, only 5% of DRE voting systems must be tested. Since much of Indiana still
uses DREs [70], it should strongly consider requiring all devices to undergo test-
ing prior to each election as well as introducing explicit requirements regarding
basic protections, overvote threshold validation, and nondeterminism. Indiana
does require that all ballot styles be tested on each device subject to testing.

Iowa (IA) Proc.: 6.25 (32nd) Func.: 2.5 (21st) Total : 8.75 (31st)
Iowa has limited public documentation of its election procedures and has not
responded to any of our email inquiries regarding its testing practices. Therefore,
the state was scored in accordance with what could be found in its Election Code
[32] and an election security informational video on its website [35].

Kansas (KS) Proc.: 6.25 (32nd) Func.: 1.5 (23rd) Total : 7.75 (35th)
Kansas includes L&A testing requirements as part of its state code, §25-4411 [36].
This statute requires public testing with a test deck that includes at least one
overvoted ballot for each machine. Kansas also requires that L&A testing be open
to the public and that all machines are tested. This gives the state a somewhat
better procedural testing score than it would have had otherwise, but there are
still many improvements that can be made, such as specifying a requirement
for the testing of each ballot style and detection of transposed targets. The
state’s election division has not responded to our inquiries regarding testing
requirements and so has been scored purely on the basis of public information.

Kentucky (KY) Proc.: 5.75 (39th) Func.: 1.5 (23rd) Total : 7.25 (38th)
Kentucky does not have any statewide procedural L&A document, but the state
does have L&A requirements under its administrative code [3]. Kentucky earned
points for requiring all of its voting equipment to undergo testing; however, the
state does not require public L&A testing. Instead, it permits a representative
from each political party and representatives of news media to be present at a
“Public Examination” as the county elections board ensures: ballots are properly
arranged, counters are set to zero, equipment is locked, and that the equipment’s
assigned serial number is recorded.
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Louisiana (LA) Proc.: 5.5 (42nd) Func.: 0.0 (46th) Total : 5.5 (44th)
Louisiana Election Code [38] requires testing of every machine before each elec-
tion, but it does not appear to establish any minimum standards for what this
testing entails. Unusually, only Louisiana citizens are permitted to observe test-
ing, so the state earns only partial credit for RT3. The state still earned full credit
for ST2 because it ensures that the permitted public observers may witness the
preparation and testing of each machine.

Maine (ME) Proc.: 3.25 (47th) Func.: 1.5 (23rd) Total : 4.75 (46th)
Found in 1.21–A M.R.S.A [2], Maine’s L&A policy has several opportunities
for improvement. It is unclear whether each tabulator is required to be tested,
whether all ballot styles are included in testing, whether two candidates from
the same contest can receive the same number of votes, and so forth. Observers
are also not permitted to test ballots and machines themselves. Maine should
consider producing publicly accessible procedure or guideline documents that
expand upon its policy. Maine’s Bureau of Corporations, Elections and Commis-
sion has not responded to our email inquiries regarding its testing procedures.

Maryland (MD) Proc.: 5.75 (39th) Func.: 1.0 (39th) Total : 6.75 (40th)
Described in Maryland COMAR (33.10.01.14–16) [19], the state’s L&A testing
consists of a “Pre-Election Test” of all tabulators. It is followed by a “Public
Demonstration” that is limited to attendance by one representative of each polit-
ical party and independent candidate. The public demonstration only consists
of documentation completed during the pre-test and an overview of the test-
ing process. Maryland should consider permitting the general public to observe
“Pre-Election Testing” and creating a readily accessible statewide procedural
document so that the public can make informed observations.

Massachusetts (MA) Proc.: 9.25 (5th) Func.: 0.5 (42nd) Total : 9.75 (28th)
Massachusetts does not have an approved statewide document regarding L&A
procedures, but it does have regulations on the subject [4]. Communication with
state officials uncovered that the state’s internal guidelines meet most procedural
testing criteria. However, the state performs poorly in terms of test functionality,
where the only criterion it meets is basic overvote protection (OP1).

Michigan (MI) Proc.: 9.0 (16th) Func.: 5.5 (7th) Total : 14.5 (7th)
Michigan’s L&A procedures are documented in a public manual [39] and consist
of a preliminary accuracy test in which all tabulators and BMDs are tested,
as well as a public test in which only a sample of tabulators are required to be
tested. Each candidate in a contest must receive a different number of votes, and
overvoted ballots must be cast. Additionally, observers can mark and cast test
ballots. We recommend that Michigan further ensure that all machines undergo
public testing, that overvote thresholds are fully validated, and that some ballots
are marked using a source of randomness.

Minnesota (MN) Proc.: 9.0 (16th) Func.: 4.5 (11th) Total : 13.5 (12th)
The state’s public L&A guidelines [40] identify two testing events—a preliminary
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test in which all ballot counters are required to be tested and a public accuracy
test in which only a sample is tested. Minnesota includes step-by-step instruc-
tions for creating test deck spreadsheets and provides samples that jurisdiction
can utilize. The state does well in ensuring that its guidelines protect against
problems identified in the basic protections category. The state could benefit
from introducing nondeterministic elements to its testing as well as requiring
election jurisdictions to fully validate overvote thresholds.

Mississippi (MS) Proc.: 6.25 (32nd) Func.: 0.5 (42nd) Total : 6.75 (40th)
Mississippi’s L&A requirements can be found in its state code [41], which only
requires that each machine be publicly tested for basic overvote rejection (OP1).
The state has not responded to an inquiry regarding other procedural and func-
tional elements of its testing.

Missouri (MO) Proc.: 9.25 (5th) Func.: 6.0 (4th) Total : 15.25 (3rd)
Missouri’s L&A policy is defined in 15 CSR 30–10.040 [42]. Testing ensures
that each candidate for an office receives a distinct and nonzero number of votes.
Missouri is one of the few states that require full validation of overvote thresholds,
with a requirement as follows: “In situations where a voter can legally vote for
more than one person for an office, at least one card shall be voted for the
maximum number of allowable candidates; one card shall [then] be marked to
have one more vote for each candidate or question than is allowable.” This
language could serve as a model for other states. We recommend introducing
nondeterministic testing but commend the state for its unusually clear functional
policies.

Montana (MT) Proc.: 10.0 (1st) Func.: 4.5 (11th) Total : 14.5 (7th)
Under Montana’s detailed public L&A procedures [43], testing is divided into
three dimensions—functional, diagnostic, and physical—and fulfills almost all of
our criteria. Montana could strengthen its procedures by fully bounding overvote
thresholds and introducing forms of nondeterministic testing.

Nebraska (NE) Proc.: 6.0 (37th) Func.: 6.0 (4th) Total : 12.0 (17th)
Nebraska’s logic and accuracy test is commonly referred to as a “Mock Election.”
All tabulators undergo three independent tests using different test decks—one
by the election official, one by the chief election commissioner, and one by the
person who installed the election definition on the voting device. The state’s
Election Act [46] does not indicate that testing observation is open to members
of the public; however, its test procedures meet all other criteria in the scope
of testing, basic protections, and overvote protection categories. Nebraska could
further improve its test functionality by requiring nondeterministic testing.

Nevada (NV) Proc.: 9.25 (5th) Func.: 1.5 (23rd) Total : 10.75 (21st)
In Nevada, L&A testing is primarily described by state law [47]. All tabulators
must be tested before an election in a process that can be observed by the general
public, and local jurisdictions are allowed to exceed state testing requirements.
Nevada would benefit from creating a public, statewide guide that describes the
steps necessary to properly conduct L&A testing.
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New Hampshire (NH) Proc.: 9.0 (16th) Func.: 1.5 (23rd) Total : 10.5 (25th)
New Hampshire’s Election Procedure Manual [48] meets all scope of testing
requirements but otherwise does not address several key criteria, including the
more rigorous of basic and overvote protections. Although the state broadly
requires that election officials mark ballots with “as many combinations as pos-
sible,” we deem this to fall short of satisfying our nondeterministic testing crite-
ria.3 Calling for some test ballots to be marked truly at random would strengthen
this provision.

New Jersey (NJ) Proc.: 3.25 (47th) Func.: 1.5 (23rd) Total : 4.75 (46th)
New Jersey’s L&A policy is described by state statutes 19:53A-8 [51]. Testing
is conducted publicly and includes one vote for each candidate as well as the
casting of overvoted ballots. State law was unclear regarding other key aspects
of testing, including whether all machines are to be tested prior to each election.
The state did not respond to additional requests for information.

New Mexico (NM) Proc.: 5.5 (42nd) Func.: 3.0 (20th) Total : 8.5 (32nd)
New Mexico has a handbook of relevant election code and legislation, but no
procedure document [49]. While this legislation requires public testing before
each election, no other information was present relevant to our criteria. Further
communication with state officials revealed that only “party and organization
representatives, election observers and candidates” are allowed to observe testing.
We did not receive a response on whether all ballot styles are tested on each
tabulator. Functionally, the state’s testing implements both overvote protections
but only the first basic protection (BP1).

New York (NY) Proc.: 5.75 (39th) Func.: 1.5 (23rd) Total : 7.25 (38th)
New York has a relatively minimal set of requirements defining their L&A pro-
cedure [50], which they term “Prequalification Testing.” Under these rules, all
tabulators and all ballot styles are tested, but other important properties are not
met: testing is not open to the public, overvote thresholds are not well-bounded,
and multiple candidates in the same contest may receive an equal number of
votes. We recommend addressing these shortfalls and introducing nondetermin-
istic testing elements. The New York State Board of Elections did not respond
to an email inquiry requesting additional information.

North Carolina (NC) Proc.: 8.5 (21st) Func.: 0.5 (42nd) Total : 9.0 (30th)
North Carolina’s L&A testing is briefly described on the state’s election web-
site [52]; we were able to obtain the state’s procedures via correspondence with
the State Board of Elections. The step-by-step list meets most of our procedural
criteria but almost none of our functional criteria.

North Dakota (ND) Proc.: 8.25 (25th) Func.: 4.5 (11th) Total : 12.75 (15th)
Email communication with state election officials provided a great deal of insight
3 Taken literally, this is intractable. There are 2n ways to mark n voting targets; an

election with 50 candidates would require approximately as many ballots as there
are grains of sand on earth.



Logic and Accuracy Testing: A Fifty-State Review 177

regarding North Dakota’s L&A testing [44]. The state met the more advanced
criteria requiring that all ballot styles be tested on every machine (ST3) and
that a different numbers of votes be assigned to each option for each contest. It
does not, however, require validating overvote thresholds or any nondeterministic
testing.

Ohio (OH) Proc.: 10.0 (1st) Func.: 4.5 (11th) Total : 14.5 (7th)
Ohio’s L&A practices [53] indicate that state election officials are required to test
tabulating computer programs prior to a given election and tabulating equipment
prior to its use to count ballots. In addition to fulfilling each scope of testing
and basic protections criterion, the state met all of our procedural criteria. The
state would earn a perfect combined scored if it were to specify a requirements
that election officials fully validate overvote thresholds and introduce nondeter-
ministic elements into the test process.

Oklahoma (OK) Proc.: 2.75 (49th) Func.: 0.5 (42nd) Total : 3.25 (50th)
State law in Oklahoma contains some provisions related to testing but leaves
significant gaps relative to our criteria. When we contacted the State Election
Board to request more information, they provided a page from the state’s Uni-
form Election Reference [54]. This still failed to answer many of our questions,
but contained some language which suggests local election officials may have
access to additional private documents further defining L&A requirements. The
state did not answer follow-up requests for additional information, so we were
only able to use public information and the short excerpt of the testing docu-
mentation when scoring the state’s practice.

Oregon (OR) Proc.: 4.5 (46th) Func.: 0.0 (46th) Total : 4.5 (48th)
Oregon conducts all elections by mail and so defines L&A policy in its Vote by
Mail Procedure Manual [55]. The state’s L&A testing is divided into a prepara-
tory test in which all tabulators are required to be tested and a public certi-
fication test in which only a sample is tested. Observation of public testing is
limited to one representative of each party and each nonpartisan candidate or
their designated representative. There is no indication that any of the criteria in
basic protections, overvote protection, and nondeterminism are met.

Pennsylvania (PA) Proc.: 10.0 (1st) Func.: 1.5 (23rd) Total : 11.5 (19th)
Pennsylvania has robust testing requirements [56] with an appropriate scope and
excellent transparency. The state also has several good functional recommenda-
tions, including encouraging jurisdictions to assign a different number of votes
to each candidate in a contest. We recommend that Pennsylvania turn its recom-
mended practices into requirements. The state should also introduce elements of
nondeterminism into its testing practices.

Rhode Island (RI) Proc.: 6.25 (32nd) Func.: 0.0 (46th) Total : 6.25 (42nd)
Rhode Island’s State Board of Elections works in conjunction with the voting
equipment vendor to publicly test all tabulators before each election. Its L&A
policy [57], however, is very vague regarding our functional criteria, which led
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to the state earning no credit for that category. The Board did not respond to
our correspondence seeking additional information.

South Carolina (SC) Proc.: 6.5 (31st) Func.: 1.0 (39th) Total : 7.5 (37th)
Even though South Carolina’s State Election Commission provided us with an
excerpt of the state’s L&A procedures [60], the document was so heavily redacted
that we were not able to obtain any useful information relative to our criteria.
Instead, we relied on state code [59], which uses similar language to several other
states but is unique in that it can be satisfied by the inclusion of overvoted or
undervoted ballots and thus fails to meet OP1. The State Election Commission
did not responded to our request for additional information.

South Dakota (SD) Proc.: 9.25 (5th) Func.: 7.0 (2nd) Total : 16.25 (2nd)
South Dakota does not have an “approved” statewide document for conducting
L&A, instead relying on its statutes [61,62]. Communication with state elec-
tion officials revealed strong functional requirements. Notably, the state ensures
proper overvote validation by requiring, for each contest, that election officials
mark the maximum number of allowable votes on a test ballot and then exactly
one more vote than what is permissible on another. South Dakota would benefit
from requiring election officials to mark test ballots using a source of random-
ness and by creating publicly-accessible documentation that details statewide
requirements.

Tennessee (TN) Proc.: 2.5 (50th) Func.: 1.5 (23rd) Total : 4.0 (49th)
Tennessee’s L&A policy can be found in state law [64,65]. It allows candidate,
news media, and (depending on the type of election) political party representa-
tives to observe testing, but not the general public. Notably, the state earned no
credit for ST1, ST2, and ST3 because it only requires testing of tabulators in a
number of precincts equal to at least 1% of the total number of precincts in an
election. The state did not responded to requests for additional information.

Texas (TX) Proc.: 6.25 (32nd) Func.: 1.5 (23rd) Total : 7.75 (35th)
Texas is positioned to greatly strengthen its L&A testing [66] by explicitly requir-
ing the implementation of more rigorous practices. For example, although the
state requires testing prior to a given election, it does not require that every
device be tested, leaving the devices that are not tested susceptible to preventable
errors. The state also requires that every candidate receive at least one vote, but
does not ensure that a different number of votes is assigned to each candidate in
a contest, thus leaving the possibility of transposed targets untested. Texas does,
however, position its policy as a baseline requirement, so local jurisdictions have
latitude to perform more comprehensive testing.

Utah (UT) Proc.: 9.25 (5th) Func.: 5.5 (7th) Total : 14.75 (5th)
Although Utah’s testing requirements are currently only set forth by statute [69],
the state’s election division is developing a best practices guide during the sum-
mer of 2022. Email correspondence revealed that the state already performs well,
meeting most of our criteria in both procedural and functional categories. Utah
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could earn a perfect score by fully validating overvote thresholds and ensuring
that some test ballots are marked using a source of randomness.

Vermont (VT) Proc.: 9.0 (16th) Func.: 5.5 (7th) Total : 14.5 (7th)
Vermont’s most recent L&A procedures [71] were produced in June 2022 and
require that public testing incorporate all ballot styles and at least one overvote.
Notably, the state requires election officials to randomly fill ten ballots while
keeping different vote counts for all candidates. Since the state demonstrated an
awareness of the importance of marking test ballots in a way that makes the
outcome less predictable, we awarded partial credit for ND2, even though the
policy does not explicitly require use of a random number generator. Vermont’s
election division did not responded to a request for additional information.

Virginia (VA) Proc.: 9.25 (5th) Func.: 1.5 (23rd) Total : 10.75 (21st)
Virginia’s L&A procedures are outlined in Chap. 4 of its General Registrar and
Electoral Board Handbook [72]. The state requires each locality to test all of
its voting equipment with each ballot style prior to an election. However, its
testing does not ensure that transposed targets are detected nor does it ensure
that overvote thresholds are fully validated. The test procedures also do not
incorporate nondeterministic elements. In addition to addressing these functional
issues, Virginia should consider permitting members of the public who are not
representatives of a candidate or political party to observe testing.

Washington (WA) Proc.: 10.0 (1st) Func.: 4.5 (11th) Total : 14.5 (7th)
Washington State meets all our procedural requirements. It tests all machines
twice, first at a pretest and then again at a public proceeding [74]. For all elections
in Washington, voters are allowed to mark only one option. Proper overvote
validation for jurisdictions in this state would therefore look like ensuring every
contest has at least one ballot that votes for precisely two options. Incorporating
this practice would be a simple way to strengthen the state’s functional score.

West Virginia (WV) Proc.: 9.25 (5th) Func.: 1.5 (23rd) Total : 10.75 (21st)
West Virginia [75] meets almost all of our procedural criteria. It requires testing
of all tabulators prior to an election, permits additional testing in local jurisdic-
tions, and ensures that every ballot style is included in the test deck. The state
could strength functional aspects of its requirements by incorporating greater
protections offered by BP2 and OP2 as well as by providing nondeterminism.

Wisconsin (WI) Proc.: 9.25 (5th) Func.: 1.5 (23rd) Total : 10.75 (21st)
Wisconsin maintains a state L&A policy that provides for the public testing of
all machines with all ballot styles before each election [77]. Functionally, the
policy requires at least the simple forms of basic protections and overvote pro-
tections. There is also a non-binding recommendation to test “as many vote
combinations as possible.” We recommend strengthening this so that election
officials are required to test a different number of votes for each candidate in a
contest and to mark some ballots using a source of randomness. The Wisconsin
Elections Commission did not responded to a request for additional information.



180 J. Walker et al.

Wyoming (WY) Proc.: 9.25 (5th) Func.: 5.5 (7th) Total : 14.75 (5th)
Wyoming has a strong L&A testing policy [78] which, among other provisions,
requires that each candidate in a receive a different number of votes. From
additional email correspondence with Wyoming’s election division, we were able
to verify that all tabulators are publicly tested. Wyoming would benefit from
consolidating its L&A requirements into one resource and incorporating a source
of randomness for marking some test ballots.
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