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Abstract: A particular challenge in the development of
highly-automated driving functions is the validation of
these systems. A possible approach to cope with the vali-
dation effort is the use of simulations. Thereby, simulators
canbeused invariousaspectsof thevalidationprocess.For
ameaningful application of simulators, individual aspects
of reality are replaced by models. Based on an analysis of
the different use cases, the various driver models from the
state-of-art will be examined in this article with regard
to their conceptual suitability for safeguarding highly
automated driving functions.

Keywords: highly-automated driving; scenario-based test-
ing; simulation; verification and validation.

Zusammenfassung: Eine besondere Herausforderung bei
der Entwicklung hoch-automatisierter Fahrfunktionen
ist die Validierung dieser Systeme. Ein möglicher
Ansatz, den Validierungsaufwand zu meistern, ist
der Einsatz von Simulationen. Hierbei können Sim-
ulatoren für verschiedene Aspekte des Validierungs-
Prozesses verwendet werden. Um verwendbare Ergeb-
nisse zu erhalten, müssen die einzelnen Aspekte der
Realität dabei durch entsprechende Modelle abge-
bildet werden. Basierend auf einer Analyse ver-
schiedener Anwendungsfälle für Simulationen, werden in
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diesem Beitrag verschiedene Klassen von Modellen für
das menschliche Fahrverhalten hinsichtlich ihrer An-
wendbarkeit im Rahmen der simulativen Absicherung
evaluiert.

Schlagwörter: hoch-automatisiertes Fahren; szenario-
basiertes Testen; Verifikation und Validierung.

1 Introduction
In recent years, there is an increased focus on the devel-
opment of autonomous vehicles and highly automated
driving functions (HAD). One of the main goals when
introducing such systems is improving general road safety
by reducing the number of accidents.

Today’s driving functions are mainly safeguarded
using test drives. The main focus of these tests is the
validation of the electrical and mechanical systems of the
vehicle. Especially, no testing effort concerning the inter-
action between the vehicle and other traffic participants is
required, as the decision making and actual control of the
car is the responsibility of the driver.

Unfortunately, the short-cut, of defining the task of
decision making as outside the scope of the validation
process, is no longer possible for vehicles equipped with
highly-automated driving functions. A common architec-
ture for decisionmaking systems in complex and changing
environments is the sense-plan-act paradigm [1, chapter
12]. While originating from the field of robotics this
approach is also often used for highly-automated driving
functions. Compared to conventional vehicles, functional-
ity for perception of the environment aswell as other traffic
participants anddecisionmaking systemsdetermining the
vehicles future motion are added. Therefore, additional
testing is required to verify the functionality of the percep-
tion as well as the planning and execution algorithms.

In order to evaluate the performance of these com-
ponents, especially the planning algorithms, the behavior
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of the vehicle in traffic must be verified. As indicated in
Figure 1, the behavior of the highly-automated vehicle is
dependenton theenvironment,which isalso influencedby
other traffic participants. Thus the other participants need
tobe taken intoaccountwhenassessing thebehavior of the
highly-automated driving function under test. In theory,
the decision making must be evaluated for all possible
combinations of traffic participants and their behaviors,
which leads toanumberof combinations that is impossible
to handle.

To generate more specific numbers, it is assumed
that the approval of highly-automated driving function
requires that these donot producemore errors thanhuman
drivers. Statistical studies in [2] show that more than 120
million test kilometers are required for the approval of
highly automated systems by means of test drives. An
investigation with other methods in [3] comes to similar
results. Since validation has to take place for each product
iteration, this procedure is not practicable due to the high
time investment and, with average costs of 2.65 AC/km
[2], it is also not economical. Therefore, current research
activities, such as the Pegasus project and its successors
[4], dealwith the search for alternative validationmethods.

A possible alternative to test drives is the usage of sim-
ulation technology in the validation process. A promising
approach is the concept of scenario-based testing [5], as
it breaks down the testing effort into scenarios rated as
relevant, that can be tested specifically. This is particularly
interesting for situations that only rarely occur in reality or
can only be tested with considerable additional effort due
to a high level of risk.

The general idea of scenario-based testing is, that the
validation effort can be broken down in a (finite) set of
relevant scenarios. A simplified overviewof the underlying
process chain presented in [5] can be found in Figure 2.
In the first step, the scenarios relevant for the validation
must be identified. Based on these scenarios, test cases
can be derived. To perform the actual evaluation, these
test cases are executed using different testing methods

Figure 1: Overall system model of traffic including highly-automated
vehicles and traffic participants.

like software-in-the-loop, hardware-in-the-loop and non-
simulative tests on proving grounds. In the following,
only the identification of relevant scenarios and the
simulation-based test execution will be discussed. This
article does not deal with test case generation, as this step
is executed without the use of simulation. Additionally,
non-simulative testing methods, such as tests on proving
grounds or in real traffic, will not be explained.

The focus of this contribution is on those aspects of
scenario-based testing that are influenced by models for
traffic participants. Other aspects, such as the evaluation
of scenarios and test runs as well as scenario variation
procedures, are not considered here. An overview of the
state of the art on these aspects can be found in [6].

While simulations are an effective tool to reduce costs
and effort compared to test drives, results created by
simulation are only useable if they correctly represent real-
world behavior. In the context of validating the behavior of
a highly-automated driving functions, this means that the
behavior of the other traffic participants has to bemodeled
correctly, as the results of the simulation cannot be used to
deduce sound arguments otherwise. Due to this necessity,
a major task in the development of simulation tools is the
creation of traffic participant models capable of correctly
representing realworldbehavior.Therefore, acentral focus
of this contribution is on traffic participant models used in
the simulations for validation purposes.

The remainder of this paper is structured as follows:
In Section 2 the simulation tasks are introduced and a
description of the needed simulation technology is given.
Based on this, requirements for the models used are
derived in Section 3.1 for the respective simulation tasks.
In Section 3.2 various model classes from the state of the
art are presented and evaluated with regard to the stated
requirements. Finally, Section 3.3 analyses the suitability
of the models for the usage in the respective application
cases.

2 Application of simulation in
testing

In order to leverage the advantages of scenario-based
testing, simulation technologies can be used in order to

(a) (b) (c)

Figure 2: Process chain for the approval of highly automated driving
function, consisting of the identification of relevant scenarios, test
case generation and subsequent test execution.
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simplify the tasks of identifying relevant scenarios and
test case execution compared to the manual definition
of scenarios be tested based on recorded data or system
knowledge and the complex execution of test cases on
proofing grounds respectively. The resulting simulation
tasks, are discussed in more detail in subsection 2.1.

Based on the properties of the simulation tasks under
consideration an overview over simulation technologies is
presented in subsection 2.2, deducing the need for traffic
participant models.

2.1 Simulation tasks
Based on the process chain of scenario-based testing
presented in Figure 2, two different simulations tasks can
be defined. As these two tasks are fundamentally different,
resulting in deviating requirements, theywill be discussed
in the following in more detail.

2.1.1 Identification of relevant scenarios

The aim of identifying relevant scenarios is to find sce-
narios that are classified as critical and must therefore be
specifically examined during validation. This step must
therefore cover scenarios that are critical due to the
interactionwithother trafficparticipants, aswell as critical
scenarios caused by possible defects and shortcomings
of the deployed systems, hardware and technology. As
the second type of relevant scenarios are caused by the
components of the vehicle itself and can be covered using
traditional testing method, only procedures for the iden-
tification of scenarios relevant due to the interaction with
other traffic participants are considered in the following.

In general, relevant traffic scenarios can be identi-
fied by evaluating recorded data or data generated by
simulation. Other types of relevant scenarios can be
identified through knowledge-based methods. However,
only simulativeapproacheswill be considered in thiswork.

A possible approach for the simulative determina-
tion of relevant scenarios is the usage of long running
simulations with randomly generated traffic participants
or the simulation of large quantities of scenarios using
different initial values and parametrizations for the same
basis scenario. Amethod for using a combination of traffic
simulators and Monte Carlo simulations to generate test
data is for example proposed in [7].

The main advantage of simulative data generation is
the lowtimerequiredcompared to recordingrealdata.With
a purely simulative approach, however, there is a risk of
incomplete coverage of the scenario space spanned by the
real traffic situation due to aspects of the traffic situation

that are either not modeled or unknown. A concept for a
systemarchitecture using a combination of real-world data
and simulation is presented in [8].

2.1.2 Test-case execution

In the next step, the scenarios identified as relevant, can
be used to test the highly-automated driving function
under consideration. The tests can either target specific
components or the behavior of the overall system. When
performing component tests, the focus of the simulation is
on the component to be tested. Therefore, the simulation
of other road users plays only a subordinate role. For
testing the overall behavior, however, the behavior of
other participants is a central part of the simulation
environment.

The essential task for the validation of highly-
automated driving functions is to ensure that no unaccept-
able risk is caused by these systems. In order to evaluate
the performance of the deployed systems, simulation
environments capable of simulating realistic behavior and
decision making for other traffic participants are required.

2.2 Simulation technologies
In order to carry out the simulations tasks presented
in subsection 2.1, suitable simulation technologies are
needed. In general, two general simulation setups for
verification are distinguished in literature: On the one
hand, there are simulations incorporated into a driving
vehicle evaluating in the performance of a device under
test online. On the other hand, simulation technology can
be used in a software-in-the loop environment testing the
algorithms of the highly-automated driving functions in
either an open-loop or a closed-loop setup.

2.2.1 Passive highly-automated driving

While pure simulation based testing can be used to over-
come the problem of the large amount of test-kilometers
the validity of the results is generally questionable. There-
fore [9], proposes the combination of virtual assessment
via simulation and real-world driving. Based on these
conceptual ideas, the passive highly-automated driving
approach is presented in [10] to counteract the problems
caused by the large amount of test kilometers. The basic
idea is based on the installation of a, so-called, passive
highly-automated driving function. The applied function
features the full functionality to be tested and is therefore
able to constantly apply the decision algorithm to be
tested.
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Nevertheless the calculated actions are not used to
control the vehicle itself, which is still controlled by a
human driver. Instead, an internal simulation, deployed
to the vehicle, is used to simulate the calculated actions
of the driving functions in a virtual representation of the
real-world situation at hand. These simulation results can
thenbeused to test thedriving functions, by checking if the
theoretical behavior of the driving function is classified as
critical. In this case thedata for the corresponding scenario
is recorded and fed back to the development process.

While this strategy allows the testing of highly-
automated driving functions in real traffic, by distributing
the testing effort to multiple vehicles, passive highly-
automated driving has its limitations. One of the main
disadvantages is that, over time,deviatingactionsbetween
the driver and the driving function lead to a discrepancy
between the simulatedworld andwhat is actually happen-
ing. While this is not a problem on a short time horizon, a
suitable method to re-map the simulated environment to
the real-world scenario is needed.

Additionally, it is required to equip the vehicle with
sensors, computing units and software for the driving
function to be tested as well as the simulation environ-
ment needed to perform the evaluation of the calculated
actions.As thesecomponentsareneeded for theevaluation
process only, no actual added value for the vehicles
owner and occupants is gained. The approach is therefore
cost-intensive when used in a large-scale fleet operation.
Additional questions and complications arise from the
need to retrieve the data recorded as relevant as well as
the need to update the deployed functions if an updated
version is available.

2.2.2 Open-loop vs. closed-loop simulation

All approaches presented so far, have in common that a
suitable simulation environment needs to be constructed
in order to execute the simulation task itself. The most
naive form of a simulation environment, which is based on
the replay of recorded data from other traffic participants,
is presented in [11]. A major issue of this approach is, that
the behavior of the simulated traffic participants is solely
created by replaying recorded data, neglecting the effect,
that the actual behavior of a traffic participant depends on
the current situation. However, in simulation the situation
is altered by introducing the vehicle under test into the
scenario, resulting in a deviation between the behavior
represented by the recorded data, and the actual behavior
of a human driver in the simulated scenario.

To overcome this problem, closed-loop simulations
can be used to make the simulation independent of
recorded data. In contrary to open-loop simulations using
predefined behaviors for traffic participants, closed-loop
simulations benefit from online generation of behaviors
based on the current world state. While open-loop sim-
ulations can be useful in simulation based testing of
individual components, they are not suitable for testing
motion prediction algorithms. Especially, if the interaction
between the highly-automated driving functions and other
trafficparticipants shallbe tested,aclosed-loopsimulation
using dedicated traffic participant models is needed. The
resulting (simplified) simulation architecture, assuming a
human driven car as traffic participant, can be seen in
Figure 3. The architecture of the traffic participant model,
will be presented in Section 3 in more detail.

Figure 3: Simplified simulation architecture for closed-loop
simulation using traffic participant models.

Therefore, an overview of the state of the art is given
in the following section. The analysis is thereby limited to
models for human driving behavior. Other types of road
users such as pedestrians or cyclists are not considered.

3 Traffic-participant models
Over the years a great variety of models for human driving
behavior have been introduced in literature for different
applications. In the following, the various resulting model
classes are presented and evaluated with regard to their
suitability for the different simulation tasks presented in
Section 2.1.

In order to do so, requirements for the models are
formulated as a first step in Section 3.1. Based on this,
Section 3.2 introduces the essential model classes and
evaluates them with respect to the deduced requirements.
As different simulation tasks put varying emphasis to the
requirement, Section 3.3 assesses the suitability of the
model classes for the respective simulation tasks.
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3.1 Requirements
The simulation tasks presented in Section 2.1, have differ-
ent requirements for the simulations and thus for the used
models.

A general requirement, relevant in all applications
using model-based techniques, is choosing the correct
abstraction level for modeling. As testing of highly-
automated driving functions is mainly concerned with the
behavior of the vehicle in traffic, the traffic participants
models used, must be able to describe the behavior of a
single traffic participant, ruling out models unable to do
so.

For long-term simulation runs, which are used to
identify relevant scenarios (Figure 2(a)), a high execution
speed is required, as similar to validation by means of
test drives, a large number of simulated kilometers and/or
scenarios is required, in order to be able to form suffi-
cient confidence about the completeness of the relevant
scenarios. Considering a minimum of d = 120 · 106 km,
as calculated in [2], and an average velocity of 𝑣 =
50 km∕h, T = 2, 4 · 106 h of simulation time are needed,
if the simulation is run using real-time capable models.
Even if parallel execution of simulations for different
scenarios are considered it can be seen, that models with
faster-than-real-time capability are needed. In the same
setup as before, using a model capable of running 10
times faster than real time and 100 parallel simulation
sessionswould significantly shorten the simulation time to
T = 2400 h,which is equivalent to roughly 14weeks.While
these numbers are rough estimates, they clearly emphasis
the necessity of high-execution speeds.

Since test cases are only generated for the scenarios
identified as relevant, the duration of the necessary simu-
lations (Figure 2(c)) is significantly shorter compared to the
long-term simulation runs. Therefore, the execution speed
of the models only plays a subordinate role. In order to be
able to use the simulation results in the validation process,
however, it is crucial that the simulated behavior of other
road users corresponds to the real behavior. Therefore, the
generated behavior needs to be as accurate as possible.

An additional requirement, which is relevant for
both simulation tasks, is the ability of the model to
generate a large scenario spaceby simple changesofmodel
parameters. In particular, it must be possible to create
scenarios that either only rarely occur in reality or can
not be implemented on testing grounds with reasonable
effort, due to high risk.

Summing up, this results in the following require-
ments for the traffic participant models used in the
simulation:

– Abstraction Level:Modelsmust be able to describe the
behavior of individual traffic participants.

– Execution Speed: Short simulation time compared to
simulated time.

– Accuracy: Correct representation of real human driv-
ing behavior.

– Generalizability: Capability to generate a variety of
scenarios.

– Parameterability: Suitable tuning parameters for the
creation of different scenarios.

Additionally it can be seen, that, due to the different goals
of the simulation tasks under consideration, the impor-
tance of the requirements varies between the individual
tasks. While the identification of relevant scenarios has
a high emphasis on execution speed as well as parame-
terability and generalizability, accuracy of the simulated
behavior is of less relevance. On the other hand, for the
execution of test cases accurate models that can be easy
parameterized are needed. An overview of the relevance
of the requirements for the individual tasks is presented in
Table 1.

3.2 Evaluation of the model classes
In the following section, differentmodel classes formodel-
inghumandrivingbehaviorwillbediscussedandanalyzed
with regard to their suitability for simulative validation,
based on the requirements stated in Section 3.1.

Table 1: Importance of requirements for individual simulation tasks,
whereby +/− imply high/low significance respectively.

Relevant scenario Test case
identification simulation

Abstraction level + +
Execution speed + −
Accuracy − +
Generali-zability + +
Parameter-ability + +

Figure 4: Overall model of a traffic participants consisting of a
vehicle and a human driver. The driver can thereby be modeled
using the 3-layer model from [12].
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As shown in Figure 4, a model of a traffic participant
consistsof amodel for thedriverandamodel for thevehicle
dynamics. According to [12], human driving behavior can
be divided into the three levels “navigation”, “guidance”
and “stabilization”. The navigation level, modeling the
search for a suitable route, is not considered in simulative
testing applications, assuming that the route to be traveled
is given by an external specification (e.g. scenario or test
case description). In contrast, the levels guidance and
stabilization reflect the driver’s tactical decision-making
and vehicle control inputs.

In literature, the term “driver-model” is used ambigu-
ous. On the one hand, models for the overall behavior
of complete traffic participants are called driver models.
These models directly calculate vehicle states (like posi-
tion, orientation and the respective velocities) with respect
to the world-frame of the simulation. On the other hand,
there are models describing the human driver exclusively.
Typical outputs of these models are desired velocity
and desired orientation when modeling the guidance
level or pedal position when modeling the stabilization,
respectively. In the context of simulation based testing,
models describing the complete traffic participant are
needed.Notehowever, that this doesnot disqualifymodels
describing the human driver, as they can in general be
extended to traffic participant models by combining them
with suitable vehicle dynamic models.

In the remainder of this section, variousmodel classes
for traffic participant models are presented. An overview
over these model classes is given in Figure 5.

3.2.1 Traffic-flow models

Oneof the categories of trafficparticipantmodels are traffic
flow models, originally developed to assist in the design
of traffic infrastructure [13]. According to [14], these can
be further subdivided into microscopic and macroscopic
models. An overview of different models of both types can
be found in [14].

In general, macroscopicmodels cover statistical prop-
erties of traffic flow using partial derivative equations to

Figure 5: Overview over the most relevant classes of traffic
participant models.

determine vehicle densities, traffic volumes and average
velocity dependent on position and time. Due to their
nature, thesemodelsdonotgiveany insight into thebehav-
iorofasingle trafficparticipant, rendering themunsuitable
for the identification of relevant scenarios (Figure 2(a)) as
well as the simulation of test cases (Figure 2(c)).

On the other hand, microscopic traffic flow models
(MiTFM) depict traffic flow by explicitly modeling the
behavior of individual road users, whereby the level of
detail reaches from simple cellular automata to more
sophisticated car-following and physio-psychological
methods. While the original aim behind the development
of traffic flow models has been the statistical analyses
of traffic flow, microscopic models additionally generate
trajectories representing the behavior of individual traffic
participants. Nevertheless, their ability to create a realistic
representation of real human behavior is limited, reducing
their usability in applications with high requirements
concerning realismof simulated trajectories.However, due
to the simplicity of these models, computational com-
plexity and computation times are significantly reduced,
compared to other model types.

3.2.2 Data-driven models

A commonly used modeling approach is the use of purely
data-driven models (DDM), based on machine learn-
ing techniques including fuzzy systems [15], neural net-
works [16], reinforcement learning [17] or hidden Markov
models [18]. Additional, data-driven models based on
auto-regressive systems have been introduced for various
uses cases [19]. Concerning the three-layer model in
Figure 4, most data-driven models can be allocated to the
stabilization and guidance layer.

These models can be used to easily create a represen-
tation of recorded data without having to rely on a-prior
systemknowledge. Amajor advantage of data-drivenmod-
eling compared to alternative approaches, is that efficient
methods for identifying the model parameters based on
a recorded data set are readily available. Therefore, these
types ofmodels are often used for (online) identification of
a drivers current behavior [19].

Although data-driven models are in general able to
correctly reproduce human driving behavior, they are
only suitable to a limited extent for simulating test cases
(Figure 2(c)). On the one hand, purely data-driven models
have only limited capability to describe behaviors that
rarely occur or do not exist in the training data. Here
again, to obtain a sufficient amount of training data, an
impractical amount of datamust be recorded. On the other
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hand, these models can not be easily parameterized to
create different variations of behavior/scenarios.

3.2.3 Control theory based models

In order to generate models with better parameterization
capabilities, control theory based traffic participant mod-
els (CTM) canbeused [20] formodeling. In contrast to data-
driven models, which can only represent the input/output
behavior, models based on control theoretic methods are
able to specifically model individual effects that influence
human driving behavior. Based on the consideration of
other traffic participants, two different kinds of control
theory based models can be distinguished:
– Non-InteractiveCTMs:The influenceof theownbehav-

ior on the behavior of other traffic participants is
neglected.

– Interactive CTMs: These models explicitly model the
interaction between traffic participants.

Typical examples for effects explicitly modeled using
non-interactive control theoretic methods are human
preview as well as reaction time. A model consid-
ering both effects for a longitudinal control model
at the same time is presented in [21] using (a-
causal) delay-time elements to model preview and reac-
tion time respectively. While [21] combines control-
theoretic methods with neural networks, [22] introduces
a purely control-theoretic approach based on explicit
modeling of preview and control for driver steering
behavior. Another common way to model the capability
of preview is the usage of model-predictive controllers as,
for example, presented in [23]. Essentially addressing the
human longitudinal and/or lateral control behavior, all
three models can be located on the stabilization level.

A completely different approach modeling the limi-
tations of perception, decision making and execution is
presented in [24]. Hereby, the human perception and its
limitation are modeled using queuing theory, while an
automata is used for the modeling of human decision
making. Finally, a longitudinal and lateral controller are
used to calculate the acceleration outputs based on the
velocities selected via the automata. In contrary to the
models presented in the paragraph before this model not
only considers stabilization but also the guidance layer.

By parameterizing the individual effects, different
behaviors and various scenarios can be generated in a
targeted manner. The number of scenarios that can be
generated using these models depends heavily on the
modeled effects.

A disadvantage of non-interactive control theoretic
modeling approaches is that there is no explicit modeling
of the interactionbetweendifferent roadusers.However, in
many scenarios, suchas lane changingonmulti-lane roads
or at intersections, interaction between drivers of different
vehicles has a significant impact on driving behavior. One
method for the explicit modeling of interaction, which is
widespread in different fields of application, is the concept
of game theory. In the context of traffic participant model-
ing, game theory has been used for a variety of modeling
task ranging from simple models for speed-selection, over
behaviormodels for interactive scenarios likemerging and
intersections to traffic-flow related questions like choosing
departure time to avoid traffic congestion [25].

One of the simplest game-theoretic model forms are
matrix games, modeling an interaction with a single
decision-making step. A major disadvantage of matrix-
games is, that (possible) future consequences of the
decision are not considered in the decision making.
Nevertheless, there are a variety of matrix-game based
models for lane change and merging [26, 27] as well as
intersection scenarios [28] available in literature. In order
to overcome the limitations of thematrix games [27, 28] use
repeated games constructing a new game in each decision
making step.

An extension of simple games to multiple decision-
making steps are the so-called dynamic games. In analogy
to optimal control theory, the coupled optimization prob-
lems lead to coupled differential/difference equations. A
major drawback of dynamic games is the high computa-
tional effort attached to solving the coupled optimization
problems. One way to limit the computational effort, is the
reduction of the decision making to a finite action space.
In the context of driver decision making this can be done
by partitioning the movement of the traffic participants
into so-calledmaneuvers. The use of maneuvers is thereby
not limited to game-theoretic models as it is also used in
control-theoretic [24] as well as data-driven [18] modeling
approaches.

Examples of the use of dynamic games for traffic
participant models can be found in [29–32]. The models
in [29] use level-k game-theory to select the acceleration
and yaw rate of the traffic agent in an intersection scenario
from a predefined set of maneuvers. The maneuvers are
thereby modeled using discrete values limiting the degree
of realism.

In [31], this model is compared to a game-theoretic
model, for the multi-vehicle interaction in an intersection
scenario. Analogously, the acceleration is selected from a
finite set of discrete acceleration values. In contrary, it is
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assumed that the path of the vehicle is given by the lane
topology of the intersection. The increased computational
load is counteracted by using a pairwise, Stackelberg
inspired, solution strategy. For each pair of players the
leader and the follower is determined resulting in a
Stackelberg gamewith two players. Lastly, the results from
all Stackelberg games a player is involved in, are fused to
determine the actual strategy of the player.

A different approach for a game-theoretic driver deci-
sionmakingmodel in an intersection scenario is presented
in [32]. While it is assumed, that the players follow a
predefined path, the maneuvers used to calculate the
acceleration are modeled based on the Intelligent Driver
Model (IDM) [33]. Hereby, the selection of a more sophis-
ticated maneuver model is used to create a more realistic
velocity profile of the simulated traffic participant without
increasing the computational complexity. Additionally, a
hybrid system approach based on an automata is used
to model further restrictions on the maneuver switching,
defining a set of possible following maneuvers based on
the current one.

Lastly, the model in [30] uses a level-k game-theory
approach tomodel a lane change scenario. Again a limited
set of acceleration values is used as a maneuver model.
In contrary to the game-theoretic models presented so far,
the model in [30] uses a reinforcement learning approach
to solve the game-theoretic problem modeling the drivers
decision making.

In general, it can be seen that the main focus of
most game-theoreticmodels, is the selectionofmaneuvers.
Therefore, thesemodelsmostly address the task of guiding
the vehicle. Additional, motion models for the maneuvers
are used to describe the kinematic behavior of the vehicle.
Compared to non-interactive models these motion models
are simplified, often combining stabilization and vehicle
dynamics into a simplified kinematic motion model. The
extent to which game-theoretic models are suitable for
generating different scenarios through parameterization
depends largely on the chosen solutionmethod.While [30]
uses a solution based on reinforcement learning, [32] uses
an algorithm directly solving the game-theoretic problem
at execution time. The latter allows easy modification of
the model parameters to generate different scenarios.

A summery over the properties of the various model
classes presented in this section is given in Table 2.
Additional it can be noted that all model classes pre-
sented in Table 2 are able to describe the behavior of an
individual traffic participant fulfilling the abstraction level
requirement.

3.3 Suitability for simulation tasks
Due the varying importance of the individual requirements
for thedifferent simulation tasks, the suitability ofdifferent
models, also varies. Therefore, based on the requirements
specified in Section 3.1 and themodel properties discussed
in Section 3.2, the different model classes need to be
assessed concerning their suitability for the individual
simulations tasks.

Using these results, the usability of the models for
the relevant use-cases can be assessed based on the
importance of the different requirements for the respective
use-cases.

As described in Section 3.1, the identification of rele-
vant scenarios uses long-running simulations. Therefore,
the most important requirements are a high-execution
speed combinedwith the capability to create awide variety
of scenarios. On the other hand, the closeness to reality of
the generated simulation results is of less significance.

Therefore,microscopic trafficflowmodels are suitable
for the task at hand. For example [8], analyzes the
applicability of the traffic flow simulators SUMO [34] and
PTV Vissim [35] for scenario generation, which is one of
the key steps in creating the vast amount of scenarios
needed in the identification step. While both simulators
showed promising results, it was found that their ability
to recreate the trajectory-variance that can be observed in
urban-scenarios is limited.

Control-theoretic models are in general also suitable
for this simulation use-case due to their easy parameter-
ability and ability to create a wide variety of scenarios.
However,onlymodelswith lowcomputational loadscanbe
used, ruling out more complex models, like, for example,
those based on optimal control or game-theory.

In contrary, simulation-based test execution has a
stronger emphasis on the detailed and realistic simula-
tion of individual scenarios. Additionally, models with
high generalizability and parameterability are needed in
order to simplify scenario setups, based on the test-case
description. Therefore, control-theoretic traffic participant
models are the best choice for this simulation use-case.
Simple examples for the usage of game-theoreticmodels to
evaluate driving function in a lane change and intersection
setup are presented in [29, 30], respectively. While the
presentedexamples showpromising results, furthermodel
improvements are needed. Especially, it is unclearwhether
the accuracy of existing models suffices for simulation
based testingapplications.Whileplausibility checksbased
on data, statistics and expert knowledge exist for most
models, extensive reviews of the model accuracy needs to
be conducted.
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Table 2: Comparison of microscopic traffic flow models (MiTFM), data driven models (DDM) and control theoretic models (CTM).

MiTFM DDM CTM

Execution speed Faster-than-real-time Real-time (Partially) real-time
Accuracy Accurate for statistical properties Accurate within training data Accurate for modeled effects
Generalizability Model-dependent Only within training data Within modeled effects
Parameter-ability High-parameter count No behavior adjustment Easy parameterizable

From the presented examples it can be seen that
the suitability of a specific model for a given test-case
or scenario must be evaluated individually, based on
the modeled effects and the requirements deduced from
the test-specification. As an example, the model in [32]
only considers effects relevant for the decision making
in intersection scenarios. Therefore, this model could be
used for the evaluation of decision-making algorithms in
intersection scenarios but would not be suitable for the
testing of a lane-change system.

On the other hand, purely data-driven models can
be used in this application to some extent. As before, in
the selection of an appropriate model for the simulation
task at hand it is important to select a model that is able
to describe the behaviors relevant for the scenario to be
simulated. While the models are able to create scenarios
useful for the validation of highly-automated vehicles
their non-parameterability results in an increased effort,
to create the specific scenarios described in a given test
case.

Additionally, the usability of microscopic traffic flow
models is limited to test cases, not requiringhighly realistic
representations of individual driver behavior. An example,
where microscopic traffic flow models can be used, is
the testingofvehicle-to-vehicleorvehicle-to-infrastructure
components [36].

Finally, it shouldbenoted thatonlydeterministicmod-
elsaresuitable for thevalidation task,as it is important that
identical initial conditions andparametrizationsofmodels
always lead to identical simulation results. Otherwise,
no test result meaningful to the validation effort can be
created.

Table 3: Evaluation of model classes for the individual use cases.

Relevant scenario Test case
identification simulation

MiFTM + −
DDM − o
CTM o +

To summarize the results of this chapter, Table 3
gives an overview of the suitability of the model classes
under consideration for the relevant simulation tasks.
In general, it can be said, that microscopic traffic flow
models canmainlybeused for the identificationof relevant
scenarios, but are unsuited for test execution due to their
comparatively low accuracy in individual scenarios. On
the other hand, control theoreticmodels arewell suited for
the simulation of individual scenarios. While they can, in
theory, be used for the identification of relevant scenarios,
their high execution times is usually at odds with this
simulation task. Lastly, data driven models on the other
hand, while useable in some niche use cases, are mostly
unsuited for simulation based testing environments.

4 Conclusions
This paper focuses on the extent to which simulations
can be used to validate highly automated driving. In
particular, the identification of relevant test scenarios and
the simulation of individual test cases are explained in
more detail. Based on these two use cases, different traffic
agent models are evaluated with regard to their suitability
for the respective simulation tasks.

While the presented analysis gives an initial draft for
a model selection guideline, further research needs to
be done into formulating more definite and quantifiable
requirements for the various simulation tasks. Based on
these requirements the traffic participantmodels available
in the state of the art need to be individually evaluated
concerning usability and needed improvements.
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