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A B S T R A C T

Due to their special and unique morphology, porous materials have distinctive properties that make them
interesting in several sciences and industries. In industrial applications, a popular parameter to characterize the
structure of porous materials is the number of pores per inch (PPI). In this work, we implement a computational
algorithm in three-dimensional space to determine the PPI number of a porous structure. The algorithm is
composed of different steps: segmentation of pore space using a marker-based watershed algorithm, counting
the number of pores and eventually calculating the PPI number. To characterize open-cell porous structures
according to their PPI values, we generate three types of them. Firstly, an aligned porous structure with a
known number of pores is synthetically generated. Excellent agreement between computational results and
known values validates our PPI determination algorithm. Secondly, synthetic isotropic/anisotropic porous
structures based on Voronoi tessellation (VT) are studied. Finally, we apply the algorithm to the digital twins
of real metal foams. The validated proposed approach with reproducible results serves as a unique standard
tool to determine the PPI value, and we discuss that it is more precise than conventional two-dimensional
methods that are widely used in industry.
. Introduction

A cellular material such as a foam consists of a solid matrix (liga
ent) and void spaces (pores). In addition to the substance of a foam,

ts morphology, i.e., the shape of pores, the type of pores (closed or
pen), and their connectivity as well as their spatial distribution in
luence the material properties considerably. Therefore, knowing more
bout the morphology of foams can lead to the desired properties
n a variety of applications such as lightweight construction, sound
bsorption, mechanical insulation, and heat transfer systems [1 6].
or this purpose, foams need to be classified/characterized, such as
he classification conducted in [7]. One of the most commonly used
arameters to characterize open cell foams, namely number of pores
er inch (PPI) [8] is studied in this paper. PPI is popular in indus
rial applications and we introduce computer aided evaluation of this
arameter.
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The PPI number is frequently used to describe the geometry of
open cell solid porous structures and to classify concrete foam samples.
This parameter is a favorite manufacturers’ specification for cellular
solids. But what does the measured PPI really mean? ERG Aerospace
Corporation [9] writes: ‘‘PPI This is the number of pores per inch of
foam’’. In [10] the PPI number is mentioned as ‘‘nominal cell size’’ but
not further defined. In [11] the authors refer to the pore density of 10
and 20 PPI but do not describe how to determine this value and do not
provide a reliable definition. Further works on open cell metal foams
as [12 16] do not mention PPI at all.

Nevertheless, various PPI measurement methods have been ap
plied to characterize foams over the past decades. The number of
pores and pore size have been conventionally calculated using optical
techniques. Manual measurements have been conducted based on the
linear intercept method by drawing random lines on two dimensional
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(2D) images [17 19]. However, varying the number and location of
measurement lines results in different PPI numbers for a single porous
medium. One may think that increasing the number of measurement
lines can reduce this difference. But by doing so, the workload of man
ual measurements becomes heavier and subjective influences cannot
be avoided. Even under this circumstance, the inner pores are still
not recognizable in a 2D image. To tackle this problem, several three
dimensional (3D) imaging approaches and different image processing
methods have been introduced in [8,20 24].

Although different techniques of measuring PPI have been employed
during the last decades, their results deviate, sometimes significantly,
from each other [17]. This happens because counting the number
of pores along a straight line with the length of one inch is not so
easy as it may sound. The challenges are to answer the following
questions precisely and eliminate possible uncertainties: What is a pore,
and how should we define the boundary between two interconnected
pores (segmentation of pore space)? How are the measurement lines
defined? In other words, what are the positions and directions of the
measurement line(s)? Does the method work in 2D/3D space? Does the
method work for structures with uniform/non uniform pores? Does the
method work for structures with stretching of pores, i.e., anisotropic
porous media? In this work, we present a solution to overcome these
challenges using computational algorithms.

The provided PPI determination algorithm in this work is based on
the master’s thesis of the fourth author [25]. A similar approach was
also used in [8,21]. The remainder of this paper is organized as follows.
In Section 2, we introduce the structures together with their generation

ethods and describe the computational algorithms. Furthermore, we
resent the results of our study in Section 3. Finally, we summarize the
ain conclusions of this work in Section 4.

2. Materials and methods

2.1. Generation of porous materials

The aim of the present work is to use the PPI number to characterize
open cellular materials such as the structures depicted in Fig. 1. To
reach this target, firstly, we generate different types of open cell porous
structures and then derive their PPI values. The first synthetically
generated structure (Fig. 1a) is an aligned porous structure whose
number of pores is known. In other words, we know the PPI value
of this structure and expect the same value from the PPI determina
tion algorithm represented in Section 2.2.2 in order to validate the
algorithm.

The second type of porous structure in this study is synthetically
generated based on Voronoi tessellation (VT) (Fig. 1b). Finally, we
evaluated the PPI number of real metal foams as the third type of
porous medium in this paper. For this purpose, we use two specimens
studied in [26], reconstruct them by computed tomography (CT) scan
and image processing and subsequently apply the PPI determination
algorithm on the gained digital twins (Fig. 1c).

2.1.1. An aligned porous structure
In order to ensure the reliability of the PPI determination algorithm

(Section 2.2.2), a structure is required with a precisely known PPI
value, i.e., the number of pores. To synthetically generate such a
structure, we use the data shown in Table 1. The 𝑥, 𝑦, and 𝑧 are three
Cartesian axes along which pores are placed. In this table, the number
of pores in the 𝑥 direction is 30, which includes 29 spherical pores as
well as two half spherical pores on the domain boundaries. The same
interpretation applies to the other two directions. The radius of each
pore is 15 cells. The rest of the domain is filled with a solid matrix that
results in a structure with highly ordered pores, illustrated in Fig. 1a.

2.1.2. VT based porous structures
The long term goal is to find PPI values of different complex porous
structures. One method to synthetically generate such structures is
Fig. 1. The 3D representation of porous structures. (a) An aligned open-cell porous
structure. (b) A Voronoi tessellation-based porous medium. (c) A digital twin of a real
metal foam.

Table 1
The aligned porous structure.

Direction Domain size (cells) Number of pores (-)

𝑥 842 30
𝑦 982 35
𝑧 1122 40

based on Voronoi tessellation (VT), which is implemented in our in
house software Pace3D [27]. For a more detailed description of the
generation process, the reader is referred to [28] and here, we explain it
briefly. The process can be divided into the two following major steps:

(I) Construction of Voronoi diagram: Initially, some
points, which we hereinafter refer to as Voronoi points, are
pseudo randomly distributed in the 3D domain. To state it more
precisely, it is possible to utilize the same seed to reproduce the
same distribution. The number of Voronoi points is predefined.
Together with their neighbor cells (voxels), Voronoi points build
Voronoi regions under the circumstance that each voxel in the
region is assigned to the Voronoi point to which it has the
smallest Euclidean distance compared to the distances of this
voxel to any other Voronoi point.

(II) Generating the structure (solid matrix): By inserting solid
spheres on the boundary of at least three Voronoi regions, the
solid matrix is generated. Since we specify the volume of pore
space in a domain, i.e., the porosity in this work, the ligament
radius is adjusted according to the given porosity.

A special form of VT is centroidal Voronoi tessellation (CVT) where
each Voronoi point is the center of mass of the corresponding Voronoi
region. The CVT used in this work is based on the Lloyd algorithm,
which was developed in the late 1960s at Bell Laboratories by S. Lloyd
and was later officially published in [29]. Based on the CVT and VT,
we generate complex porous structures in this paper using the data
shown in Table 2 and Pace3D. Furthermore, geometrical anisotropy can
be produced in one or more directions by using anisotropy factors 𝑒𝑥,
𝑒𝑦, and 𝑒𝑧 in the 𝑥 , 𝑦 , and 𝑧 directions, respectively. In this work, we
use anisotropy factors 0.5 ≤ 𝑒 ≤ 1. As in [30] explained, 𝑒𝑥 = 0.5
means that firstly, the Voronoi points are placed in the half of the

domain in the 𝑥 direction, secondly, the Voronoi regions are created,



B

a
𝑒
T
T
o
d
g
a

2

a
p
n
d
t
s

d
t
m
M
t
t
o
o
c
4
3
r

l
i
n
t
i
o
i
s
t
b

Table 2
The VT-based porous structures.
Domain size (cells) Generation algorithm Number of Voronoi points (-) Porosity (%) Stretching factor (-)

200 × 200 × 200 CVT 2000, 3000, 4000, 5000 30, 40, 50, 60, 70, 80, 90 1.0
200 × 200 × 200 VT & stretching 4000 90 0.5, 0.6, 0.7, 0.8, 0.9, 1.0
Fig. 2. (a) A real open-cell metal foam sample (10 PPI [26]). (b) Raw CT images. (c)
inarized images. (d) The 3D representation of the digital twin of (a).

nd finally, the regions are stretched to fill the whole domain. With
𝑥 less than unity, the porous structure is stretched in the 𝑥 direction.
herefore, the anisotropy factor can be labeled as the stretching factor.
o put it another way, the stretching factor 𝑒𝑥 = 0.5 means that radii
f pores in the 𝑥 direction are around twice as those of the 𝑦 and 𝑧
irections. Nonetheless, 𝑒𝑥,𝑦,𝑧 = 1 corresponds to no stretching and
enerates isotropic porous structures. The pores are equally sized in
ny spatial direction.

.1.3. Real metal foams
The company provided PPI number of two real open cell aluminum

lloy foams (AlSi7Mg) studied in [26] are 10 and 30. Here, for com
utational study of the two specimens and evaluation of their PPI
umbers, we need to precisely reconstruct the structures and generate
igital twins of the foams. To achieve this target, we perform computed
omography (CT) scan and image processing and subsequently generate
tructures (see Fig. 2).

CT scan is an imaging procedure to obtain the (inner) spatial
istribution of pores/ligaments. For more details, the reader is referred
o [31]. The two real metal foams are CT scanned using a 3D X ray
icroscope Xradia 520 Versa (Carl Zeiss AG) at the Institute for Applied
aterials Ceramic Materials and Technologies at the Karlsruhe Insti

ute of Technology. We set the voltage to 80V and the X ray currents
o 87 and 88A for 10 and 30 PPI specimens, respectively. The size
f the images of the 10 PPI specimen is 1004 × 1024 × 1018 voxels
r 46.524 × 47.451 × 47.172 mm3. The images of the 30 PPI specimen
onsist of the same number of voxels with a different size of 48.749 ×
9.720 × 49.428 mm3. Therefore, the resolution of the images of 10 and
0 PPI specimens are 46.338 and 48.554 μm per pixel in all directions,
espectively.

As can be seen in Fig. 2a, the foam does not exist in the entire
ength of the specimen and subsequently does not appear on all CT
mages. Thus, only 400 images from 1018 CT images are taken for the
ext steps. As illustrated in Fig. 2b, the interface between pores and
he solid matrix in the CT images is diffuse. By choosing appropriate
mage processing techniques, the CT images can be converted to a stack
f binary images, which only consists of pores and the solid matrix,
.e., the interface between them is sharp. To do so, an open source
oftware, namely Fiji-ImageJ [32] is employed. Using this software,
he outer cylindrical shroud is removed, and a suitable threshold for
inarization is chosen (Fig. 2c) in such a way that the proportion of

pore space in the images is close enough to reality. In other words, the
porosity is the criterion for comparison of reconstructed structures with
real metal foams. Using Pace3D, the 3D structure is generated based
on the image stack (Fig. 2d). As Table 3 shows, the porosities of the
reconstructed structures (3D model) are close to those of real metal
foams (experimental porosity), which are experimentally derived using
gravimetric techniques [26].
Table 3
Validation of porosity.

PPI Experimental porosity (%) Porosity of the 3D model (%)

10 88.44 [26] 88.39
30 90.99 [26] 90.83

2.2. Computational algorithms

Building the solid matrix and pore space synthetically gives us the
opportunity to determine the PPI number using suitable computational
algorithms. To ensure an accurate determination, the pore space must
first be segmented into defined pores. For this purpose, the subnetwork
of the oversegmented watershed (SNOW) algorithm is implemented in
the framework Pace3D. The SNOW algorithm developed by Gostick
et al. [33] is based on a marker based watershed segmentation. The
next step of this work is to analyze the segmented pore space in order to
determine the PPI number in all three spatial directions in the Cartesian
coordinate system.

2.2.1. SNOW algorithm
For better understanding of the SNOW algorithm, we briefly de

scribe it, and for a deeper insight, we refer the reader to [33]. Because
the only difference between the binary image (2D) and the binary
image stack (3D) is that the former contains pixels and the latter
consists of voxels, it is sufficient that we explain the SNOW algorithm
only in 2D in the following five conceptual steps:

I. Preparation of a smoothed Euclidean distance field (SEDF)
Each pixel in the binary image (Fig. 3a) represents either the

structure or pore space. By defining a signed distance function, it is
possible to generate an Euclidean Distance Field (EDF) of the pore space
(Fig. 3b) based on the algorithm of Saito et al. [34]. Moreover, the EDF
is smoothed using a Gaussian filter with a variance of 𝜎 = 0.35 [33] to
remove spurious peaks, which are misidentified in the distance field.

II. Identification of local maxima in the SEDF
The second step involves the determination of local maxima in the

SEDF. For this purpose, the grayscale dilation of the SEDF is calculated
using a circular structural element with a radius of five pixels. Then
the SEDF is compared pixel by pixel with the grayscale dilation. Pixel
pairs that have the same value are stored in a new binary image as local
maxima, as shown in red color in Fig. 3c. It is worth mentioning that
Gostick et al. [33] conducted numerous tests to find a standard value
for the radius of five pixels.

III. Elimination of markers on saddles and plateaus
Now the initial set of local maxima is available, as depicted in

Fig. 3c. In the case of parallel ligaments, if neighbor cells in the
pore space have an identical distance to the ligaments, then the local
maximum does not appear in only one pixel as expected. There are
two types of such ‘‘erroneous’’ detected local maxima that are labeled
as plateaus (P) and saddles (S), which lead to oversegmentation and
need to be filtered. After filtering, only one pixel of a plateau remains,
whereas all saddle markers are deleted [33], as shown in Fig. 3d.

IV. Combining nearby maxima
If the Euclidean distance between the markers of a marker pair is

smaller than their distances to the structure surface, the marker with

the shorter distance is removed. If both markers have the same distance,
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Fig. 3. The schematic illustration of the SNOW algorithm. (a) The initial (2D) binary
image with the dark gray structure. (b) The resulting SEDF of the pore space. (c)
Identification of local maxima in the SEDF including saddles (S) and plateaus (P). (d)
Elimination of markers on saddles and plateaus. (e) Filtering of local maxima in the
SEDF. (f) Performing the marker-based watershed segmentation based on the previously
identified local maxima.

Fig. 4. The 3D representation of marker-based watershed segmentation. (a) The initial
binary structure, where the gray color represents the solid structure and the blue color
shows the pore space. (b) The resulting segmentation of the pore space.

then one of the two is removed. This reduces all accumulations of
markers that were not removed or reduced by the previous steps to
one marker as shown in Fig. 3e.

V. Performing marker-based watershed algorithm
The set of filtered markers together with the EDF is passed to a

marker based watershed algorithm that performs the segmentation of
the pore space. The algorithm of Pierre Soille [35], which is included
in the ITK library [36], is used. The result of the segmentation is a
map in which each pixel is uniquely associated with a segment via a
corresponding marker (Fig. 3f). By using this algorithm, the number
of markers determines the number of segments in the resulting figure.
The result of an entire segmentation in 3D is exemplary represented in
Fig. 4.

2.2.2. PPI determination
By using the previously described SNOW algorithm, the pore space

has been segmented, where each voxel (3D) has a defined pore identifi
cation number. Now, we explain the computational PPI determination
in the following steps:
 o
Fig. 5. The 3D representation of a measurement line and its corresponding pores. The
colored parts represent the pores, the gray color shows the solid structure, and the
white arrow displays one measurement line in the 𝑥-direction.

I. Definition of the measurement lines
To calculate the PPI number, we draw some lines through the

domain and count the number of entire pores they passed through. We
label these lines as measurement lines hereinafter. To give a clear pic
ture of how we define these lines, we use the concept of computational
resolution in the Cartesian coordinate system. Thus, the 𝑥𝑦 , 𝑥𝑧 and 𝑦𝑧
planes contain the defined numbers of cells. From each cell on a plane,
a measurement line is drawn perpendicular to the corresponding plane.
For instance, measurement lines are drawn from the 𝑥𝑦 plane parallel
to the 𝑧 axis.

The number and directions of measurement lines are defined. First,
the start and end of each line is registered. On a measurement line,
we count only the pores that are entirely located in the domain and
not on the boundaries. The reason for ignoring boundary pores is that
we have no information about the rest of their shapes outside the
domain. Therefore, the length of measurement lines in each direction
is not identical and their start and end points must be adjusted, as
implemented in Functions 1 and 2 of the algorithm (see Appendix).

II. The number of pores
Now, we know where the measurement lines begin and where they

nd. The next step is to count the number of pores alongside the
easurement lines, which is accomplished using Function 3 (see Ap
endix). We display a measurement line together with its corresponding
ores in Fig. 5.

III. Calculation of the average PPI (PP100C) number
In computational calculation, it is more efficient to work with

imensionless parameters. Therefore, we count the number of pores per
ll cells along a measurement line, calculate how many pores exist in
00 cells on average, and finally save this new parameter as PP100C.
hen, by knowing the physical length of each cell, it is possible to
onvert PP100C to PPI. For calculation of PP100C, we only consider
he measurement lines that pass through at least one pore and label
hem as valid lines. The measurement lines that pass through only the
olid matrix are not considered for further calculation. As indicated
efore, the measurement lines are parallel to the axes of the Cartesian
oordinate system. Thus, we add the PP100C values of all ‘‘valid’’
easurement lines in 𝑥 direction and divide the summation by the
umber of these lines. This results in the mean value of PP100C in
direction, namely PP100C𝑥 (see Functions 4 and 5 in Appendix).

ig. 6 depicts how our algorithm computes PP100C𝑥. By analogy, we
alculate the value of PP100C𝑦 and PP100C𝑧. The arithmetic average

f these values is PP100C.
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Fig. 6. The flowchart to compute PP100C𝑥.
3. Results and analysis

3.1. Validation

As explained in Section 2.1.1, we build a uniform pore space to
alidate the PPI determination algorithm. From Table 1, we expect
P100C = 3.56 in all three directions. From the determination algo
ithm, we obtain the PPI value of 3.575, 3.576 and 3.581 for the 𝑥 ,
, and 𝑧 directions, respectively; these correspond to an error of less

han 0.5%. Thus, as expected values and computed results are very close
o each other, we can conclude that the algorithm is reliable and our
alidation is accomplished.

.2. PP100C of VT based porous structures

As Table 2 shows, we generate different porous structures based on
oronoi tessellation and analyze them regarding their PP100C values.

VT based porous structures without stretching
In Fig. 7, we show only the average PP100C using the PPI de

ermination algorithm as we do not observe a significant difference
mong the values in 𝑥 , 𝑦 and 𝑧 directions. As expected, for CVT based
tructures (Fig. 7a), PP100C increases with the number of Voronoi
oints. The reason is that the number of Voronoi points correlates with
he number of pores for the same domain size [37], and with more
oronoi points, more pores are detected along measurement lines. In
ddition, PP100C increases with porosity for a constant number of
oronoi points.

Because PP100C (or PPI) is a one dimensional parameter and
oronoi points build 3D Voronoi regions, we expect that the third root
f the number of Voronoi Points is proportional to PP100C. To examine
his, we calculate the arithmetic mean of the average PP100C values
or all porosities with a defined number of Voronoi points and plot it
imensionlessly against the third root of the number of Voronoi points
n Fig. 7b. As can be seen, the slope of the curve is constant, which
ompletely fulfills our expectation. However, averaging data leads to
he loss of details, which is not the aim of this study.

Distribution and anisotropy of pores affect mechanical properties of
orous materials as well as fluid flow through them. Therefore, study
ng the relationship between PPI and stretching of pores is beneficial for
haracterization of porous structures. As mentioned in Section 2.1.2, we
enerate VT based porous structures with the stretching factors, 𝑒𝑥,𝑦,𝑧
rom 0.5 to 1.0 in order to study the effect of stretching on PP100C.

T based porous structures with stretching in one direction
Fig. 8 shows PP100C in three spatial directions for structures with

tretching only in the 𝑥 direction. It is important to mention that
orosities of two structures with different stretching factors (𝑒𝑥) in spite
f the same Voronoi points in the same domain size are not identical.
o generate structures with the equal porosity of 90% (see Table 2) and
ifferent 𝑒𝑥, slight changes in pores radii in the 𝑦 and 𝑧 directions are
nevitable. This impacts on PP100C in the two latter directions.

As stated previously, no stretching factor refers to the unity values
𝑒𝑥 = 𝑒𝑦 = 𝑒𝑧 = 1). Thus, all the PP100C values by 𝑒𝑥 = 1 are roughly
he same and around 8.67. If we reduce the value of 𝑒𝑥, then the pores
re stretched more in the 𝑥 direction that results in a gradual decrease
f PP100C in this direction. For instance, by 𝑒𝑥 = 0.5, PP100C𝑥 is near
.52. In contrast, PP100C𝑦 and PP100C𝑧 increase slightly by the decline
n 𝑒𝑥. Their curves demonstrate the same trend and approximately the
ame values, since there is no stretching in these directions (𝑒𝑦 = 𝑒𝑧 = 1)
nd the changes are just due to the variation of 𝑒𝑥. The values of
P100C𝑦 and PP100C𝑧 are approximately 9.8 by 𝑒𝑥 = 0.5. It should
e mentioned that each point in Figs. 7a and 8 represents the mean
alue of five evaluated structures with different seeds. Since the relative
tandard deviation is always less than 4.75%, the deviations are not
hown in these diagrams for the sake of clarity.
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Fig. 7. (a) The average number of pores per 100 cells (PP100C) for CVT-based
structures where the number of Voronoi points and porosity vary. Each point represents
data from five structures with different seeds. (b) The correlation between average
PP100C and the number of Voronoi points.

VT based porous structures with stretching in two directions
We generate structures with stretching in both 𝑥 and 𝑦 directions,

nd we show their PP100C values in Fig. 9. If the stretching factors are
qual (𝑒𝑥 = 𝑒𝑦), the PP100C values in both directions are approximately
he same. In other words, the fitting curves of PP100C𝑥 and PP100C𝑦
ntersect around the points where the stretching factors are identical
n both directions. Moreover, for all 𝑒𝑥 values, PP100C𝑦 raises as 𝑒𝑦
ncreases, while PP100C𝑥 and PP100C𝑧 gradually decrease. In Fig. 9f,
he stretching factor in the 𝑥 direction is 1.0 (i.e., no stretching) and
P100C𝑥 and PP100C𝑧 are very close to each other, as expected from
he previous investigation. From this analysis, we conclude that more
tretching in a certain direction results in a smaller PP100C value
n that specific direction. All shown points in Fig. 9 represent the
ean value of three structures with different seeds where the relative

tandard deviation of each point is always smaller than 4.65%.
Fig. 8. The number of pores per 100 cells (PP100C) for structures with stretching in
the x-direction. Each point represents data from five structures with different seeds.

omparison of VT based porous structures without and with stretching
To demonstrate how stretching affects the PP100C values in all

irections, we plot all the PP100C values for the stretching factors
.5, 0.7 and 1.0 Fig. 10. It can be seen that stretching the pores in a
irection reduces the value of the PP100C in that direction. Also, more
ntense stretching leads to smaller PP100C values. Moreover, as it is
llustrated in Fig. 10a and b, sole stretching in one direction has less
nfluence on PP100C compared to that in two directions. We arrive to
he same conclusion by observing Fig. 10c, where smaller stretching
actors (more stretching) in both directions lead to smaller PP100C
alues in the corresponding directions.

In addition, PP100C𝑧 is indirectly influenced by stretching in 𝑥 and
directions. For instance, with stretching factors of 0.5, PP100C𝑧 is the

argest among the depicted values. The smaller the stretching factor in
certain direction is, the larger the PP100C values in the remaining

irections become. However, for the structures with the same porosity
nd the same number of Voronoi points in the same domain size, the
verage PP100C does not significantly vary with stretching the pores.

In summary, if stretching is only in the 𝑥 direction, PP100C𝑥 is
uch smaller than PP100C𝑦 and PP100C𝑧 and is influenced deeply by

he stretching factor. When stretching occurs in two directions (i.e. 𝑥
nd 𝑦), PP100C𝑥 reduces not so much as when stretching is only in one
irection.

.3. PPI of real metal foams

By using our determination algorithm, we are able to find the
P100C values of the digital twins of the real metal foams. By using the
alues of image resolution form Section 2.1.3, we convert computed
P100C to the PPI values and compare them with the Company
rovided PPI values from [26] in Table 4. As can be seen, the PPI

values are smaller than those given by the manufacturer. In the case
of the sample with the company provided PPI value of 10, the average
PPI value calculated by the presented algorithm differs by 10.01%.
Additionally, based on the results of Section 3.2, a structural anisotropy
can be observed. Thereby, the PPI values in the 𝑥 and 𝑦 directions
do not differ greatly, whereas in comparison the PPI value in the 𝑧

direction shows a smaller value. This indicates that the sample has



Fig. 9. PP100C for structures with stretching in the 𝑥 and 𝑦-directions where for each plot, the stretching factor in the 𝑥-direction is constant and displayed in the legend. Each
point represents data from three structures with different seeds.
a structural stretch along the 𝑧 axis. In the case of the sample with
the company provided PPI value of 30, the differences are greater,
specially in 𝑧 direction. A possible reason might be the short length of
the real metal foam in this direction (≈2 cm) that is not representative.
Another reason can be the anisotropy of the structures observed by
looking at the 𝑥𝑦 cross section. The pores are indeed stretched along
the 𝑧 direction, which results in a smaller PPI number in this direction.
4. Discussion and conclusion

When we observe a porous medium and aim to count its pores,
we probably see a structure such as in Fig. 11a, which is generated
synthetically based on CVT. Our eyes can only detect front layers of the
pore space. For better visualization, a turquoise plane is added behind

the front layers. We see the skeleton as the borders of the pore space. In
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Table 4
Comparison between company-provided and computed PPI values.

Company-provided PPI (-) Computed PPI (-) in different directions and on average

PPI𝑥 PPI𝑦 PPI𝑧 Average PPI

10 9.4604 9.7989 7.7217 8.99
30 14.570 13.993 11.555 13.37
Fig. 10. PP100C of structures without stretching (gray dotted lines), with stretching in
ne direction (blue/red solid lines) and with stretching in two directions (cyan/magenta
ashed lines). Note that for all structures 𝑒𝑧 = 1.
Fig. 11. (a) A synthetically generated porous structure. (b) Segmentation of pore space
using a watershed algorithm.

Fig. 11b, each region surrounded by ligaments is illustrated by a color.
This is performed by a watershed segmentation [38] implemented in
Fiji-ImageJ [32]. We can draw some lines, count the number of regions
and eventually calculate the PPI number. But there are a few problems
in adopting this approach. First, we do not know that a region that
is seen as a single region is comprised of a single or more than one
pore. This is because we cannot fully detect the connections amongst
different parts of the skeleton that are not visible in the plane of the 2D
image. Second, varying the number and position of the measurement
lines may change the PPI number significantly [17]. This is because we
are solely relying on two instead of three dimensions of the structure.
These problems are intrinsic to every 2D evaluation. This was tried to
be addressed in [8] where the authors represent a modified 2D model,
however, a calibration based on the 3D image processing was also
needed.

The first objective of our work was to segment the pore space
of porous structures and implement a counting algorithm that can
accurately compute the number of pores. By knowing the precise
number of pores, it is possible to obtain the accurate value of PPI
(pores per inch). This is crucial for real structures where we need to
determine the difference between the PPI number of the reconstructed
structure and that given by the manufacturer. For further analysis
and characterization, many morphological properties of the structure
should be taken into account. Therefore, having a model in which
individual pores can be accurately distinguished is necessary. The
algorithm presented here is the first step in developing such a computer
model. Its accuracy is verified using an aligned structure. It can be used
in three dimensional geometries, which demonstrates the superiority of
a computer calculation over traditional PPI measurements.

Generally, in computer generated or computer reconstructed struc
tures, the pores are distinguished by marker based watershed algo
rithms and PPI can be computed in three spatial directions. With the
counting algorithm, compared to conventional methods, more measure
ment lines can be placed in the entire volume of the structure, which
can eliminate the influence of location on the result and the randomness
of manual measurements. In the PPI determination algorithm, the
length of the measurement line is adjusted according to the identified
pores inside the domain. With outstanding computing capacity, the
calculation can be performed over a short period of time and provide
more accurate information about porous materials.
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Based on the performed PPI investigation of VT based porous struc
ures, the general rules of the variation of PPI are as follows: For
he structures with the same porosity, those with higher numbers of
oronoi points (pores) have higher PPI values. When the structures
ave the same number of Voronoi points, PPI increases with increasing
orosity.

Porous structures with stretched pores in targeted directions are also
ommon in industrial production. Therefore, the relationship between
PI and stretching of the pores is noteworthy. The stretching of pores
ffects the mechanical properties and the permeation of liquids in
orous structures as well. In the absence of stretching, the PPI numbers
n the three directions are identical. When the pores are stretched in
ne direction, the PPI number in that direction becomes smaller and
ncreases in the other directions (see Fig. 8). With a higher degree of
tretching (in this paper, a smaller stretching factor), the variation of
he PPI number in all directions increases. In cases where stretching
ccurs in two directions, the PPI values in both directions are lower
han in the unstretched one and if the degree of stretching is the same
n both directions, the PPI is approximately the same (see Fig. 9). When
he conditions required to generate the structure do not change, the
irection and degree of stretching of the pores do not significantly affect
he average PPI number in the entire volume.

We also implement the PPI determination algorithm for real struc
ures. First, the structure is reconstructed from CT images and then PPI
alues are computed. The results have smaller values than those given
y the manufacturer, specially for structures with the larger PPI value.

We use the algorithm to study the effect of pore numbers and
orosity on PPI. In the future, the position of the measurement lines
an be further improved, for example by not placing measurement
ines in the same direction as the axes. Furthermore, comparing the
PI values in three spatial directions with their arithmetic average can
emonstrate stretching of pores.
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Appendix. Pseudo-code of the PPI determination algorithm

Function 1: The function to find the beginning of the measurement
line: 𝐿𝑖𝑛𝑒 𝐵𝑒𝑔𝑖𝑛()
This function determines the beginning of the measurement line
whether it be at the first pore or the second pore. If the measurement
line meets no pore, the beginning of the measurement line will be the
last cell of the structure.

nput :
𝑠𝑡𝑜𝑟𝑒[]: the array to store the index of cells
𝑙𝑒𝑛: the domain in the chosen direction
utput :
find the beginning location of measurement line

𝑐𝑜𝑢𝑛𝑡 ← 0
if 𝑠𝑡𝑜𝑟𝑒[0] is pore then

𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 + 1
end if
for 𝑖 ← 1 to 𝑙𝑒𝑛 − 1 do

if 𝑠𝑡𝑜𝑟𝑒[𝑖] is a pore and different from the previous pores then
𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 + 1

end if
if 𝑠𝑡𝑜𝑟𝑒[0] is not a pore and 𝑐𝑜𝑢𝑛𝑡 == 1 then

break
else if 𝑐𝑜𝑢𝑛𝑡 == 2 then

break
end if

end for
if 𝑖 == 𝑙𝑒𝑛 then

return 𝑙𝑒𝑛 − 1 ⊳ measurement line meets no pore
else

return 𝑖
end if

Function 2: The function to find the end of the measurement line:
𝐿𝑖𝑛𝑒 𝐸𝑛𝑑()
This function determines the end of the measurement line whether it
be at the last pore or penultimate pore. If the measurement line meets
no pore, the end of the measurement line will be the first cell of the
structure.

nput :
𝑠𝑡𝑜𝑟𝑒[]: the array to store the index of cells
𝑙𝑒𝑛: the domain in the chosen direction
utput :
find the end location of measurement line

𝑐𝑜𝑢𝑛𝑡 ← 0
if 𝑠𝑡𝑜𝑟𝑒[𝑙𝑒𝑛 − 1] is pore then

𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 + 1
end if
for 𝑖 ← 𝑙𝑒𝑛 − 2 to 0 do

if 𝑠𝑡𝑜𝑟𝑒[𝑖] is a pore and different from the previous pores then
𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 + 1

end if
if 𝑠𝑡𝑜𝑟𝑒[𝑙𝑒𝑛 − 1] is not a pore and 𝑐𝑜𝑢𝑛𝑡 == 1 then

break
else if 𝑐𝑜𝑢𝑛𝑡 == 2 then

break
end if

end for
if 𝑖 == −1 then

return 0 ⊳ measurement line meets no pore
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else
return 𝑖

end if

unction 3: The function to count the pores: 𝑃𝑜𝑟𝑒𝑁𝑢𝑚𝑏𝑒𝑟()
fter knowing the start and end of the measurement line from
unctions 1 and 2, this function gives the number of pores on the
easurement line.
nput :
𝑠𝑡𝑜𝑟𝑒[]: the array to store the index of cells
𝑏𝑒𝑔𝑖𝑛, 𝑒𝑛𝑑: the begin and end of the measurement line
𝑙𝑒𝑛𝑔𝑡ℎ: the length of the measurement line
utput :
the number of pores

𝑐𝑜𝑢𝑛𝑡 ← 0
if 𝑠𝑡𝑜𝑟𝑒[𝑏𝑒𝑔𝑖𝑛] is pore then

𝑐𝑜𝑢𝑛𝑡 = 𝑐𝑜𝑢𝑛𝑡 + 1
end if
for 𝑖 ← 𝑏𝑒𝑔𝑖𝑛 + 1 to 𝑒𝑛𝑑 do

if 𝑠𝑡𝑜𝑟𝑒[𝑖] is a new pore then
𝑐𝑜𝑢𝑛𝑡 = 𝑐𝑜𝑢𝑛𝑡 + 1

end if
end for
return 𝑐𝑜𝑢𝑛𝑡

nction 4: The function to calculate the length and get the number
pores: 𝐺𝑒𝑡 𝑅𝑒𝑠𝑢𝑙𝑡()
is function calculates the length of each measurement line and calls
e output of the Function 3 to produce the final result in the form
100C. If the beginning of the measurement line lies after its end,
en the line does not encounter any pore and the result is zero.

nput :
𝑠𝑡𝑜𝑟𝑒[]: the array to store the index of cells
𝑏𝑒𝑔𝑖𝑛, 𝑒𝑛𝑑: the begin and end of the measurement line
utput :
PP100C

𝑟𝑒𝑠𝑢𝑙𝑡 ← 0
𝑙𝑒𝑛𝑔𝑡ℎ ← 0
if 𝑏𝑒𝑔𝑖𝑛 ⩾ 𝑒𝑛𝑑 then

𝑟𝑒𝑠𝑢𝑙𝑡 ← 0
else

𝑙𝑒𝑛𝑔𝑡ℎ ← 𝑒𝑛𝑑 − 𝑏𝑒𝑔𝑖𝑛 + 1
𝑟𝑒𝑠𝑢𝑙𝑡 = 𝑃𝑜𝑟𝑒𝑁𝑢𝑚𝑏𝑒𝑟() × 100 ÷ 𝑙𝑒𝑛𝑔𝑡ℎ

end if
return 𝑟𝑒𝑠𝑢𝑙𝑡

unction 5: The function to calculate the average PP100C in
direction
his function shows how the PPI determination algorithm works in
ne direction. The "invalid" measurement lines are not counted in the
verage.
nput :
𝑥 𝑚𝑎𝑥, 𝑦 𝑚𝑎𝑥, 𝑦 𝑚𝑎𝑥: the domain in different directions
utput :
average PP100C in 𝑥 direction
𝑡𝑖𝑚𝑒𝑠 𝑣 ← 0
𝑡𝑖𝑚𝑒𝑠 𝑛𝑝 ← 0
𝑠𝑢𝑚 ← 0
if choose the x direction then

for 𝑑𝑖𝑟 𝑦 ← 0 to 𝑦 𝑚𝑎𝑥 do
𝑡𝑖𝑚𝑒𝑠 𝑝 ← 0
𝑡𝑖𝑚𝑒𝑠 𝑣 ← 𝑡𝑖𝑚𝑒𝑠 𝑣 + 1
for 𝑑𝑖𝑟 𝑧 ← 0 to 𝑧 𝑚𝑎𝑥 do

𝑡𝑖𝑚𝑒𝑠 𝑝 ← 𝑡𝑖𝑚𝑒𝑠 𝑝 + 1
for 𝑑𝑖𝑟 𝑧 ← 0 to 𝑧 𝑚𝑎𝑥 do

put the index of cells into array 𝑡𝑚𝑝 𝑠𝑡𝑜𝑟𝑒[]
end for
find the begin and end of the measurement line

𝐿𝑖𝑛𝑒 𝐵𝑒𝑔𝑖𝑛(), 𝐿𝑖𝑛𝑒 𝐸𝑛𝑑()
get the number of pores in this measurement line 𝑟𝑒𝑠𝑢𝑙𝑡 ←

𝐺𝑒𝑡 𝑅𝑒𝑠𝑢𝑙𝑡()
if 𝑟𝑒𝑠𝑢𝑙𝑡 == 0 then

𝑡𝑖𝑚𝑒𝑠 𝑛𝑝 ← 𝑡𝑖𝑚𝑒𝑠 𝑛𝑝 + 1 ⊳ Count the invalid
measurement lines

end if
𝑠𝑢𝑚 ← 𝑠𝑢𝑚 + 𝑟𝑒𝑠𝑢𝑙𝑡

end for
end for
𝑡𝑖𝑚𝑒𝑠 𝑡𝑜𝑡𝑎𝑙 ← 𝑡𝑖𝑚𝑒𝑠 𝑣 × 𝑡𝑖𝑚𝑒𝑠 𝑝 𝑡𝑖𝑚𝑒𝑠 𝑛𝑝
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ← 𝑠𝑢𝑚 ÷ 𝑡𝑖𝑚𝑒𝑠 𝑡𝑜𝑡𝑎𝑙
return 𝑎𝑣𝑒𝑟𝑎𝑔𝑒

end if
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