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Abstract
In this paper, we consider traces at initial times for functions with mixed time-
space smoothness. Such results are often needed in the theory of evolution
equations. Our result extends and unifies many previous results. Our main
improvement is that we can allow general interpolation couples. The abstract
results are applied to regularity problems for fractional evolution equations and
stochastic evolution equations, where uniform trace estimates on the half-line
are shown.
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1 INTRODUCTION

In the theory of evolution equations, one often needs to describe the precise regularity of the trace of 𝑢 at 𝑡 = 0, where 𝑢
is a function which has mixed fractional smoothness in time and space. Parabolic regularity usually implies that 𝑢 is in

𝑠,𝑝(ℝ+; 𝑋0) ∩ 𝐿𝑝(ℝ+;𝑋1), (1.1)

where 𝑠,𝑝 = 𝑊𝑠,𝑝 is the Sobolev–Slobodetskii space, or  = 𝐻𝑠,𝑝 is the Bessel potential space, or 𝑠,𝑝 = 𝐹𝑠
𝑝,𝑞 is the

Triebel–Lizorkin space, and 𝑠 > 1∕𝑝. Typically, 𝑋0 = 𝐿𝑞 and 𝑋1 is some Sobolev–Slobodetskii space as well. In the case
𝑠 ∈ ℕ is an integer, and  is a Sobolev space, then the precise regularity is well-understood and related to the so-called
trace method for real interpolation due to J.L. Lions (see [53] for a detailed account and references).
For 𝑠 ∈ (0,∞) ⧵ ℕ, the situation is more delicate and much less is known. This case occurs naturally in:

(a) Evolution equations of Volterra type;
(b) Stochastic evolution equations driven by Brownian noise.

In (a), the smoothness in time is fractional because of the fractional order time derivative in the equations. In (b), the
smoothness in time is fractional because Brownian motion is only 𝐶𝛼-regular for all 𝛼 ∈ [0, 1∕2). These two examples
will be discussed in more detail in Section 6.
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2 AGRESTI et al.

Fractional smoothness also occurs when dealingwith inhomogeneous boundary value problems.We illustrate this with
a simple but nontrivial heat equation. On the time intervals 𝐽 = (0, 𝑇) and the half space ℝ𝑑

+ = (0,∞) × ℝ𝑑−1 consider

⎧⎪⎨⎪⎩
𝜕𝑡𝑢 − Δ𝑢 = 0, on 𝐽 × ℝ𝑑

+;
𝑢 = 𝑔, on 𝐽 × ℝ𝑑−1;
𝑢 = 0, on {0} × ℝ𝑑

+.

Typically one wants to characterize when

𝑢 ∈ 𝑊1,𝑝(𝐽; 𝐿𝑝(ℝ𝑑
+)) ∩ 𝐿𝑝(𝐽;𝑊2,𝑝(ℝ𝑑

+)). (1.2)

By classical parabolic regularity theory (see [11, 32]), the latter holds if and only if

𝑔 ∈ 𝔹 ∶= 𝑊
1−

1

2𝑝
,𝑝
(𝐽; 𝐿𝑝(ℝ𝑑−1)) ∩ 𝐿𝑝(𝐽;𝑊

2−
1

𝑝
,𝑝
(ℝ𝑑−1)),

and the compatibility conditions 𝑔 = 0 holds at {0} × ℝ𝑑−1 if 𝑝 > 3∕2 and no condition is required if 𝑝 < 3∕2 (we avoid the
case 𝑝 = 3∕2). The latter space fits exactly in the setting (1.1). In order to prove the above characterization it is important

to characterize the trace space of 𝔹 at 𝑡 = 0, which is known to be 𝑊
2−

3

𝑝
,𝑝
(ℝ𝑑−1). In case one wants 𝐿𝑞-integrability in

space in (1.2), then the space for 𝑔 becomes more involved and Triebel–Lizorkin spaces are needed (see [11]).
Without any structured theory, the complexity of the spaces involved easily gets out of hand for more difficult boundary

value problems. We refer to [40] for the application to the inhomogeneous Stefan problem with Gibbs–Thomson correc-
tion, where many traces spaces need to be characterized for spaces of the form (1.1), where often even three spaces are
intersected. The same technique can be used to include inhomogeneities in other equations of so calledmixed order type.
Details on equations of mixed order type can be found in [12, 13].
After these motivations, we return to the general setting of the trace problem for (1.1). There are actually two problems

to be solved if one wants to characterize the unknown trace space 𝑋𝚃𝚛0 . In the following 𝚃𝚛0𝑢 ∶= 𝑢(0) andℝ+ ∶= (0,∞).

Problem 1.1 (Trace problem). Let 𝑠 > 0, 𝑝 ∈ (1,∞), 𝛾 ≥ 0. Find 𝑋𝚃𝚛0 such that

(1) 𝚃𝚛0 ∶ 𝑠,𝑝(ℝ+, 𝑡
𝛾𝑑𝑡; 𝑋0) ∩ 𝐿𝑝(ℝ+, 𝑡

𝛾𝑑𝑡; 𝑋1) → 𝑋𝚃𝚛0 is well-defined and bounded;
(2) 𝑋𝚃𝚛0 is the smallest space for which (1) holds.

A sufficient condition for (2) is

(2)’ There exists a right inverse to 𝚃𝚛0.

In the Sobolev–Slobodetskii scale ( = 𝑊) results about traces of spaces with mixed order (fractional) smoothness can
be found in [15] and extensions to weighted spaces in [37, Theorem 4.2]. The case of Bessel–potential spaces ( = 𝐻) was
considered in special cases in [58, Theorem 3.6] under geometric restrictions on 𝑋0 and under the condition that 𝑋1 is the
domain of an 𝑅-sectorial operator 𝑇. In the paper [40] by Meyries and the third named author, it was shown that [15, 37,
58] can be unified and geometric and 𝑅-sectoriality conditions can be omitted. However, in [40] it is still assumed that 𝑋1

is domain of some sectorial operator 𝑇, and there is an angle condition on the sectoriality of 𝑇, which is in terms of the
smoothness 𝑠.
In the current paper, we will show that one can actually consider an arbitrary interpolation couple (𝑋0, 𝑋1), and this

extends the boundedness part of [40], which is an important step in the solution to Problem 1.1:

Theorem 1.2. Let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. Let 𝑝 ∈ (1,∞), 𝛾 ∈ (−1, 𝑝 − 1), 𝑞 ∈ [1,∞], and
𝑠 > 0. Let𝑠,𝑝 ∈ {𝐻𝑠,𝑝,𝑊𝑠,𝑝, 𝐹𝑠

𝑝,𝑞}. Then for 𝑠 >
1+𝛾

𝑝
the following mapping is bounded

𝚃𝚛0 ∶ 𝑠,𝑝(ℝ+, 𝑡
𝛾𝑑𝑡; 𝑋0) ∩ 𝐿𝑝(ℝ+, 𝑡

𝛾𝑑𝑡; 𝑋1) → (𝑋0, 𝑋1)1− 1+𝛾

𝑠𝑝
,𝑝
, 𝚃𝚛0𝑢 = 𝑢(0).
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AGRESTI et al. 3

Moreover, if 𝛾 ∈ [0, 𝑝 − 1), then𝑠,𝑝(ℝ+, 𝑡
𝛾𝑑𝑡; 𝑋0) ∩ 𝐿𝑝(ℝ+, 𝑡

𝛾𝑑𝑡; 𝑋1) continuously embeds into

𝐶b

(
[0,∞); (𝑋0, 𝑋1)1− 1+𝛾

𝑠𝑝
,𝑝

)
if 𝑠 > 1+𝛾

𝑝
,

𝐶b,𝛾∕𝑝

(
(0,∞); (𝑋0, 𝑋1)1− 1

𝑠𝑝
,𝑝

)
if 𝑠 > 1

𝑝
.

Here, 𝐶b([0,∞); 𝑋) and 𝐶b,η((0,∞); 𝑋) denote the spaces of 𝑋-valued continuous functions on [0,∞) and (0,∞) for
which sup𝑡∈[0,∞) ‖𝑢(𝑡)‖𝑋 < ∞ and sup𝑡>0 𝑡

𝜂‖𝑢(𝑡)‖𝑋 < ∞, respectively.
The above result extends and unifies many of the previously mentioned results. Moreover, consequences with homoge-

neous norms are derived in Sections 4.3 and 5. Optimality holds in many cases (see [40, Theorem 1.1]), but not in general.
For instance in the trivial case where 𝑋0 ↪ 𝑋1, the trace mapping is actually bounded with values in the smallest space
𝑋0, which shows that optimality is a delicate problem. Further results on this will be given in a subsequent paper.
Both cases 𝐻𝑠,𝑝 and 𝑊𝑠,𝑝 of Theorem 1.2 follow from the case 𝐹𝑠

𝑝,𝑞 . Indeed, these spaces are sandwiched between
the smallest case 𝑞 = 1, and largest case 𝑞 = ∞ of 𝐹𝑠

𝑝,𝑞 (see (2.8) and (3.9) below), and the image space (𝑋0, 𝑋1)𝜃,𝑝 is
independent of 𝑞. The result on theweighted continuous functionswith values in (𝑋0, 𝑋1)1− 1

𝑠𝑝
,𝑝
does not appear elsewhere

as far as we know. If 𝛾 > 0 this result provides extra information on the regularity in space for 𝑡 > 0. Theorem 1.2 is proved
in Sections 4 and 5 where we even allow different 𝑝, 𝑞, and 𝛾 for both spaces in the intersection.
Theorem 1.2 shows that the angle conditions of [40, Corollary 4.7] are not needed for the boundedness of the trace

mapping. This angle condition led to restrictions in [44, Section 5] which can now be omitted as will be explained in
detail in Section 6. Another important aspect is that unlike in the previous theory, we can allow 𝑋1 to be the homoge-
neous domain of a sectorial operator. For instance, our setting allows to take 𝑋0 = 𝐿𝑞(ℝ𝑑) and the homogeneous space
𝑋1 = 𝑊̇𝑚,𝑞(ℝ𝑑) which is important for certain optimal regularity results for (non)linear evolution equation (cf. [10] and
references therein). In particular, we will state global estimates on ℝ+ by using homogeneous function spaces, which
would be impossible if one is limited to the inhomogeneous setting. These things are demonstrated in Section 6.
Overview:

∙ In Section 2, we present some preliminaries on function spaces on ℝ𝑑, and on sectorial operators and functional
calculus.

∙ In Section 3, we extend some well-known results to function spaces on the half line.
∙ In Section 4, we prove the main boundedness result concerning the trace operator.
∙ Section 5, we briefly discuss the consequence for Bessel potential spaces.
∙ In Section 6, we show how Theorem 1.2 can be used to obtain a priori estimates on infinite time intervals [0,∞) for
Volterra equations and stochastic evolution equations.

Notation

The following standard notations are used frequently in the paper ℕ0 ∶= ℕ ∪ {0}, ℝ+ = (0,∞), 𝑤𝛾(𝑡) = 𝑡𝛾. The real

interpolation space (𝑋0, 𝑋1)𝜃,𝑝 for 𝜃 ∈ (0, 1) and 𝑝 ∈ [1,∞]. Dense and continuous embedding 𝑋
𝑑
↪ 𝑌.

𝐵𝑠
𝑝,𝑞 Besov space, 𝐹𝑠

𝑝,𝑞 Triebel–Lizorkin space, 𝐻𝑠,𝑝 Bessel potential space, 𝑊𝑚,𝑝 Sobolev space, 𝑊𝑠,𝑝 Sobolev–
Slobodetskii space. Difference seminorm [𝑓]𝐹𝑠

𝑞,𝑝(𝐼,𝑤𝛾;𝑋) (see Remark 3.6). 𝚃𝚛𝑘0 is the trace mapping and is defined in
Lemma 4.1. 𝐶b,μ(ℝ+; 𝑋) see (4.23).𝔇𝑢 = 𝑢′ and 𝔇̃𝑢 = −𝑢′ see (3.5)-(3.6).
𝐴 ≂ 𝐵means that there is a constant 𝐶 > 0 such that 𝐶−1𝐴 ≤ 𝐵 ≤ 𝐶𝐴. Here, the constant 𝐶 is typically only dependent

of parameters which are clear in each context.

2 PRELIMINARIES

In this section, we collect definitions and basic results for function spaces with power weights.
Let 𝒮(ℝ𝑑; 𝑋) denote the Schwartz functions with values in 𝑋 with its usual topology, and let 𝒮′(ℝ𝑑; 𝑋) = ℒ(𝒮(ℝ𝑑), 𝑋)

denote the 𝑋-valued tempered distributions. For Ω ⊆ ℝ𝑑 open, let 𝒟(Ω) = 𝐶∞
𝑐 (Ω) be the 𝐶∞-functions which
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4 AGRESTI et al.

have compact support in Ω endowed with its usual topology, and let 𝒟′(Ω;𝑋) = ℒ(𝒟(Ω), 𝑋) denote the 𝑋-valued
distributions.

2.1 Real interpolation and the mean method

In this subsection, we collect basic facts on interpolation theory whichwill be needed in the paper. For an exposition of the
general theory see [6]. As usual, we say that (𝑋0, 𝑋1) is an interpolation couple of Banach spaces if 𝑋0 and 𝑋1 are Banach
spaces and there exists a topological Hausdorff space 𝑉, such that 𝑋𝑖 ↪ 𝑉 continuously for 𝑖 ∈ {0, 1}.
Let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. For the definition and the basic properties of the real interpo-

lation spaces (𝑋0, 𝑋1)𝜃,𝑝 for 𝜃 ∈ (0, 1) and 𝑝 ∈ [1,∞], we refer to [6, 25, 53]. Recall that𝑋0 ∩ 𝑋1 ↪ (𝑋0, 𝑋1)𝜃,𝑝 ↪ 𝑋0 + 𝑋1,
where the first embedding is dense if 𝑝 < ∞. We will frequently use the following reiteration result:

((𝑋0, 𝑋1)𝜃0,𝑝0 , (𝑋0, 𝑋1)𝜃1,𝑝1)𝛼,𝑝 = (𝑋0, 𝑋1)𝜃,𝑝, (2.1)

where 𝑝0, 𝑝1, 𝑝 ∈ [1,∞], 𝛼, 𝜃0, 𝜃1 ∈ (0, 1) and 𝜃 = (1 − 𝛼)𝜃0 + 𝛼𝜃1.
In this paper, we will use the following alternative characterization of real interpolation spaces, which is a variant of

the first mean method and can be found in [53, Remark 2, p. 35].

Lemma 2.1. Let 𝜉0, 𝜉1 be real numbers such that 𝜉0𝜉1 < 0 and 1 ≤ 𝑝0, 𝑝1 < ∞. Moreover, set

𝜃 ∶=
𝜉0

𝜉0 − 𝜉1
,

1

𝑝
∶=

1 − 𝜃

𝑝0
+

𝜃

𝑝1
.

Then (𝑋0, 𝑋1)𝜃,𝑝 coincides with the set of all 𝑥 ∈ 𝑋0 + 𝑋1 for which there exist measurable functions 𝑢𝑗 ∶ ℝ+ → 𝑋𝑗 (for
𝑗 ∈ {0, 1}) such that the maps 𝑡 ↦ 𝑡𝜉𝑗𝑢𝑗(𝑡) belong to 𝐿𝑝𝑗 (ℝ+,

𝑑𝑡

𝑡
; 𝑋𝑗) and

𝑥 = 𝑢0(𝑡) + 𝑢1(𝑡), for almost all 𝑡 > 0. (2.2)

Furthermore,

‖𝑥‖(𝑋0,𝑋1)𝜃,𝑝 ≂𝜃,𝑝,𝜉0,𝜉1 inf
𝑢0,𝑢1

∑
𝑗∈{0,1}

‖𝑡 ↦ 𝑡𝜉𝑗𝑢𝑗(𝑡)‖𝐿𝑝𝑗 (ℝ+,
𝑑𝑡

𝑡
;𝑋𝑗)

,

where the infimum is taken over all 𝑢0, 𝑢1 such that (2.2) holds.

Proof. The proof is a simple modification of [53, Remark 2, p. 35]. For convenience of the reader we provide the details.
To begin, we recall that (𝑋0, 𝑋1)𝜃,𝑝 can be characterized as the set of all 𝑥 ∈ 𝑋0 + 𝑋1 such that there exist measur-
able functions 𝑢𝑗 ∶ ℝ+ → 𝑋𝑗 (for 𝑗 ∈ {0, 1}) such that the maps 𝑡 ↦ 𝑡𝑗−𝜃𝑢𝑗(𝑡) (𝑗 ∈ {0, 1}) belong to 𝐿𝑝𝑗 (ℝ+,

𝑑𝑡

𝑡
; 𝑋𝑗) and

𝑥 = 𝑢0(𝑡) + 𝑢1(𝑡) for almost all 𝑡 > 0. Furthermore,

‖𝑥‖(𝑋0,𝑋1)𝜃,𝑝 ≂𝜃,𝑝 inf
𝑢

∑
𝑗∈{0,1}

‖𝑡 ↦ 𝑡𝑗−𝜃𝑢𝑗(𝑡)‖𝐿𝑝𝑗 (ℝ+,
𝑑𝑡

𝑡
;𝑋𝑗)

;

where the infimum is taken over all 𝑢 such that (2.2) holds. See for instance, [53, Theorem 1.5.2 (a) p. 33] or [25, Proposition
C.3.7].
To prove the equivalence, it is enough to note that for any measurable maps 𝑢𝑗 (𝑗 ∈ {0, 1}) such that 𝑡 ↦ 𝑡𝜉𝑗𝑢𝑗(𝑡) ∈

𝐿𝑝𝑗 (ℝ+,
𝑑𝑡

𝑡
; 𝑋𝑗), the functions 𝑣𝑗(𝑡) ∶= 𝑢𝑗(𝑡

1

𝜉1−𝜉0 ) satisfy

∫
∞

0

(𝑡𝜉𝑗‖𝑢(𝑡)‖𝑋𝑗
)
𝑝𝑗 𝑑𝑡

𝑡
=

1|𝜉1 − 𝜉0| ∫
∞

0

(𝜏𝑗−𝜃‖𝑣𝑗(𝑡)‖𝑋𝑗
)
𝑝𝑗 𝑑𝑡

𝑡
, 𝑗 ∈ {0, 1};
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AGRESTI et al. 5

here we have used the transformation 𝑡 = 𝜏
1

𝜉1−𝜉0 and that 𝑑𝑡

𝑡
=

1

𝜉1−𝜉0

𝑑𝜏

𝜏
. Moreover,

𝑥 =
∑

𝑗∈{0,1}

𝑢𝑗(𝑡
1

𝜉1−𝜉0 ) =
∑

𝑗∈{0,1}

𝑣𝑗(𝑡), for almost all 𝑡 ∈ ℝ+.

Thus, the maps 𝑢𝑗 ↦ 𝑣𝑗 are isomorphisms and this concludes the proof. □

2.2 Weighted function spaces

In this subsection 𝑋 denotes a Banach space. Let 𝑝 ∈ (1,∞). Let Ω ⊆ ℝ𝑑 be an open set. A weight 𝑤 ∶ Ω → [0,∞) is a
measurable function which is nonzero a.e. The norm of 𝐿𝑝(Ω,𝑤;𝑋) is given by

‖𝑓‖𝐿𝑝(Ω,𝑤;𝑋) =

(
∫
Ω

‖𝑓(𝑥)‖𝑝𝑋𝑤(𝑥) 𝑑𝑥

)1∕𝑝

.

In case 𝑋 = ℂ, we write 𝐿𝑝(Ω,𝑤) = 𝐿𝑝(Ω,𝑤;ℂ), and in case 𝑤 = 1 we write 𝐿𝑝(Ω;𝑋) = 𝐿𝑝(Ω, 1; 𝑋). We say 𝑤 ∈ 𝐴𝑝

(Muckenhoupt 𝐴𝑝 class) if

sup
𝑄 cubes in ℝ𝑑

(
−∫
𝑄

𝑤(𝑥) 𝑑𝑥

)(
−∫
𝑄

𝑤(𝑥)−1∕(𝑝−1) 𝑑𝑥

)𝑝−1

< ∞.

One further sets𝐴∞ =
⋃

𝑝>1
𝐴𝑝. For details on𝐴𝑝-weights, we refer to [20, Chapter 9] and [51, Chapter V].Wewill mostly

be using 𝑑 = 1 and the weight 𝑤𝛾(𝑡) = |𝑡|𝛾 which is in 𝐴𝑝 if and only if 𝛾 ∈ (−1, 𝑝 − 1) (see [20, Example 9.1.7]).
Let 𝑚 ∈ ℕ0, 𝑝 ∈ [1,∞] and a weight 𝑤 ∶ Ω → 𝑋 such that 𝑤−1∕(𝑝−1) ∈ 𝐿1

loc
(Ω). Note that by Hölder’s inequality,

the latter implies 𝐿𝑝(Ω,𝑤;𝑋) ↪ 𝐿1
loc
(Ω;𝑋). Denote by 𝑊𝑚,𝑝(Ω,𝑤;𝑋) the space of all 𝑓 ∈ 𝐿𝑝(Ω,𝑤;𝑋) for which the

distributional derivative 𝜕𝛼𝑓 exists in 𝐿𝑝(Ω;𝑋) for all |𝛼| ≤ 𝑚, and set

‖𝑓‖𝑊𝑚,𝑝(Ω,𝑤;𝑋) =
∑

|𝛼|≤𝑚 ‖𝜕𝛼𝑓‖𝐿𝑝(Ω,𝑤;𝑋). (2.3)

2.3 Besov, Triebel–Lizorkin, and Bessel potential spaces

We recall the definitions of weighted spaces of smooth functions. For details in the unweighted case see [4, 49, 53, 54] and
in the weighted case [7, 39].
Let Φ(ℝ𝑑) be the set of all sequences (𝜑𝑘)𝑘≥0 ⊆ 𝒮(ℝ𝑑) such that

𝜑0 = 𝜑, 𝜑1(𝜉) = 𝜑(𝜉∕2) − 𝜑(𝜉), 𝜑𝑘(𝜉) = 𝜑1(2
−𝑘+1𝜉), 𝑘 ≥ 2, 𝜉 ∈ ℝ𝑑, (2.4)

where the Fourier transform 𝜑 of the generating function 𝜑 ∈ 𝒮(ℝ𝑑) satisfies

0 ≤ 𝜑(𝜉) ≤ 1, 𝜉 ∈ ℝ𝑑, 𝜑(𝜉) = 1 if |𝜉| ≤ 1, 𝜑(𝜉) = 0 if |𝜉| ≥ 3

2
. (2.5)

For (𝜑𝑘)𝑘≥0 ∈ Φ(ℝ𝑑) and 𝑓 ∈ 𝒮′(ℝ𝑑; 𝑋), we let

𝑆𝑘𝑓 = 𝜑𝑘 ∗ 𝑓 = −1(𝜑𝑘𝑓). (2.6)
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6 AGRESTI et al.

Given 𝑝 ∈ [1,∞), 𝑞 ∈ [1,∞], 𝑤 ∈ 𝐴∞ and 𝑠 ∈ ℝ, for 𝑓 ∈ 𝒮′(ℝ𝑑; 𝑋), we set

‖𝑓‖𝐵𝑠
𝑝,𝑞(ℝ

𝑑,𝑤;𝑋) =
‖‖‖(2𝑠𝑘𝑆𝑘𝑓)𝑘≥0‖‖‖𝓁𝑞(𝐿𝑝(ℝ𝑑,𝑤;𝑋))

,

‖𝑓‖𝐹𝑠
𝑝,𝑞(ℝ

𝑑,𝑤;𝑋) =
‖‖‖(2𝑠𝑘𝑆𝑘𝑓)𝑘≥0‖‖‖𝐿𝑝(ℝ𝑑,𝑤;𝓁𝑞(𝑋))

.

The Besov space 𝐵𝑠
𝑝,𝑞(ℝ

𝑑, 𝑤; 𝑋) and the Triebel–Lizorkin space 𝐹𝑠
𝑝,𝑞(ℝ

𝑑, 𝑤; 𝑋) are those spaces on which the respective
extended norms are finite. They are all Banach spaces. Any other (𝜓𝑘)𝑘≥0 ∈ Φ(ℝ𝑑) leads to an equivalent norm on the 𝐵-
and 𝐹-spaces. Note that 𝐵𝑠

𝑝,𝑝 = 𝐹𝑠
𝑝,𝑝. It is well known that the following continuous embeddings hold for ∈ {𝐵, 𝐹}:

𝒮(ℝ𝑑; 𝑋) ↪ 𝑠
𝑝,𝑞(ℝ

𝑑; 𝑋)
𝑑
↪ 𝒮′(ℝ𝑑; 𝑋). (2.7)

The first embedding is also dense if 𝑞 < ∞ (see also Lemma 2.2 below). For 𝑠 ∈ ℝ ⧵ ℕ0, we define the Sobolev–Slobodetskii
space by

𝑊𝑠,𝑝(ℝ𝑑, 𝑤; 𝑋) = 𝐵𝑠
𝑝,𝑝(ℝ

𝑑, 𝑤; 𝑋).

Let 𝑝 ∈ (1,∞), 𝑤 ∈ 𝐴𝑝 and 𝑠 ∈ ℝ. For 𝑓 ∈ 𝒮′(ℝ𝑑; 𝑋), we set

‖𝑓‖𝐻𝑠,𝑝(ℝ𝑑,𝑤;𝑋) =
‖‖‖−1[(1 + | ⋅ |2)𝑠∕2(𝑓)]

‖‖‖𝐿𝑝(ℝ𝑑,𝑤;𝑋)

and we define the Bessel-potential space 𝐻𝑠,𝑝(ℝ𝑑, 𝑤; 𝑋) as the space on which this extended norm is finite. Recall the
following crucial embedding results for ∈ {𝐻,𝑊}, 𝑝 ∈ (1,∞), 𝑤 ∈ 𝐴𝑝 and 𝑠 ∈ ℝ:

𝐹𝑠
𝑝,1(ℝ

𝑑, 𝑤; 𝑋) ↪ 𝑠,𝑝(ℝ𝑑, 𝑤; 𝑋) ↪ 𝐹𝑠
𝑝,∞(ℝ𝑑, 𝑤; 𝑋). (2.8)

The following simple density result will be needed.

Lemma 2.2. Let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. Let 𝑝0, 𝑝1 ∈ [1,∞), 𝑞0, 𝑞1 ∈ [1,∞), 𝑠0, 𝑠1 ∈ ℝ,
𝑤0,𝑤1 ∈ 𝐴∞ and ∈ {𝐹, 𝐵}. Then

𝒮(ℝ,𝑋0 ∩ 𝑋1)
𝑑
↪ 𝑠0

𝑝0,𝑞0
(ℝ,𝑤0; 𝑋0) ∩𝑠1

𝑝1,𝑞1
(ℝ,𝑤1; 𝑋1).

The same is true if𝑠1
𝑝1,𝑞1

is replaced by 𝐿𝑝1 .

A similar result holds for 𝑠𝑖
𝑝𝑖 ,𝑞𝑖

replaced by 𝐻𝑠𝑖,𝑝𝑖 for 𝑖 ∈ {0, 1}. Since it will be not needed here, we do not include
the details.

Proof. We provide some details in the case = 𝐹. The case of Besov spaces is similar. For notational convenience, we set
𝔽 ∶= 𝐹

𝑠0
𝑝0,𝑞0

(ℝ,𝑤𝛾0 ; 𝑋0) ∩ 𝐹
𝑠1
𝑝1,𝑞1

(ℝ,𝑤𝛾1 ; 𝑋1). We employ the argument of [39, Lemma 3.8]. Fix 𝑓 ∈ 𝔽 and let 𝑆𝑘 be as in
(2.6). Since 𝑓𝑛 ∶=

∑𝑛

𝑘=0
𝑆𝑘𝑓 → 𝑓 as 𝑛 → ∞ in 𝐹

𝑠𝑖
𝑝𝑖 ,𝑞𝑖

(ℝ,𝑤𝛾𝑖 ; 𝑋𝑖) for each 𝑖 ∈ {0, 1}, it is enough to approximate 𝑓𝑛. Follow-
ing [39], we fix 𝜂 ∈ 𝒮(ℝ) such that 𝜂(0) = 1 and supp (𝜂) ⊆ {|𝑥| < 1}. Reasoning as in [39, Lemma 3.8], by [39, Proposition
2.4], one has 𝜂(𝛿⋅)𝑓𝑛 ∈ 𝒮(ℝ,𝑋𝑖) and 𝜂(𝛿⋅)𝑓𝑛 → 𝑓𝑛 in 𝐹

𝑠𝑖
𝑝𝑖 ,𝑞𝑖

(ℝ,𝑤𝛾𝑖 ; 𝑋𝑖) as 𝛿 ↘ 0 for each 𝑖 ∈ {0, 1}. This concludes the
proof in the case = 𝐹.
The case1 = 𝐿𝑝1 follows by noticing that (𝑆𝑘)𝑘≥0 converges strongly to the identity in 𝐿𝑝1(ℝ,𝑤𝛾1 ; 𝑋1) and therefore,

the above proof holds also in this case. □
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AGRESTI et al. 7

2.4 Sectorial operators and functional calculus

For a detailed discussion on the theory below, we refer to [22, 26, 30, 46].
Let (𝜀𝑗)𝑗≥1 be a sequence such that 𝜀𝑗 ’s are independent random variable on a probability space (Ω,, ℙ) such that

ℙ(𝜀𝑗 = 1) = ℙ(𝜀𝑗 = −1) = 1∕2 for all 𝑗 ≥ 1. Usually, such sequence is called a Rademacher sequence. A family𝔗 ⊆ ℒ(𝑋)

is called 𝑅-bounded if there exists 𝐶 > 0 such that for all 𝑁 ≥ 1, 𝑥1, … , 𝑥𝑁 ∈ 𝑋 and 𝑇1, … , 𝑇𝑁 ∈ 𝔗,

‖‖‖‖‖‖
𝑁∑
𝑗=1

𝜀𝑗𝑇𝑗𝑥𝑗

‖‖‖‖‖‖𝐿2(Ω;𝑋)

≤ 𝐶

‖‖‖‖‖‖
𝑁∑
𝑗=1

𝜀𝑗𝑥𝑗

‖‖‖‖‖‖𝐿2(Ω;𝑋)

.

The infimum of all such 𝐶 > 0 will be denoted by 𝑅(𝔗). With a slight abuse of notation, we write 𝑅(𝔗) < ∞ if 𝔗 is
𝑅-bounded.
A closed linear operator𝐴 ∶ 𝖣(𝐴) ⊆ 𝑋 → 𝑋 is said to be sectorial (resp. 𝑅-sectorial) if 𝖱(𝐴) = 𝖣(𝐴) = 𝑋 and there exists

𝜙 ∈ (0, 𝜋) such that 𝜎(𝐴) ⊆ {𝑧 ∈ ℂ ∶ | arg 𝑧| < 𝜙} =∶ Σ𝜙 and sup𝜆∈ℂ⧵Σ𝜙 ‖𝜆(𝜆 − 𝐴)−1‖ℒ(𝑋) < ∞ (resp. 𝑅(𝜆(𝜆 − 𝐴)−1 ∶

𝜆 ∈ ℂ ⧵ Σ𝜙) < ∞). Moreover, we denote 𝜔(𝐴) (resp. 𝜔𝑅(𝐴)) the angle of sectoriality (resp. 𝑅-sectoriality) and it is the
infimum over all 𝜙 ∈ (0, 𝜋) as above.
Next, we define the𝐻∞-calculus. For 𝜑 ∈ (0, 𝜋), we denote by𝐻∞

0 (Σ𝜑) the set of all holomorphic function 𝑓 ∶ Σ𝜑 → ℂ

such that |𝑓(𝑧)| ≤ 𝐶|𝑧|𝜀∕(1 + |𝑧|2𝜀) for some 𝐶, 𝜀 > 0 independent of 𝑧 ∈ Σ𝜑. Let𝐴 be a sectorial operator of angle𝜔(𝐴) <
𝜈 < 𝜑. Then for 𝑓 ∈ 𝐻∞

0 (Σ𝜑), we set

𝑓(𝐴) ∶=
1

2𝜋𝑖 ∫𝜕Σ𝜈 𝑓(𝑧)𝑅(𝑧, 𝐴) 𝑑𝑧; (2.9)

where the orientation of 𝜕Σ𝜈 is such that 𝜎(𝐴) is on the right. By [26, Section 10.2], 𝑓(𝐴) is well-defined inℒ(𝑋) and it is
independent of 𝜈 ∈ (𝜔(𝐴), 𝜑).
Furthermore, the operator 𝐴 is said to have a bounded 𝐻∞(Σ𝜑)-calculus if there exists 𝐶 > 0 such that for all 𝑓 ∈

𝐻∞
0 (Σ𝜑),

‖𝑓(𝐴)‖ℒ(𝑋) ≤ 𝐶‖𝑓‖𝐻∞(Σ𝜑) ,

where ‖𝑓‖𝐻∞(Σ𝜑) = sup𝑧∈Σ𝜑 |𝑓(𝑧)|. Finally, 𝜔𝐻∞(𝐴) denotes the infimum of all 𝜑 ∈ (𝜔(𝐴), 𝜋) such that 𝐴 has a bounded
𝐻∞(Σ𝜑)-calculus.

The homogeneous fractional scale (𝖣̇(𝐴𝜎) ∶ 𝜎 ∈ ℝ)

Let 𝐴 be a sectorial operator on 𝑋. For each 𝜎 ∈ ℝ, 𝐴𝜎 defines a closed injective linear operator on 𝑋 with domain 𝖣(𝐴𝜎)

(see, e.g., [22, Chapter 3] or [46, Subsection 3.3]). Furthermore, we may define the following spaces (see [30, Appendix])

𝖣̇(𝐴𝜎) ∶= (𝖣(𝐴𝜎), ‖𝐴𝜎 ⋅ ‖𝑋)∼, 𝜎 ∈ ℝ, (2.10)

where ∼ denotes the completion. Note that if 0 ∉ 𝜌(𝐴), then 𝖣̇(𝐴𝛼) ̸↪ 𝖣̇(𝐴𝛽) even if 𝛼 > 𝛽. Moreover, for 𝜑 ∈ ℝ, 𝑝 ∈

(1,∞) and ℕ ∋ 𝑘 > |𝜑|, we set
𝖣̇𝐴(𝜑, 𝑝) ∶= (𝖣̇(𝐴−𝑘), 𝖣̇(𝐴𝑘))𝜃,𝑝, 𝜃 ∶= 1∕2 + 𝜑∕(2𝑘). (2.11)

By (2.1), for 𝜃0, 𝜃1, 𝜙 ∈ (0, 1) and 𝑞0, 𝑞1, 𝑞 ∈ (1,∞) with 𝜃 ∶= 𝜃0(1 − 𝜙) + 𝜃1𝜙,

(𝖣̇(𝐴𝜃0), 𝖣̇(𝐴𝜃1))𝜙,𝑞 = (𝖣̇𝐴(𝜃0, 𝑞0), 𝖣̇𝐴(𝜃1, 𝑞1))𝜙,𝑞 = 𝖣̇𝐴(𝜃, 𝑞). (2.12)
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8 AGRESTI et al.

3 FUNCTION SPACES ON THE HALF LINE

In this section, we discuss some results for function spaces on ℝ and ℝ+, which will be needed in the later sections.

3.1 Besov, Triebel–Lizorkin, and Bessel potential spaces on intervals

In this subsection, we gather basic definition and facts of function spaces on some interval of ℝ. In this subsection, 𝑋 is
a Banach space and 𝐼 = (0, 𝑇) for some 𝑇 ∈ (0,∞]. The following quotient definition is standard and can be found in [4,
48, 49, 53, 54].

Definition 3.1. Let 𝑠 ∈ ℝ, 𝛾 > −1, 𝑝 ∈ (1,∞) and 𝑞 ∈ [1,∞]. Let 𝑠,𝑝 ∈ {𝐻𝑠,𝑝, 𝐹𝑠
𝑝,𝑞, 𝐵

𝑠
𝑝,𝑞}. We denote by 𝑠,𝑝(𝐼, 𝑤𝛾; 𝑋)

the set of all 𝑓 ∈ 𝒟′(𝐼; 𝑋) for which there exists 𝑔 ∈ 𝑠,𝑝(ℝ,𝑤𝛾; 𝑋) such that 𝑔|𝐼 = 𝑓. Moreover, we set

‖𝑓‖𝑠,𝑝(𝐼,𝑤𝛾;𝑋) ∶= inf {‖𝑔‖𝑠,𝑝(ℝ,𝑤𝛾;𝑋) ∶ 𝑔|𝐼 = 𝑓}.

With the help of extension operators one can find equivalent descriptions of these spaces. We will only need the
following special extension operator.

Proposition 3.2. Let 𝑚 ∈ ℕ0. Then there exists (𝑏𝑗)𝑚+1
𝑗=1

in ℝ and (𝜆𝑗)
𝑚+1
𝑗=1

in (0,∞) such that for every Banach space 𝑋,
𝑝 ∈ (1,∞), 𝑞 ∈ [1,∞), 𝛾 ∈ (−1, 𝑝 − 1), |𝑠| < 𝑚 the mapping 𝖤𝑚𝐼 ∶ 𝐵𝑠

𝑝,𝑞(ℝ+,𝑤𝛾; 𝑋) → 𝐵𝑠
𝑝,𝑞(ℝ,𝑤𝛾; 𝑋) given by

(𝖤𝑚𝐼 𝑓)(𝑡) ∶=

{
𝑓(𝑡), 𝑡 > 0,∑𝑚+1

𝑗=1
𝑏𝑗𝑓(−𝜆𝑗𝑡), 𝑡 < 0;

(3.1)

is bounded, and 𝖤𝑚𝐼 𝑓|ℝ+
= 𝑓|ℝ+

.
Moreover, if 𝑓 ∈ 𝐿𝑝(ℝ+,𝑤𝛾; 𝑋) ∩ 𝐶𝑚(ℝ+;𝑋), then 𝖤𝑚𝐼 𝑓 ∈ 𝐶𝑚(ℝ;𝑋).

Proof. Choosing the (𝜆𝑗)𝑗=1,…,𝑚+1, (𝑏𝑗)𝑗=1,…,𝑚+1 as in [53, Subsection 2.9.3], the result follows analogously to [34, Propo-
sition 5.6] where a suitable extension operator on 𝑊𝑚,𝑝(ℝ𝑑

+,𝑤𝛾; 𝑋) is constructed. Note that unlike stated therein the
weights in the latter reference should satisfy an additional scaling property. Now, the claimed properties can be checked
from the formulas in [34, Proposition 5.6]. Here, for 𝑠 ∈ (−𝑚, 0] one additionally needs to use the duality result (which
does not require any conditions on 𝑋!)

𝐵𝑠
𝑝,𝑞(ℝ,𝑤𝛾; 𝑋)

∗ = 𝐵−𝑠
𝑝′,𝑞′

(ℝ,𝑤𝛾′ ; 𝑋
∗),

where 1∕𝑝 + 1∕𝑝′ = 1, 1∕𝑞 + 1∕𝑞′ = 1 and 𝛾′ = −𝛾∕(𝑝 − 1) (see [33, Example 6.4]), and the fact 𝒮(ℝ;𝑋) is dense in
𝐵𝑠
𝑝,𝑞(ℝ,𝑤𝛾; 𝑋). □

Remark 3.3.

(1) Extension operators of the type (3.1) are treated in [55, Section 4.5.2] for 𝐵𝑠
𝑝,𝑞 and 𝐹𝑠

𝑝,𝑞 with 𝑝 ∈ (0,∞) and 𝑞 ∈ (0,∞].
There, the main ingredient is a characterization by means of oscillations, also see [33]. One could extend this to the
weighted Banach space-valued setting, where the case 𝑝 ∈ (1,∞) and 𝑤 ∈ 𝐴𝑝 would simplify.

(2) For the construction of a universal extension operator for 𝐵𝑠
𝑝,𝑞 and 𝐹𝑠

𝑝,𝑞 with 𝑝 ∈ (0,∞) and 𝑞 ∈ (0,∞] on Lipschitz
domains we refer the reader to [48]. One could extend this to the weighted Banach space-valued setting. Furthermore,
let us note that [48] also contains a preliminary extension result, [48, Theorem 2.2].

Characterizations by local means on half-lines

Let 𝑔 be a measurable function on ℝ. We say that 𝑔 satisfies the moment condition of order 𝑁 ∈ ℕ0 ∪ {−1} if
∫
ℝ
𝑥𝑘𝑔(𝑥)𝑑𝑥 = 0 for all 𝑘 ≤ 𝑁.
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AGRESTI et al. 9

Let 𝐼 = (𝑎,∞) with 𝑎 ∈ ℝ. For 𝑓 ∈ 𝒟′(𝐼; 𝑋) and 𝜒 ∈ 𝒟(ℝ−) we set 𝑓 ∗ 𝜒(𝑥) ∶= 𝑓(𝜒(𝑥 − ⋅ )) for each 𝑥 ∈ 𝐼, which is
well-defined because 𝜒(𝑥 − ⋅ ) ∈ 𝒟(𝐼) for every such 𝑥. Then 𝑓 ∗ 𝜒 is an 𝑋-valued 𝐶∞-function on 𝐼.
Furthermore, we define 𝒮′(𝐼; 𝑋) as the subspace of 𝒟′(𝐼; 𝑋) consisting of all 𝑓 ∈ 𝒟′(𝐼; 𝑋) having finite order and at

most polynomial growth at infinity, that is, for which there exist 𝐶 ∈ [0,∞) and 𝑁 ∈ ℕ0 such that

‖𝑓(𝜙)‖𝑋 ≤ 𝐶 sup
𝑘≤𝑁

sup
𝑡∈𝐼

(1 + |𝑡|)𝑁|𝜕𝑘𝑡 𝜙(𝑡)|, 𝜙 ∈ 𝒟(𝐼).

The following theorem is an extension of [48, Theorem 3.2] to the weighted Banach space-valued setting. It will be
needed in one of the estimates in the difference characterization in Proposition 3.5 below.

Theorem 3.4. Let 𝐼 = (𝑎,∞)with 𝑎 ∈ ℝ, 𝑝 ∈ [1,∞), 𝑞 ∈ [1,∞],𝑤 ∈ 𝐴∞(ℝ) and 𝑠 ∈ ℝ. Let 𝜙0, 𝜙 ∈ 𝒟(ℝ−) satisfy 𝜙(𝑥) =
𝜙0(𝑥) −

1

2
𝜙(

𝑥

2
). Set 𝜙𝑗(𝑥) = 2𝑗𝜙(2𝑗𝑥) for each 𝑗 ≥ 1. Suppose that ∫

ℝ
𝜙0(𝑥)𝑑𝑥 ≠ 0 and that 𝜙 satisfies the moment condition

of order𝑁 ≥ ⌊𝑠⌋. Then
‖𝑓‖𝐹𝑠

𝑝,𝑞(𝐼,𝑤;𝑋) ≂𝑝,𝑞,𝑤,𝑠 ‖(2𝑗𝑠𝜙𝑗 ∗ 𝑓)𝑗≥0‖𝐿𝑝(𝐼,𝑤;𝓁𝑞(𝑋)), 𝑓 ∈ 𝒮′(𝐼; 𝑋).

A variant of Theorem 3.4 hold with 𝐹 replaced by 𝐵 if 𝐿𝑝(𝐼, 𝑤; 𝓁𝑞(𝑋)) is replaced by 𝓁𝑞(𝐿𝑝(𝐼, 𝑤; 𝑋)).

3.2 Characterization by differences

For 𝑎 ∈ ℝ, let 𝐼 ∈ {(𝑎,∞),ℝ} and𝑚 ∈ ℕ. We define

𝑉𝑚
𝐼 (𝑥, 𝑡) ∶= {ℎ ∈ ℝ ∶ |ℎ| < 𝑡, 𝑥 + 𝑚ℎ ∈ 𝐼} =

{
(−𝑡, 𝑡), 𝐼 = ℝ,

(−𝑡, 𝑡) ∩ (
𝑎

𝑚
−

𝑥

𝑚
,∞), 𝐼 = ℝ+,

for each 𝑥 ∈ 𝐼 and 𝑡 > 0. For a strongly measurable function 𝑓 ∶ 𝐼 → 𝑋, we define the𝑚-th order difference of 𝑓 as

Δ𝑚
ℎ
𝑓(𝑥) ∶=

𝑚∑
𝑗=0

(𝑚
𝑗

)
(−1)𝑗𝑓(𝑥 + (𝑚 − 𝑗)ℎ), 𝑥 ∈ 𝐼, ℎ ∈ ℝ, 𝑥 + 𝑚 ∈ 𝐼,

and we define the means of the𝑚th order difference of 𝑓 as

𝑑𝑚𝑡 𝑓(𝑥) ∶= 𝑡−1 ∫
𝑉𝑚
𝐼 (𝑥,𝑡)

‖Δ𝑚
ℎ
𝑓(𝑥)‖𝑋𝑑ℎ, 𝑥 ∈ 𝐼, 𝑡 > 0.

Let 𝑠 > 0, 𝑝 ∈ (1,∞) and 𝑤 ∈ 𝐴𝑝(ℝ). For 𝑓 ∈ 𝐿𝑝(𝐼, 𝑤; 𝑋), we set

[𝑓]
(𝑚)

𝐹𝑠
𝑝,𝑞(𝐼,𝑤;𝑋)

∶=

‖‖‖‖‖‖
(
∫

∞

0

(
𝑡−𝑠𝑑𝑚𝑡 𝑓( ⋅ )

)𝑞 𝑑𝑡
𝑡

)1∕𝑞‖‖‖‖‖‖𝐿𝑝(𝐼,𝑤)

, (3.2)

with the usual modification for 𝑞 = ∞, and

|||𝑓|||(𝑚)

𝐹𝑠
𝑝,𝑞(𝐼,𝑤;𝑋)

∶= ‖𝑓‖𝐿𝑝(𝐼,𝑤;𝑋) + [𝑓]
(𝑚)

𝐹𝑠
𝑝,𝑞(𝐼,𝑤;𝑋)

.

By a discretization argument, for any 𝜅 > 0,

[𝑓]
(𝑚)

𝐹𝑠
𝑝,𝑞(𝐼,𝑤;𝑋)

≂𝑠,𝜅 ‖(2𝑗𝑠𝑑𝑚
2−𝑗𝜅

𝑓)𝑗∈ℤ‖𝐿𝑝(𝐼,𝑤;𝓁𝑞(𝑋)). (3.3)

 15222616, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

ana.202100192 by K
arlsruher Inst F. T

echnologie, W
iley O

nline L
ibrary on [01/02/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



10 AGRESTI et al.

One can obtain the following extension to the weighted setting of a well-known result on the characterization bymeans
of differences for 𝐹-spaces (see [50, Proposition 6], [54, Section 2.5.11], [55, Sections 3.5.3 and 4.5.4], and [57, Theorem 6.9]).

Proposition 3.5. Let 𝑝 ∈ (1,∞), 𝑞 ∈ [1,∞],𝑤 ∈ 𝐴𝑝(ℝ) and 𝑠 > 0. Let𝑚 be an integer such that𝑚 > 𝑠. Let 𝐼 ∈ {ℝ, (𝑎,∞)}

where 𝑎 ∈ ℝ is fixed. Then there is the equivalence of (extended) norms

‖𝑓‖𝐹𝑠
𝑝,𝑞(𝐼,𝑤;𝑋) ≂ |||𝑓|||(𝑚)

𝐹𝑠
𝑝,𝑞(𝐼,𝑤;𝑋)

, 𝑓 ∈ 𝐿𝑝(𝐼, 𝑤; 𝑋). (3.4)

Proof. The case 𝐼 = ℝ follows as in the above references.
Next, consider 𝐼 = (𝑎,∞). By a translation argument, wemay assume 𝑎 = 0. The inequality ’≳’ in (3.4) follows from the

corresponding inequality for 𝐼 = ℝ. Indeed, given 𝑓 ∈ 𝐹𝑠
𝑝,𝑞(ℝ+,𝑤;𝑋) and 𝑔 ∈ 𝐹𝑠

𝑝,𝑞(ℝ,𝑤;𝑋) with 𝑓 = 𝑔|ℝ+
, we have

|||𝑓|||(𝑚)

𝐹𝑠
𝑝,𝑞(ℝ+,𝑤;𝑋)

≤ |||𝑔|||(𝑚)

𝐹𝑠
𝑝,𝑞(ℝ,𝑤;𝑋)

≲ ‖𝑔‖𝐹𝑠
𝑝,𝑞(ℝ,𝑤;𝑋)

and ’≳’ in (3.4) follows by taking the infimum over all such 𝑔.
In order to prove the reverse inequality ’≲’ in (3.4), fix 𝑓 ∈ 𝐿𝑝(ℝ+,𝑤;𝑋). Let 𝑘0, 𝑘 ∈ 𝒟(ℝ+) be as in [55, Section 3.3.2].

Then 𝜙0 ∶= 𝑘0(− ⋅ ) and 𝜙 ∶= 𝑘(− ⋅ ) satisfy the conditions of Theorem 3.4, and there exists 𝜒 ∈ 𝒟(ℝ+) such that

𝜙𝑗 ∗ 𝑓(𝑥) = ∫
ℝ+

𝜕𝑚𝑦 𝜒(𝑦)Δ𝑚
2−𝑗𝑦

𝑓(𝑥)𝑑𝑦, 𝑥 ∈ ℝ+, 𝑗 ≥ 1,

implying that

‖𝜙𝑗 ∗ 𝑓(𝑥)‖𝑋 ≲ ∫supp (𝜒) ‖Δ𝑚
2−𝑗𝑦

𝑓(𝑥)‖𝑋𝑑𝑦 ≲ 𝑑𝑚
2−𝑗𝜅

𝑓(𝑥), 𝑥 ∈ ℝ+, 𝑗 ≥ 1,

for 𝜅 > 0 such that supp (𝜒) ⊆ (0, 𝜅). As 𝑝 ∈ (1,∞) and 𝑤 ∈ 𝐴𝑝(ℝ), we have ‖𝜓0 ∗ 𝑓‖𝐿𝑝(ℝ+,𝑤;𝑋) ≲ ‖𝑓‖𝐿𝑝(ℝ+,𝑤;𝑋). It thus
follows from Theorem 3.4 that

‖𝑓‖𝐹𝑠
𝑝,𝑞(ℝ+,𝑤;𝑋) ≲ ‖𝜓0 ∗ 𝑓‖𝐿𝑝(ℝ+,𝑤;𝑋) + ‖(2𝑗𝑠𝜙𝑗 ∗ 𝑓)𝑗≥1‖𝐿𝑝(ℝ+,𝑤;𝓁𝑞(𝑋))

≲ ‖𝑓‖𝐿𝑝(ℝ+,𝑤;𝑋) + ‖(2𝑗𝑠𝑑𝑚
2−𝑗𝜅

𝑓)𝑗≥1‖𝐿𝑝(ℝ+,𝑤;𝓁𝑞(𝑋)) ≲ [𝑓]
(𝑚)

𝐹𝑠
𝑝,𝑞(ℝ+,𝑤;𝑋)

where in the last step we used (3.3). □

Remark 3.6. Let 𝑠 > 0,𝑚, 𝑛 ∈ ℕ with𝑚, 𝑛 > 𝑠. If 𝛾 ∈ (−1, 𝑝 − 1), then setting 𝑓𝜆 = 𝑓(𝜆⋅) in (3.4) and letting 𝜆 → ∞ one
obtains

[𝑓]
(𝑚)

𝐹𝑠
𝑞,𝑝(𝐼,𝑤𝛾;𝑋)

≂ [𝑓]
(𝑛)

𝐹𝑠
𝑞,𝑝(𝐼,𝑤𝛾;𝑋)

,

for all𝑓 ∈ 𝐹𝑠
𝑞,𝑝(𝐼, 𝑤𝛾; 𝑋). Therefore, for theweight𝑤𝛾, throughout the paperwewrite [𝑓]𝐹𝑠

𝑞,𝑝(𝐼,𝑤𝛾;𝑋) instead of [𝑓]
(𝑚)

𝐹𝑠
𝑞,𝑝(𝐼,𝑤𝛾;𝑋)

whenever this is convenient.

3.3 Connections with fractional powers

Let 𝑝 ∈ (1,∞) and 𝛾 ∈ (−1, 𝑝 − 1). On 𝐿𝑝(ℝ+,𝑤𝛾; 𝑋) consider the following derivative operators:

𝔇𝑢 = 𝑢′ with 𝖣(𝔇) = 0𝑊
1,𝑝(ℝ+,𝑤𝛾; 𝑋), (3.5)

𝔇̃𝑢 = −𝑢′ with 𝖣(𝔇̃) = 𝑊1,𝑝(ℝ+,𝑤𝛾; 𝑋), (3.6)
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AGRESTI et al. 11

where 0𝑊
1,𝑝(ℝ+,𝑤𝛾; 𝑋) ∶= {𝑢 ∈ 𝑊1,𝑝(ℝ+,𝑤𝛾; 𝑋) ∶ 𝑢(0) = 0}. By standard considerations, one can check that the trace

𝑢(0) for 𝑢 ∈ 𝑊1,𝑝(ℝ+,𝑤𝛾; 𝑋) is well-defined (see Lemma 4.1 and (2.8)).
Then for 𝛾 ∈ [0, 𝑝 − 1), (𝑒−𝑡𝔇̃)𝑡≥0 is the contractive 𝐶0-semigroup given by left-translation. Fix integers 0 < 𝑛 < 𝑚. By

the Balakrishnan formula for the fractional power (see [36, Theorem 3.2.2]), we have that for 𝑠 ∈ (0, 𝑛) and 𝑢 ∈ 𝖣(𝔇̃𝑛)

𝔇̃𝑠𝑢 = 𝐶𝑠,𝑚 ∫
∞

0

(𝐼 − 𝑒−𝑡𝔇̃)𝑚𝑢

𝑡1+𝑠
𝑑𝑡. (3.7)

Moreover, when 𝑢 ∈ 𝐿𝑝(ℝ+,𝑤𝛾; 𝑋), and lim𝛿↓0 ∫ ∞

𝛿

(𝐼−𝑒−𝑡𝔇̃)𝑚𝑢

𝑡1+𝑠
𝑑𝑡 exists in 𝑋, 𝑢 ∈ 𝖣(𝔇̃𝑠) and (3.7) holds. In particular, this

is the case if ‖‖‖‖‖𝑥 ↦ ∫
∞

0

𝑡−1−𝑠‖(𝐼 − 𝑒−𝑡𝔇̃)𝑚𝑢(𝑥)‖𝑋𝑑𝑡‖‖‖‖‖𝐿𝑝(ℝ+,𝑤𝛾)

< ∞. (3.8)

Let us compare this to the difference norm of 𝐹𝑠
𝑝,𝑞 introduced in (3.2). By Fubini’s theorem

[𝑢]
(𝑚)

𝐹𝑠
𝑝,1

(𝐼,𝑤𝛾;𝑋)
= 𝑐𝑠

‖‖‖‖‖𝑥 ↦ ∫
∞

−𝑚𝑥

|ℎ|−1−𝑠‖Δ𝑚
ℎ
𝑢(𝑥)‖𝑋𝑑ℎ‖‖‖‖‖𝐿𝑝(ℝ+,𝑤𝛾)

.

where 𝑐𝑠 > 0 depends only on 𝑠. Therefore, by (3.8) it is immediate that 𝑢 ∈ 𝖣(𝔇̃𝑠) and ‖𝔇̃𝑠𝑢‖ ≲ [𝑓]
(𝑚)

𝐹𝑠
𝑝,1

(ℝ+,𝑤𝛾;𝑋)
. This

implies 𝐹𝑠
𝑝,1(ℝ+,𝑤𝛾; 𝑋) ↪ 𝖣(𝔇̃𝑠).

Next, we show that one can obtain a Sandwich lemma of similar nature as (2.8). If one assumes 𝑋 has UMD (see, e.g.,
[25, Chapter 4]), then the embedding in the next result actually follows from (2.8) and [34, Theorem 6.8(2)].

Lemma 3.7 (Sandwich lemma). Let 𝑠 > 0 and let 𝑚 > 𝑠 be an integer. Let 𝑝 ∈ (1,∞) and 𝛾 ∈ [0, 𝑝 − 1). Then
𝐹𝑠
𝑝,1(ℝ+,𝑤𝛾; 𝑋) ↪ 𝖣(𝔇̃𝑠) ↪ 𝐹𝑠

𝑝,∞(ℝ+,𝑤𝛾; 𝑋), Moreover, for all 𝑢 ∈ 𝐹𝑠
𝑝,1(ℝ+,𝑤𝛾; 𝑋),

[𝑢]𝐹𝑠
𝑝,∞(ℝ+,𝑤𝛾;𝑋) ≲ ‖𝔇̃𝑠𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) ≲ [𝑢]𝐹𝑠

𝑝,1
(ℝ+,𝑤𝛾;𝑋), (3.9)

Proof. The second embedding follows from the above discussion, but one could also use a variation of the argument below.
For the first one, we will first show that

‖𝑢‖𝐹𝑠
𝑝,∞(ℝ+,𝑤𝛾;𝑋) ≤ 𝐶‖(1 + 𝔇̃)𝑠𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋), (3.10)

or equivalently, that ‖(1 + 𝔇̃)−𝑠𝑣‖𝐹𝑠
𝑝,∞(ℝ+,𝑤𝛾;𝑋) ≤ 𝐶‖𝑣‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) for all 𝑣 ∈ 𝐿𝑝(ℝ+,𝑤𝛾; 𝑋). Let 𝐸𝑣 denote the zero exten-

sion of 𝑣 to ℝ, let 𝑅 denote the restriction to ℝ+, and let 𝔇̃ℝ𝑢 = −𝑢′ ∈ 𝐿𝑝(ℝ,𝑤𝛾; 𝑋) for 𝑢 ∈ 𝖣(𝔇̃ℝ) = 𝑊1,𝑝(ℝ,𝑤𝛾; 𝑋).
Then from [34, the proof of Theorem 6.8(2)], (1 + 𝔇̃)−𝑠𝑣 = 𝑅(1 + 𝔇̃ℝ)

−𝑠𝐸𝑣 holds for 𝑠 = 1, and therefore, by definition of
the fractional power the same holds for 𝑠 ∈ (0, 1). This implies

‖(1 + 𝔇̃)−𝑠𝑣‖𝐹𝑠
𝑝,∞(ℝ+,𝑤𝛾;𝑋)

≤ ‖(1 + 𝔇̃ℝ)
−𝑠𝐸𝑣‖𝐹𝑠

𝑝,∞(ℝ,𝑤𝛾;𝑋)

(𝑖)
≂ ‖𝐽𝑠(1 + 𝔇̃ℝ)

−𝑠𝐸𝑣‖𝐹0
𝑝,∞(ℝ,𝑤𝛾;𝑋)

(𝑖𝑖)

≲ ‖𝐸𝑣‖𝐹0
𝑝,∞(ℝ,𝑤𝛾;𝑋)

≲ ‖𝐸𝑣‖𝐿𝑝(ℝ,𝑤𝛾;𝑋)
≤ ‖𝑣‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋)

,
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12 AGRESTI et al.

where 𝐽𝑠 ∶= −1((1 + | ⋅ |2)𝑠∕2(⋅)). Here, (𝑖) follows from [39, Proposition 3.9] and (𝑖𝑖) follows from Fourier multiplier
theory in Triebel–Lizorkin spaces (see [56, 15.6] and the comments in [39, Proposition 3.10]).
It remains to prove the first inequality in (3.9). For this, we use the shorthand notation 𝐿𝑝 and 𝐹𝑠

𝑝,𝑞. By (3.10) and [22,
Proposition 3.1.9], we have

[𝑢]𝐹𝑠
𝑝,∞

+ ‖𝑢‖𝐿𝑝 ≲ ‖𝔇̃𝑠𝑢‖𝐿𝑝 + ‖𝑢‖𝐿𝑝 .
Applying this to 𝑢𝜆(𝑥) = 𝑢(𝜆𝑥) and using the scaling properties implied by the difference norms and the expression (3.7),
after rewriting we obtain

[𝑢]𝐹𝑠
𝑝,∞

+ 𝜆−𝑠‖𝑢‖𝐿𝑝 ≲ ‖𝔇̃𝑠𝑢‖𝐿𝑝 + 𝜆−𝑠‖𝑢‖𝐿𝑝 .
Letting 𝜆 → ∞ this gives the first inequality in (3.9). □

Remark 3.8. One can actually show that 𝔇̃ is sectorial on 𝐿𝑝(ℝ+,𝑤𝛾; 𝑋) for any 𝛾 ∈ (−1, 𝑝 − 1). In this case −𝔇̃ no
longer generates a 𝐶0-semigroup for 𝛾 ∈ (−1, 0). However, the first part of Lemma 3.7 on the embedding result 𝖣(𝔇̃𝑠) ↪

𝐹𝑠
𝑝,∞(ℝ+,𝑤𝛾; 𝑋) extends to this setting if one uses the Fourier multiplier argument of that proof. For this we only need to

check that 𝔇̃ is sectorial. For this consider 𝔇̃ℝ𝑢 = −𝑢′ ∈ 𝐿𝑝(ℝ,𝑤;𝑋) for 𝑢 ∈ 𝑊1,𝑝(ℝ,𝑤;𝑋). This is sectorial for 𝑤 = 1.
One can check that 𝜆(𝜆 + 𝔇̃ℝ)

−1 is an integral operator with kernel 𝑘𝜆(𝑡) = 𝜆𝑒𝑡𝜆𝟏(−∞,0) for 𝜆 > 0. Now, it remains to
extrapolate in the weight 𝑤𝛾 with 𝛾 ∈ (−1, 𝑝 − 1) as in [29, 52] (also see [45, Proposition 2.3]). Therefore, 𝜆(𝜆 + 𝔇̃ℝ)

−1 is
uniformly bounded on 𝐿𝑝(ℝ,𝑤𝛾; 𝑋) for 𝜆 > 0 and hence 𝔇̃ℝ is sectorial. Arguing as in [34, Theorem 6.8] one sees that 𝔇̃
is also sectorial. The above for instance implies that the first part of Corollary 5.3 can be extended to 𝛾𝑖 ∈ (−1, 0) (see the
comments before the statement of Corollary 5.3).
Using the more advanced extrapolation theory from [23, Corollary 2.10] one can even obtain the above results for

𝑤 ∈ 𝐴𝑝.

For 𝑠 ∈ ℝ, we set 0𝐻𝑠,𝑝(ℝ+,𝑤𝛾; 𝑋) ∶= 𝐶∞
𝑐 (ℝ+;𝑋)

𝐻𝑠,𝑝(ℝ+,𝑤𝛾;𝑋)
. If 𝑘 < 𝑠 −

1+𝛾

𝑝
< 𝑘 + 1with 𝑘 ∈ ℕ0 ∪ {−1}, then (see [34,

Proposition 6.4])

0𝐻
𝑠,𝑝(ℝ+,𝑤𝛾; 𝑋) = {𝑢 ∈ 𝐻𝑠,𝑝(ℝ+,𝑤𝛾; 𝑋) ∶ 𝚃𝚛𝑘0𝑢 = 0},

wherewe define 𝚃𝚛−10 𝑢 = 0. In the next result, we compare the fractional domain spaces of 𝔇̃ and𝔇 under the assumption
that 𝑋 is a UMD space (see [25] for details).

Proposition 3.9. Let𝑋 be aUMD space,𝑝 ∈ (1,∞), 𝛾 ∈ (−1, 𝑝 − 1) and 𝑠 > 0. Then the operators 𝔇̃ and𝔇 have a bounded
𝐻∞-calculus of angle 𝜋∕2, and

𝖣(𝔇𝑠) ↪ 𝖣(𝔇̃𝑠) = 𝐻𝑠,𝑝(ℝ+,𝑤𝛾; 𝑋).

Moreover, if 𝑠 ∉ ℕ0 + (1 + 𝛾)∕𝑝, then

𝖣(𝔇𝑠) = 0𝐻
𝑠,𝑝(ℝ+,𝑤𝛾; 𝑋), and ‖𝔇̃𝑠𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) ≂ ‖𝔇𝑠𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋). (3.11)

for all 𝑢 ∈ 𝖣(𝔇𝑠).

Proof. The identities for the fractional domain spaces are immediate from [34, Proposition 5.6 and Theorem 6.8]. The latter
paper also gives that𝔇 and 𝔇̃ have a bounded 𝐻∞-calculus of angle 𝜋∕2, and in particular bounded imaginary powers.
To prove the embedding 𝖣(𝔇𝑠) ↪ 𝖣(𝔇̃𝑠), we use the previous identities with an integer 𝑛 > 𝑠, and [22, Theorem 6.6.9] to
find

𝖣(𝔇𝑠) = [𝐿𝑝(ℝ+,𝑤𝛾; 𝑋), 𝖣(𝔇
𝑛)] 𝑠

𝑛

= [𝐿𝑝(ℝ+,𝑤𝛾; 𝑋), 0𝐻
𝑛,𝑝(ℝ+,𝑤𝛾; 𝑋)] 𝑠

𝑛
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AGRESTI et al. 13

↪ [𝐿𝑝(ℝ+,𝑤𝛾; 𝑋),𝐻
𝑛,𝑝(ℝ+,𝑤𝛾; 𝑋)] 𝑠

𝑛

= [𝐿𝑝(ℝ+,𝑤𝛾; 𝑋), 𝖣(𝔇̃
𝑛)] 𝑠

𝑛

= 𝖣(𝔇̃𝑠).

For the final part of (3.11), it suffices to consider 𝑠 ∈ (0, 1), and by density 𝑢 ∈ 𝖣(𝔇). Note that the first part implies that

‖𝔇̃𝑠𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) + ‖𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) ≂ ‖𝔇𝑠𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) + ‖𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋).

Applying the latter to 𝑢𝜆 = 𝑢(𝜆𝑥), and using [22, Proposition 3.1.12] one obtains

‖𝔇̃𝑠𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) + 𝜆−𝑠‖𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) ≂ ‖𝔇𝑠𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) + 𝜆−𝑠‖𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋).

Letting 𝜆 → ∞, the desired estimate follows. □

It would be interesting to know whether (3.11) holds without the condition that 𝑋 is a UMD space.
Finally, we collect some standard properties of𝔇 and𝔇𝑇 . Here, for 𝑇 ∈ (0,∞], 𝑝 ∈ (1,∞), and 𝛾 ∈ (−1, 𝑝 − 1) we set

𝔇𝑇𝑢 = 𝑢′ with 𝖣(𝔇𝑇) = 0𝑊
1,𝑝(0, 𝑇, 𝑤𝛾; 𝑋), where the boundary condition only applies to the left endpoint (see below

(3.6)). By setting𝔇∞ = 𝔇, we will treat both cases at the same time. We claim that for all 𝜆 ∈ ℂ+ with Re (𝜆) > 0,

(𝜆 + 𝔇𝑇)
−1𝑓(𝑡) = ∫

𝑡

0

𝑒−𝜆(𝑡−𝑠)𝑓(𝑠)𝑑𝑠, 𝑓 ∈ 𝐿𝑝(0, 𝑇, 𝑤𝛾; 𝑋). (3.12)

It is standard to check (3.12) for 𝑓 ∈ 𝐶∞
𝑐 ([0, 𝑇]; 𝑋). Therefore, it remains to check the boundedness of the operator on the

RHS of (3.12). The uniform boundedness of Re (𝜆)(𝜆 + 𝔇𝑇)
−1 for 𝛾 = 0 is clear from Young’s inequality. The boundedness

for 𝛾 ∈ (−1, 𝑝 − 1) can be deduced from the case 𝛾 = 0 by the same extrapolation argument as referred to in Remark 3.8.
Moreover, if 𝑇 < ∞, one can additionally check that𝔇𝑇 is invertible and the inverse is given by the RHS of (3.12) for 𝜆 = 0,
which can be checked via Hardy–Young’s inequality (see (4.11) below).
The above implies that𝔇𝑇 is a sectorial operator and since

(𝜆 + 𝔇𝑇)
−1𝑓 = ((𝜆 +𝔇)−1𝐸𝑇𝑓)|(0,𝑇), (3.13)

where𝐸𝑇 denotes the extension by zero on (0,∞), it also follows that𝔇𝑇 inherits the bounded𝐻∞-calculus of angle𝜋∕2 of
𝔇 (see Proposition 3.9) with uniform estimates in 𝑇. Moreover, by (3.13) and the extended calculus (see [22, Section 3.1])

𝔇𝛼
𝑇𝑓 = 𝔇𝛼𝑓|(0,𝑇), 𝛼 ∈ ℝ, 𝑓 ∈ 𝖣(𝔇𝛼), (3.14)

and this extends to 𝑓 ∈ 𝖣̇(𝔇𝛼) by density and closedness.
Next, we claim that

𝔇−𝛼
𝑇 𝑓 = 𝛼 ∗ 𝐸𝑇𝑓, 𝛼 > 0, 𝑓 ∈ 𝖱(𝔇𝛼

𝑇), (3.15)

where 𝛼(𝑡) ∶=
|𝑡|𝛼−1𝟏(0,∞)(𝑡)

Γ(𝛼)
. Indeed, the case 𝛼 ∈ (0, 1) follows from [22, Corollary 3.1.14 and Proposition 3.2.1] and

elementary calculations. Now by analyticity in 𝛼, (3.15) extends to all 𝛼 > 0. Since 0 ∈ 𝜌(𝔇𝑇) for all 𝑇 < ∞, we have
𝖱(𝔇𝛼

𝑇) = 𝐿𝑝(0, 𝑇, 𝑤𝛾; 𝑋). In the case 𝑇 = ∞ and 𝛼 > 0 one has

𝛼 ∗ 𝑓 ∈ 𝖣̇(𝔇𝛼) and 𝔇𝛼𝛼 ∗ 𝑓 = 𝑓, 𝑓 ∈ 𝐿𝑝(ℝ+,𝑤𝛾; 𝑋). (3.16)

To see this, by density we may assume 𝑓 ∈ 𝖱(𝖣(𝔇𝛼)) and by (3.14) and (3.15) we get, for all 𝑇 < ∞,

(𝔇−𝛼𝑓)|(0,𝑇) = 𝔇−𝛼
𝑇 𝑓 = 𝛼 ∗ 𝐸𝑇𝑓 = (𝛼 ∗ 𝑓)|(0,𝑇) on (0, 𝑇).

The arbitrariness of 𝑇 < ∞ readily yields (3.16).
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14 AGRESTI et al.

3.4 Sobolev embedding with power weights

The following embedding result is the half line version of one of the main results of [39] by Meyries and the third named
author.

Theorem 3.10 (Sobolev embedding). Let 𝐼 ∈ {ℝ+,ℝ}, 𝑋 a Banach space, 1 < 𝑝0 ≤ 𝑝1 < ∞, 𝑞0, 𝑞1 ∈ [1,∞], 𝑠0 > 𝑠1 and
𝛾0, 𝛾1 > −1. Assume

𝛾0
𝑝0

≥ 𝛾1
𝑝1

, 𝑠0 −
1 + 𝛾0
𝑝0

= 𝑠1 −
1 + 𝛾1
𝑝1

. (3.17)

Then

𝐹
𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋) ↪ 𝐹
𝑠1
𝑝1,𝑞1

(𝐼, 𝑤𝛾1 ; 𝑋). (3.18)

If in addition 𝑠0, 𝑠1 > 0 and 𝛾𝑖 < 𝑝𝑖 − 1 for 𝑖 ∈ {0, 1} and we are given ℕ ∋ 𝑚𝑖 > 𝑠𝑖 for 𝑖 ∈ {0, 1}, then for all
𝑓 ∈ 𝐹

𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋) one has

[𝑓]
(𝑚1)

𝐹
𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋)

≲ [𝑓]
(𝑚0)

𝐹
𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋)

. (3.19)

Proof. The embedding (3.18) for 𝐼 = ℝ is contained in [39], from which the corresponding embedding for 𝐼 = ℝ+ follows.
To prove the last claim, fix 𝑓 ∈ 𝐹

𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋). Let 𝜆 > 0 and set 𝑓𝜆 ∶= 𝑓(𝜆⋅). By applying the norm inequality associated
with the embedding (3.18) to 𝑓𝜆, we obtain

[𝑓𝜆]
(𝑚0)

𝐹
𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋)

≲ ‖𝑓𝜆‖𝐹𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋) ≲ ‖𝑓𝜆‖𝐹𝑠0

𝑝0,𝑞0
(𝐼,𝑤𝛾0

;𝑋) = ‖𝑓𝜆‖𝐿𝑝0 (𝐼,𝑤𝛾;𝑋) + [𝑓𝜆]
(𝑚1)

𝐹
𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋)

.

By standard computations, [𝑓𝜆]
(𝑚𝑖)

𝐹
𝑠𝑖
𝑝𝑖 ,𝑞𝑖

(𝐼,𝑤𝛾𝑖
;𝑋)

= 𝜆𝛿𝑖 [𝑓]
(𝑚𝑖)

𝐹
𝑠𝑖
𝑝𝑖 ,𝑞𝑖

(𝐼,𝑤𝛾𝑖
;𝑋)

for 𝑖 ∈ {0, 1} where 𝛿𝑖 ∶= 𝑠𝑖 −
1+𝛾𝑖

𝑝𝑖
. Then by assumption,

we have 𝛿0 = 𝛿1, and we find that

[𝑓]
(𝑚1)

𝐹
𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋)

≲ 𝜆−𝑠0‖𝑓‖𝐿𝑝0 (𝐼,𝑤𝛾0
;𝑋) + [𝑓]

(𝑚0)

𝐹
𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋)

.

The claim follows by letting 𝜆 → ∞. □

Corollary 3.11 (Sobolev embedding). Let 1 < 𝑝0 ≤ 𝑝1 < ∞, 𝑞0 ∈ [1,∞], 𝑠0 > 0, −1 < 𝛾0 < 𝑝0 − 1, −1 < 𝛾0 < 𝑝1 − 1 and
ℕ ∋ 𝑚0 > 𝑠0. Assume (3.17). Then

𝐹
𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋) ↪ 𝐿𝑝1(𝐼, 𝑤𝛾1 ; 𝑋). (3.20)

and for all 𝑓 ∈ 𝐹
𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋),

‖𝑓‖𝐿𝑝1 (𝐼,𝑤𝛾1
;𝑋) ≲ [𝑓]

(𝑚0)

𝐹
𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋)

. (3.21)

Proof. The embedding (3.20) follows from the Sobolev embedding (3.18) with 𝑠1 = 0 and 𝑞1 = 1 and (2.8). The inequality
(3.21) can subsequently be derived by a scaling argument, as in the proof of Theorem 3.10. □

We conclude this subsection with a useful interpolation result from [40, Theorem 3.1] by Meyries and the third named
author, where there is a misprint in the definition of 𝑤𝜃.
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AGRESTI et al. 15

Theorem3.12 (Mixed-derivatives). Let 𝐼 ∈ {ℝ+,ℝ}and let𝑋0, 𝑋1 be an interpolation couple of Banach spaces. Let 𝜃 ∈ (0, 1)

and 𝑋𝜃 be a Banach space such that 𝑋0 ∩ 𝑋1 ⊆ 𝑋𝜃 ⊆ 𝑋0 + 𝑋1 and

‖𝑥‖𝑋𝜃
≤ 𝐶‖𝑥‖1−𝜃𝑋0

‖𝑥‖𝜃𝑋1
, 𝑥 ∈ 𝑋0 ∩ 𝑋1. (3.22)

Assume 𝑝0, 𝑝1, 𝑝 ∈ (1,∞), 𝑞0, 𝑞1, 𝑞 ∈ [1,∞], 𝑤,𝑤0, 𝑤1 ∈ 𝐴∞ satisfy

1

𝑝
=

1 − 𝜃

𝑝0
+

𝜃

𝑝1
,

1

𝑞
=

1 − 𝜃

𝑞0
+

𝜃

𝑞1
, and 𝑤

1∕𝑝

𝜃
= 𝑤

(1−𝜃)∕𝑝0
0 𝑤

𝜃∕𝑝1
1 .

Let −∞ < 𝑠1 < 𝑠0 < ∞ and set 𝑠 ∶= 𝑠1 + (1 − 𝜃)(𝑠0 − 𝑠1). Then for ∈ {𝐵, 𝐹},

𝑠0
𝑝0,𝑞0

(𝐼, 𝑤0; 𝑋0) ∩𝑠1
𝑝1,𝑞1

(𝐼, 𝑤1; 𝑋1) ↪ 𝑠
𝑝,𝑞(𝐼, 𝑤𝜃; 𝑋𝜃),

and for all 𝑓 ∈ 𝑠0
𝑝0,𝑞0

(𝐼, 𝑤0; 𝑋0) ∩𝑠1
𝑝1,𝑞1

(𝐼, 𝑤1; 𝑋1) one has

‖𝑓‖𝑠
𝑝,𝑞(𝐼,𝑤𝜃;𝑋𝜃) ≲ ‖𝑓‖1−𝜃𝑠0

𝑝0,𝑞0
(𝐼,𝑤0;𝑋0)

‖𝑓‖𝜃𝑠1
𝑝1,𝑞1

(𝐼,𝑤1;𝑋1)
. (3.23)

Moreover, if 𝑠𝑖 > 0, 𝑤𝑖(𝑡) = 𝑤𝛾𝑖 (𝑡) = |𝑡|𝛾𝑖 with 𝛾𝑖 ∈ (−1, 𝑝𝑖 − 1) for 𝑖 ∈ {0, 1}, then

[𝑓]𝑠
𝑝,𝑞(𝐼,𝑤𝛾𝜃

;𝑋𝜃) ≲ [𝑓]1−𝜃𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋0)

[𝑓]𝜃𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

, (3.24)

where 𝛾𝜃

𝑝
= (1 − 𝜃)

𝛾0

𝑝0
+ 𝜃

𝛾1

𝑝1
.

Proof. The inequality (3.23) for 𝐼 = ℝ follows from the definitions by applying the Hölder inequality twice, see [40,
Theorem 3.1]). The case 𝐼 = ℝ+ can in the same way be obtained from the intrinsic characterization in Theorem 3.4.
The homogeneous estimate (3.24) subsequently follows by Proposition 3.5 with a scaling argument as in the proof of
Theorem 3.10. □

In the case, 𝑞0 = 𝑝0, 𝑞1 = 𝑝1, 𝑤0 = 𝑤𝛾0 with 𝛾0 ∈ (−1, 𝑝0 − 1) and 𝑤1 = 𝑤𝛾1 with 𝛾1 ∈ (−1, 𝑝1 − 1), the result for
𝐼 = ℝ+ can also be derived by an extension argument from Proposition 3.2. In this way, the more advanced result of
Theorem 3.4, can be avoided.

4 TRACE EMBEDDINGS FOR TRIEBEL–LIZORKIN SPACES

In this section, we study trace embedding results for anisotropic function spaces.

4.1 Traces at the origin

We start with a lemma on the well-definedness of higher order trace operators in the isotropic setting.

Lemma 4.1. Let 𝐼 ∈ {ℝ+,ℝ}, 𝑋 a Banach space, 𝑝 ∈ (1,∞), 𝑞 ∈ [1,∞], 𝛾 ∈ (−1,∞), 𝑠 ∈ ℝ and 𝑘 ∈ ℕ0. Let 𝑠 > 𝑘 +
1+𝛾

𝑝
.

Then the 𝑘th order trace operator 𝚃𝚛𝑘0 ∶ 𝐹𝑠
𝑝,𝑞(𝐼, 𝑤𝛾; 𝑋) ∩ 𝐶𝑘(𝐼; 𝑋) → 𝑋 given by 𝚃𝚛𝑘0𝑢 = 𝜕𝑘𝑡 𝑢 (0) has a unique extension to a

bounded linear operator 𝚃𝚛𝑘0 ∶ 𝐹𝑠
𝑝,𝑞(𝐼, 𝑤𝛾; 𝑋) → 𝑋 that is also bounded from

(
𝐹𝑠
𝑝,𝑞(𝐼, 𝑤𝛾; 𝑋), ‖ ⋅ ‖𝐹𝜎

𝑝,1
(𝐼,𝑤𝛾;𝑋)

)
to 𝑋 for every

𝜎 ∈ (𝑘 +
1+𝛾

𝑝
, 𝑠).

The same holds with 𝐹𝑠
𝑝,𝑞(𝐼, 𝑤𝛾; 𝑋) replaced by𝐻𝑠,𝑝(𝐼, 𝑤𝛾; 𝑋).
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16 AGRESTI et al.

The formulation of the lemma can be slightly confusing at first reading. The final part on𝐹𝑠
𝑝,𝑞(𝐼, 𝑤𝛾; 𝑋)with the artificial

norm ‖ ⋅ ‖𝐹𝜎
𝑝,1

(𝐼,𝑤𝛾;𝑋) is in order to obtain uniqueness of the extension in the case 𝑞 = ∞. Below we will use the simple
trace estimate obtained in [34, Proposition 6.3] and from the proof of the latter it is clear that the following scaling property
holds

𝚃𝚛𝑘0(𝑢(𝜆⋅)) = 𝜆𝑘(𝚃𝚛𝑘0𝑢)(𝜆⋅), 𝑢 ∈ 𝐹𝑠
𝑝,𝑞(𝐼, 𝑤𝛾; 𝑋), 𝜆 > 0. (4.1)

Proof. Let us first consider the case 𝐼 = ℝ. Pick 𝛾 ∈ (−1, 𝑝 − 1) with 𝛾 < 𝛾 and set 𝑠̃ ∶= 𝑠 +
𝛾−𝛾

𝑝
. Then, by the Sobolev

embedding Theorem 3.10 and the elementary embedding (2.8),

𝐹𝑠
𝑝,𝑞(ℝ,𝑤𝛾; 𝑋) ↪ 𝐹𝑠̃

𝑝,1(ℝ,𝑤𝛾; 𝑋) ↪ 𝐻𝑠̃,𝑝(ℝ,𝑤𝛾; 𝑋).

Combining this with [34, Proposition 6.3], we obtain that

𝚃𝚛𝑘0 ∶ 𝐹𝑠
𝑝,𝑞(ℝ,𝑤𝛾; 𝑋) ∩ 𝐶𝑘(ℝ;𝑋) → 𝑋, 𝑢 ↦ 𝜕𝑘𝑡 𝑢 (0),

has an extension to a bounded linear operator𝚃𝚛𝑘0 ∶ 𝐹𝑠
𝑝,𝑞(ℝ,𝑤𝛾; 𝑋) → 𝑋. Given𝜎 ∈ (𝑘 +

1+𝛾

𝑝
, 𝑠), we have𝐹𝑠

𝑝,𝑞(ℝ,𝑤𝛾; 𝑋) ↪

𝐹𝜎
𝑝,1(ℝ,𝑤𝛾; 𝑋) and in the same way as above it can be seen that 𝚃𝚛

𝑘
0 is bounded from

(
𝐹𝑠
𝑝,𝑞(ℝ,𝑤𝛾; 𝑋), ‖ ⋅ ‖𝐹𝜎

𝑝,1
(ℝ,𝑤𝛾;𝑋)

)
to

𝑋. The uniqueness statement thus follows from the density of 𝐹𝑠
𝑝,𝑞(ℝ,𝑤𝛾; 𝑋) in 𝐹𝜎

𝑝,1(ℝ,𝑤𝛾; 𝑋).

It remains to treat the case 𝐼 = ℝ+. To this end, pick 𝛾 ∈ (−1, 𝑝 − 1) with 𝛾 < 𝛾 and set 𝑠̃ ∶= 𝑠 +
𝛾−𝛾

𝑝
. Then by the

Sobolev embedding Theorem 3.10,

𝐹𝑠
𝑝,𝑞(𝐼, 𝑤𝛾; 𝑋) ↪ 𝐹𝑠̃

𝑝,𝑝(𝐼, 𝑤𝛾; 𝑋). (4.2)

By Proposition 3.2 there exists an extension operator

𝖤𝐼 ∶ 𝐹𝑠̃
𝑝,𝑝(𝐼, 𝑤𝛾; 𝑋) → 𝐹𝑠̃

𝑝,𝑝(ℝ,𝑤𝛾; 𝑋), with 𝖤𝐼𝐶
𝑘(𝐼; 𝑋) ⊆ 𝐶𝑘(ℝ;𝑋). (4.3)

Combining (4.2) and (4.3), the desired result follows from the case 𝐼 = ℝ.
The case of Bessel potential spaces follows from (2.8). □

Our first main result is the following trace embedding.

Theorem 4.2. Let 𝐼 ∈ {ℝ+,ℝ} and let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. Let 𝑝0, 𝑝1 ∈ (1,∞), 𝑞0, 𝑞1 ∈
[1,∞], 𝛾0, 𝛾1 ∈ (−1,∞) and 𝑠0, 𝑠1 ∈ ℝ. Assume that 𝑠0 −

1+𝛾0

𝑝0
> 𝑘 and 𝑠1 −

1+𝛾1

𝑝1
< 𝑘 for some 𝑘 ∈ ℕ0. Set

𝛿𝑖 = 𝑠𝑖 −
1 + 𝛾𝑖
𝑝𝑖

, 𝑖 ∈ {0, 1}, 𝜃 =
𝛿0 − 𝑘

𝛿0 − 𝛿1
, and 1

𝑝
=

1 − 𝜃

𝑝0
+

𝜃

𝑝1
. (4.4)

Set

𝔽 ∶= 𝐹
𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋0) ∩ 𝐹
𝑠1
𝑝1,𝑞1

(𝐼, 𝑤𝛾1 ; 𝑋1). (4.5)

Then the 𝑘th order trace operator 𝚃𝚛𝑘0 ∶ 𝐹
𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋0) → 𝑋0 (see Lemma 4.1) acts a bounded linear operator

𝚃𝚛𝑘0 ∶ 𝔽 → (𝑋0, 𝑋1)𝜃,𝑝, (4.6)

and there is a constant 𝐶 such that for all 𝑢 ∈ 𝔽,

‖𝚃𝚛𝑘0𝑢‖(𝑋0,𝑋1)𝜃,𝑝 ≤ 𝐶‖𝑢‖1−𝜃
𝐹
𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋0)

‖𝑢‖𝜃
𝐹
𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

. (4.7)
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AGRESTI et al. 17

Moreover, if 𝑠1 = 0 and 𝛾1 ∈ (−1, 𝑝1 − 1) the same holds when 𝔽 is replaced by

𝔽𝐿 ∶= 𝐹
𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋0) ∩ 𝐿𝑝1(𝐼, 𝑤𝛾1 ; 𝑋1) (4.8)

and ‖𝑢‖𝐹𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

is replaced by ‖𝑢‖𝐿𝑝1 (𝐼,𝑤𝛾1
;𝑋1) in (4.7).

The proof of Theorem 4.2 will be given at the end of this subsection. Before embarking into its proof, let us point out
some useful facts.

Remark 4.3.

(i) Theorem 4.2 extends [40, Theorem 4.1], where only special cases of spaces𝑋1 were considered, 𝑝0 = 𝑝1, and 𝛾0 = 𝛾1.
The argument in the proof of Theorem 4.2 is an extension of the arguments used in [40].

(ii) By [40, Theorem 1.1], the target space in (4.6) is optimal in general.
(iii) The statements of Theorem 4.2 are not optimal in the case that 𝑋0 ↪ 𝑋1. Indeed, in that case Lemma 4.1 already

shows that 𝚃𝚛𝑘0 maps into the smaller space 𝑋0.
(iv) The number 𝛿 ∶= 𝑠 −

1+𝛾

𝑝
is called the Sobolev index of the space𝑠,𝑝(ℝ,𝑤𝛾; 𝑋), where𝑠,𝑝 ∈ {𝐹𝑠

𝑝,𝑞, 𝐵
𝑠
𝑝,𝑞, 𝐻

𝑠,𝑝} since
this number is invariant under (sharp) Sobolev embeddings (see Theorem 3.10). The parameters 𝜃, 𝑝 in Theorem 4.2
depend only on the corresponding Sobolev index.

The proof of Theorem 4.2 is based on the following key result concerning the intersection of a Triebel–Lizorkin space
and a Lebesgue space. Some of the ideas can be traced back to [15]. The main novelty is that by using Lemma 2.1, we do
not need any structural conditions on 𝑋1.

Lemma 4.4. Let 𝐼 ∈ {ℝ+,ℝ} and let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. Let 𝑠0 ∈ (0, 1), 𝑝0, 𝑝1 ∈ (1,∞),
𝛾0 ∈ (−1, 𝑝0 − 1) and 𝛾1 ∈ (−1, 𝑝1 − 1). Set

𝜃 =
𝛿0

𝛿0 − 𝛿1
, 𝛿0 = 𝑠0 −

1 + 𝛾0
𝑝0

, 𝛿1 = −
1 + 𝛾1
𝑝1

, and 1

𝑝
=

1 − 𝜃

𝑝0
+

𝜃

𝑝1
. (4.9)

Assume that 𝛿0 > 0. Then for all 𝑢 ∈ 𝐹
𝑠0
𝑝0,𝑝0

(𝐼, 𝑤𝛾0 ; 𝑋0) ∩ 𝐿𝑝1(𝐼, 𝑤𝛾1 ; 𝑋1),

‖𝚃𝚛0𝑢‖(𝑋0,𝑋1)𝜃,𝑝 ≲

(
[𝑢]

(1)

𝐹
𝑠0
𝑝0,𝑝0

(𝐼,𝑤𝛾0
;𝑋0)

)1−𝜃(‖𝑢‖𝐿𝑝1 (𝐼,𝑤𝛾1
;𝑋1)

)𝜃

, (4.10)

where [𝑢](1)
𝐹
𝑠0
𝑝0,𝑝0

(𝐼,𝑤𝛾0
;𝑋0)

is as in (3.2) and 𝚃𝚛0 ∶= 𝚃𝚛00 (see Lemma 4.1).

By Lemma 4.1, 𝚃𝚛0𝑢 exists in 𝑋0, and coincides with 𝑢(0) if 𝑢 is continuous.

Proof. Let us note that 𝛿1 ∈ (−1, 0) as 𝛾1 ∈ (−1, 𝑝1 − 1), which will be important in the computations below. Below we
will use the Hardy–Young inequality, which says that for each measurable function 𝑓 ∶ ℝ+ → ℝ+, 𝑝 ∈ [1,∞), and 𝛽 > 0,

∫
∞

0

𝜎−𝛽𝑝−1

(
∫

𝜎

0

𝑓(𝑠)𝑑𝑠

)𝑝

𝑑𝜎 ≤ 𝛽−𝑝 ∫
∞

0

𝜎−𝛽𝑝−1+𝑝(𝑓(𝜎))𝑝𝑑𝜎. (4.11)

To prove (4.10) it suffices to consider 𝐼 = ℝ+. On the other hand, by an extension argument (see Proposition 3.2), and
density (see Lemma 2.2), we may assume 𝑢 ∈ 𝒮(ℝ,𝑋0 ∩ 𝑋1).
In order to prove (4.10), by a scaling argument it suffices to prove that

‖𝑢(0)‖(𝑋0,𝑋1)𝜃,𝑝 ≲ [𝑢]
(1)

𝐹
𝑠0
𝑝0,𝑝0

(ℝ+,𝑤𝛾0
;𝑋0)

+ ‖𝑢‖𝐿𝑝1 (ℝ+,𝑤𝛾1
;𝑋1). (4.12)
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18 AGRESTI et al.

Indeed, if 𝑢 is zero this is obvious. If 𝑢 is nonzero, then [𝑢]
(1)

𝐹
𝑠0
𝑝0,𝑝0

(ℝ+,𝑤𝛾0
;𝑋0)

> 0 since otherwise 𝑢 would be a constant

function, which contradicts 𝑢 ∈ 𝐿𝑝1(ℝ+,𝑤𝛾1 ; 𝑋1). Applying (4.12) to 𝑢𝜆 = 𝑢(𝜆 ⋅ ) with 𝜆 > 0, we obtain

‖𝑢(0)‖(𝑋0,𝑋1)𝜃,𝑝 =‖𝑢𝜆(0)‖(𝑋0,𝑋1)𝜃,𝑝 ≲ [𝑢𝜆]
(1)

𝐹
𝑠0
𝑝0,𝑝0

(ℝ+,𝑤𝛾0
;𝑋0)

+‖𝑢𝜆‖𝐿𝑝1 (ℝ+,𝑤𝛾1
;𝑋1) =𝜆𝛿0[𝑢]

(1)

𝐹
𝑠0
𝑝0,𝑝0

(ℝ+,𝑤𝛾0
;𝑋0)

+𝜆𝛿1‖𝑢‖𝐿𝑝1 (ℝ+,𝑤𝛾1
;𝑋1).

As 𝜃 =
𝛿0

𝛿0−𝛿1
and 1 − 𝜃 = −

𝛿1

𝛿0−𝛿1
, the choice

𝜆 =

⎛⎜⎜⎜⎝
‖𝑢‖𝐿𝑝1 (ℝ+,𝑤𝛾1

;𝑋1)

[𝑢]
(1)

𝐹
𝑠0
𝑝0,𝑝0

(ℝ+,𝑤𝛾0
;𝑋0)

⎞⎟⎟⎟⎠
1

𝛿0−𝛿1

then leads to (4.10).
To prove (4.12), we use the standard identity

𝑢(0) = ∫
𝜎

0

𝑡−2

(
∫

𝑡

0

(𝑢(𝜏) − 𝑢(𝑡))𝑑𝜏

)
𝑑𝑡

⏟⎴⎴⎴⎴⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⎴⎴⎴⎴⏟
=∶𝑇0(𝜎)

+
1

𝜎 ∫
𝜎

0

𝑢(𝜏)𝑑𝜏

⏟⎴⎴⎴⏟⎴⎴⎴⏟
=∶𝑇1(𝜎)

, for each 𝜎 > 0. (4.13)

To see (4.13) note that by elementary calculations one has

𝑇0(𝜎) = ∫
𝜎

0
∫

𝑡

0
∫

𝑡

𝜏

−
𝑢′(𝑠)

𝑡2
𝑑𝑠𝑑𝜏𝑑𝑡 = ∫

𝜎

0
∫

𝑡

0

−
𝑠𝑢′(𝑠)

𝑡2
𝑑𝑠𝑑𝑡 = ∫

𝜎

0
∫

𝜎

𝑠

−
𝑠𝑢′(𝑠)

𝑡2
𝑑𝑡𝑑𝑠 = ∫

𝜎

0

( 𝑠

𝜎
− 1

)
𝑢′(𝑠)𝑑𝑠 = 𝑢(0) − 𝑇1(𝜎).

To prove (4.12) set 𝜉0 ∶= −𝛿0 < 0, 𝜉1 ∶= −𝛿1 > 0 and observe that

𝜉0
𝜉0 − 𝜉1

=
𝛿0

𝛿0 − 𝛿1
= 𝜃.

By (4.13) and Lemma 2.1 it suffices to prove

‖𝜎 ↦ 𝜎𝜉0𝑇0(𝜎)‖𝐿𝑝0 (ℝ+,
𝑑𝜎

𝜎
;𝑋0)

≲ [𝑢]
(1),+

𝐹
𝑠0
𝑝0,𝑝0

(ℝ+,𝑤𝛾0
;𝑋0)

, (4.14)

‖𝜎 ↦ 𝜎𝜉1𝑇1(𝜎)‖𝐿𝑝1 (ℝ+,
𝑑𝜎

𝜎
;𝑋1)

≲ ‖𝑢‖𝐿𝑝1 (ℝ+,𝑤𝛾1
;𝑋1), (4.15)

where the implicit constants do not depend on 𝑢. Let us begin by proving (4.14):

‖‖‖𝜎 ↦ 𝜎𝜉0𝑇0(𝜎)
‖‖‖𝑝0𝐿𝑝0 (ℝ+,

𝑑𝜎

𝜎
;𝑋0)

≤ ∫
∞

0

𝜎−𝛿0𝑝0−1

(
∫

𝜎

0

𝑡−2

(
∫

𝑡

0

‖𝑢(𝑡) − 𝑢(𝜏)‖𝑋0
𝑑𝜏

)
𝑑𝑡

)𝑝0

𝑑𝜎

(4.11)

≲ ∫
∞

0

𝜎−𝛿0𝑝0+𝑝0−1𝜎−2𝑝0

(
∫

𝜎

0

‖𝑢(𝜎) − 𝑢(𝜏)‖𝑋0
𝑑𝜏

)𝑝0

𝑑𝜎

= ∫
∞

0

𝜎−𝑠0𝑝0+𝛾0−𝑝0

(
∫

0

−𝜎

‖𝑢(𝜎) − 𝑢(𝜎 + ℎ)‖𝑋0
𝑑ℎ

)𝑝0

𝑑𝜎

≤ ∫
∞

0

𝜎𝛾0

⎡⎢⎢⎣sup𝑡>0
𝑡−𝑠0𝑝0−𝑝0

(
∫

0

max{−𝜎,−𝑡}

‖𝑢(𝜎) − 𝑢(𝜎 + ℎ)‖𝑋0
𝑑ℎ

)𝑝0⎤⎥⎥⎦𝑑𝜎
(3.2)≤

(
[𝑢]

(1),+

𝐹
𝑠0
𝑝0,∞

(ℝ+,𝑤𝛾0
;𝑋0)

)𝑝0

≲

(
[𝑢]

(1),+

𝐹
𝑠0
𝑝0,𝑝0

(ℝ+,𝑤𝛾0
;𝑋0)

)𝑝0

,

 15222616, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

ana.202100192 by K
arlsruher Inst F. T

echnologie, W
iley O

nline L
ibrary on [01/02/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



AGRESTI et al. 19

where in the last step we used (3.3) and 𝓁𝑝0 ↪ 𝓁∞. It remains to prove (4.15):

‖𝜎 ↦ 𝜎𝜉1𝑇1(𝜎)‖𝑝1
𝐿𝑝1 (ℝ+,

𝑑𝜎

𝜎
;𝑋1)

≤ ∫
∞

0

𝜎−(𝛿1+1)𝑝1−1

(
∫

𝜎

0

‖𝑢(𝜏)‖𝑋1
𝑑𝜏

)𝑝1

𝑑𝜎

(4.11)

≲ ∫
∞

0

𝜎−𝛿1𝑝1−1‖𝑢(𝜎)‖𝑝1𝑋1
𝑑𝜎 = ‖𝑢‖𝑝1

𝐿𝑝1 (ℝ+,𝑤𝛾1
;𝑋1)

.
□

We are now ready to prove Theorem 4.2.

Proof of Theorem 4.2. The idea is to reduce the claim to the one proven in Lemma 4.4 by mixed-derivative and Sobolev
embeddings. For the sake of clarity, we divide the proof into several steps. In Steps 1–4, we will prove (4.7) and in Step 5
we will subsequently derive the corresponding statements with 𝔽 replaced by 𝔽𝐿.
Step 1. Proof of (4.7) in the case 𝑠0 < 1, 𝑠1 > 0, 𝑘 = 0, 𝑞0 = 𝑝0, 𝑞1 = 𝑝1, 𝛾0 ∈ (−1, 𝑝0 − 1) and 𝛾1 ∈ (−1, 𝑝1 − 1). To begin

note that 𝛾1 − 𝑠1𝑝1 ∈ (−1, 𝑝1 − 1), where 𝛾1 − 𝑠1𝑝1 < 𝑝1 − 1 follows from 𝛾1 < 𝑝1 − 1 and 𝑠1 > 0 and where 𝛾1 − 𝑠1𝑝1 >

−1 follows from 𝑠1 <
1+𝛾1

𝑝1
. By Corollary 3.11,

𝐹
𝑠1
𝑝1,𝑝1

(𝐼, 𝑤𝛾1 ; 𝑋1) ↪ 𝐿𝑝1(𝐼, 𝑤𝛾1−𝑠1𝑝1 ; 𝑋1). (4.16)

Since 𝛿1 ∶= −
1+(𝛾1−𝑠1𝑝1)

𝑝1
= 𝑠1 −

1+𝛾1

𝑝1
= 𝛿1, it follows from a combination of Lemma 4.4, and (4.16) that

‖𝚃𝚛0𝑢‖(𝑋0,𝑋1)𝜃,𝑝 ≲

(
[𝑢]

(1)

𝐹
𝑠0
𝑝0,𝑝0

(𝐼,𝑤𝛾0
;𝑋0)

)1−𝜃(‖𝑢‖𝐿𝑝1 (𝐼,𝑤𝛾1−𝑠1𝑝1
;𝑋1)

)𝜃

≲ ‖𝑢‖1−𝜃
𝐹
𝑠0
𝑝0,𝑝0

(𝐼,𝑤𝛾0
;𝑋0)

‖𝑢‖𝜃
𝐹
𝑠1
𝑝1,𝑝1

(𝐼,𝑤𝛾1
;𝑋1)

.

Step 2. Proof of (4.7) in the case 𝑠0 < 𝑘 + 1, 𝑠1 > 𝑘, 𝑞0 = 𝑝0, 𝑞1 = 𝑝1, 𝛾0 ∈ (−1, 𝑝0 − 1) and 𝛾1 ∈ (−1, 𝑝1 − 1). Note that
𝚃𝚛𝑘0 = 𝚃𝚛0(𝜕

𝑘
𝑡 ⋅) and

𝜕𝑘𝑡 ∶ 𝐹
𝑠𝑖
𝑝𝑖 ,𝑝𝑖

(𝐼, 𝑤𝛾𝑖 ; 𝑋𝑖) → 𝐹
𝑠𝑖−𝑘
𝑝𝑖,𝑝𝑖

(𝐼, 𝑤𝛾𝑖 ; 𝑋𝑖), 𝑖 ∈ {0, 1}, (4.17)

as a bounded linear operator (see [39, Proposition 3.10]). Setting 𝛿𝑖 ∶= (𝑠𝑖 − 𝑘) −
1+𝛾𝑖

𝑝𝑖
= 𝛿𝑖 − 𝑘 for 𝑖 ∈ {0, 1}, we have

𝜃 ∶=
𝛿0

𝛿0 − 𝛿1
=

𝛿0 − 𝑘

𝛿0 − 𝛿1
= 𝜃. (4.18)

The desired estimate (4.7) thus follows from Step 1.
Step 3. Proof of (4.7) in the case 𝑞0 = 𝑝0, 𝑞1 = 𝑝1, 𝛾0 ∈ (−1, 𝑝0 − 1) and 𝛾1 ∈ (−1, 𝑝1 − 1). As 𝑘 <

1+𝛾0

𝑝0
+ 𝑘 < 𝑠0 ∧ (𝑘 + 1)

and 𝑠1 ∨ 𝑘 <
1+𝛾1

𝑝1
+ 𝑘 < 𝑘 + 1, we can choose 𝜗0, 𝜗1 ∈ (0, 1) such that 𝑘 <

1+𝛾0

𝑝0
+ 𝑘 < 𝑠̃0 < 𝑘 + 1 and 𝑘 < 𝑠̃1 <

1+𝛾1

𝑝1
+ 𝑘,

where

𝑠̃𝑖 ∶= 𝑠0(1 − 𝜗𝑖) + 𝑠1𝜗𝑖,
1

𝑝𝑖
=

1 − 𝜗𝑖
𝑝0

+
𝜗𝑖
𝑝1

,
𝛾𝑖
𝑝𝑖

=
1 − 𝜗𝑖
𝑝0

𝛾0 +
𝜗𝑖
𝑝1

𝛾1. (4.19)

To see that such 𝜗𝑖 exist, let us first note that 𝛿0 > 𝑘, 𝛿1 < 𝑘, 𝜃 ∈ (0, 1) and

(1 − 𝜃)𝛿0 + 𝜃𝛿1 = 𝑘.

Now, taking 𝜗0 = 𝜃 − 𝜀 ∈ (0, 1) and 𝜗1 = 𝜃 + 𝜀 ∈ (0, 1) with 𝜀 > 0 one has

𝛿𝑖 ∶= 𝑠̃𝑖 −
1 + 𝛾𝑖
𝑝𝑖

= (1 − 𝜗𝑖)𝛿0 + 𝜗𝑖𝛿1 = 𝑘 + (−1)𝑖𝜀(𝛿0 − 𝛿1)
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20 AGRESTI et al.

Therefore, 1+𝛾0
𝑝0

+ 𝑘 < 𝑠̃0 and 𝑠̃1 <
1+𝛾0

𝑝1
+ 𝑘. On the other hand, since

𝑠̃𝑖 =
1 + 𝛾𝑖
𝑝𝑖

+ 𝑘 + (−1)𝑖𝜀(𝛿0 − 𝛿1)

and 1+𝛾𝑖

𝑝𝑖
∈ (0, 1), choosing 𝜀 > 0 small enough we find that 𝑠̃𝑖 ∈ (𝑘, 𝑘 + 1).

By (4.19), one can check that 𝛾𝑖 ∈ (−1, 𝑝𝑖 − 1) for 𝑖 ∈ {0, 1}. Moreover, 𝜃 ∶= (𝛿0 − 𝑘)∕(𝛿0 − 𝛿1) = 1∕2 and

1

𝑝
∶=

𝜃

𝑝0
+

1 − 𝜃

𝑝1
=

1

2

(
1

𝑝0
+

1

𝑝1

)
=

1 − 𝜃

𝑝0
+

𝜃

𝑝1
,

(1 − 𝜃)𝜗0 + 𝜃𝜗1 =
1

2
(𝜗0 + 𝜗1) = 𝜃.

(4.20)

Applying the mixed-derivative Theorem 3.12, we get that for 𝑖 ∈ {0, 1},

‖𝑢‖
𝐹
𝑠̃𝑖
𝑝𝑖 ,𝑝𝑖

(𝐼,𝑤𝛾𝑖
;(𝑋0,𝑋1)𝜗𝑖 ,1)

≲ ‖𝑢‖1−𝜗𝑖
𝐹
𝑠0
𝑝0,𝑝0

(𝐼,𝑤𝛾0
;𝑋0)

‖𝑢‖𝜗𝑖
𝐹
𝑠1
𝑝1,𝑝1

(𝐼,𝑤𝛾1
;𝑋1)

. (4.21)

As

(𝑋0, 𝑋1)𝜃,𝑝 = (𝑋0, 𝑋1) 1
2
𝜗1+

1

2
𝜗2,𝑝

= ((𝑋0, 𝑋1)𝜗0,1, (𝑋0, 𝑋1)𝜗1,1) 1
2
,𝑝

by the second identity in the second line of (4.20) and reiteration (2.1), an application of Step 2 yields the estimate

‖𝚃𝚛𝑘0𝑢‖(𝑋0,𝑋1)𝜃,𝑝 ≲ ‖𝑢‖1∕2
𝐹
𝑠̃0
𝑝0,𝑝0

(𝐼,𝑤𝛾0
;(𝑋0,𝑋1)𝜗0,1)

‖𝑢‖1∕2
𝐹
𝑠̃1
𝑝1,𝑝1

(𝐼,𝑤𝛾1
;(𝑋0,𝑋1)𝜗1,1)

.

Combining this with (4.21) and the second identity in the second line of (4.20), we obtain the desired estimate (4.7).
Step 4. Proof of (4.7) in the general case. Pick 𝛾𝑖 ∈ (−1, 𝑝𝑖 − 1) such that 𝛾𝑖 < 𝛾𝑖 and put 𝑠̃𝑖 ∶= 𝑠𝑖 +

𝛾𝑖−𝛾𝑖

𝑝𝑖
for 𝑖 ∈ {0, 1}. By

the Sobolev embedding Theorem 3.10,

𝐹
𝑠𝑖
𝑝𝑖 ,𝑞𝑖

(𝐼, 𝑤𝛾𝑖 ; 𝑋𝑖) ↪ 𝐹
𝑠̃𝑖
𝑝𝑖 ,𝑝𝑖

(𝐼, 𝑤𝛾𝑖 ; 𝑋𝑖), 𝑖 ∈ {0, 1}.

The estimate (4.7) thus follows from Step 2 by noticing that 𝛿𝑖 ∶= 𝑠̃𝑖 −
1+𝛾𝑖

𝑝𝑖
= 𝛿𝑖 where 𝑖 ∈ {0, 1} for the Sobolev indices

under the above embeddings, in particular,

𝛿0

𝛿1 − 𝛿0
=

𝛿0
𝛿1 − 𝛿0

= 𝜃.

Step 5. Proof of the last statement. As a consequence of (2.8), we have

𝔽𝐿 ↪ 𝐹
𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋0) ∩ 𝐹0
𝑝1,∞

(𝐼, 𝑤𝛾1 ; 𝑋1),

from which the desired statement follows. □

4.2 Embedding into spaces of continuous functions

Next, we prove that under the condition 𝛾0, 𝛾1 ≥ 0, the functions 𝑢 ∈ 𝔽 are actually continuous with values in (𝑋0, 𝑋1)𝜃,𝑝.
The argument is by a translation argument, which however is not completely standard in Triebel–Lizorkin spaces. For a
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AGRESTI et al. 21

Banach space 𝑋, 𝐶b([0,∞); 𝑋) denotes the space of all bounded and continuous maps 𝑢 ∶ [0,∞) → 𝑋 endowed with the
norm ‖𝑢‖𝐶b([0,∞);𝑋) ∶= sup𝑡∈[0,∞) ‖𝑢(𝑡)‖𝑋 .
Theorem 4.5. Let 𝐼 ∈ {ℝ+,ℝ} and let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. Let 𝑝0, 𝑝1 ∈ (1,∞), 𝑞0, 𝑞1 ∈
[1,∞], 𝛾0, 𝛾1 ∈ [0,∞) and 𝑠0, 𝑠1 ∈ ℝ. Assume that 𝑠0 −

1+𝛾0

𝑝0
> 𝑘 and 𝑠1 −

1+𝛾1

𝑝1
< 𝑘 for some 𝑘 ∈ ℕ0. Let 𝜃, 𝛿0, 𝛿1, 𝑝, and 𝔽

be as in (4.4) and (4.5), respectively. Then the 𝑘-th order derivative operator 𝜕𝑘𝑡 has the mapping property

𝜕𝑘𝑡 ∶ 𝔽 → 𝐶b(𝐼; (𝑋0, 𝑋1)𝜃,𝑝)

and for all 𝑢 ∈ 𝔽

‖𝜕𝑘𝑡 𝑢‖𝐶b(𝐼;(𝑋0,𝑋1)𝜃,𝑝) ≲ ‖𝑢‖1−𝜃
𝐹
𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋0)

‖𝑢‖𝜃
𝐹
𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

. (4.22)

Moreover, for 𝑠1 = 0 and 𝛾1 ∈ (−1, 𝑝1 − 1) the same holds true when 𝔽 is replaced by 𝔽𝐿, where 𝔽𝐿 is as in (4.8), and‖𝑢‖𝐹𝑠1
𝑝1,𝑞1

(ℝ,𝑤𝛾1
;𝑋1)

is replaced by ‖𝑢‖𝐿𝑝1 (ℝ,𝑤𝛾1
;𝑋1) in (4.22).

We will use the following lemma in the proof of Theorem 4.5.

Lemma 4.6. Let 𝐼 ∈ {ℝ+,ℝ}, 𝑋 a Banach space, 𝑝 ∈ (1,∞), 𝑞 ∈ [1,∞] and 𝑠 ∈ ℝ. Then the left translation semigroup
𝑇 ∶ [0,∞) → ℒ(𝒟′(𝐼; 𝑋)) restricts to a 𝐶0-semigroup 𝑇 ∶ [0,∞) → ℒ(𝐹𝑠

𝑝,𝑞(𝐼; 𝑋)) of contractions.

For the above lemma in case 𝑞 = ∞ it is important that 𝐹𝑠
𝑝,∞(ℝ;𝑋) is defined in terms of the iterated Bochner

space 𝐿𝑝(ℝ; 𝓁∞(ℕ0; 𝑋)) instead of the mixed-norm Bochner space 𝐿𝑝(ℝ)[𝓁∞(ℕ0)](𝑋). We do not know whether these
two coincide.

Proof. As the case 𝐼 = ℝ+ follows easily from the case 𝐼 = ℝ, we only consider the latter. It will be convenient to write

𝓁
𝑞
𝑠 (ℕ0; 𝑋) =

{
(𝑥𝑛)𝑛∈ℕ0

∈ 𝑋ℕ0 ∶ (2𝑛𝑠𝑥𝑛)𝑛 ∈ 𝓁𝑞(ℕ0; 𝑋)
}
.

Let 𝑓 ∈ 𝐹𝑠
𝑝,𝑞(ℝ; 𝑋). Then for all 𝑡 ≥ 0,

‖𝑇(𝑡)𝑓‖𝐹𝑠
𝑝,𝑞(ℝ;𝑋) = ‖(𝑆𝑛𝑇(𝑡)𝑓)𝑛‖𝐿𝑝(ℝ;𝓁

𝑞
𝑠 (ℕ0;𝑋))

= ‖𝑇(𝑡)(𝑆𝑛𝑓)𝑛‖𝐿𝑝(ℝ;𝓁
𝑞
𝑠 (ℕ0;𝑋))

= ‖(𝑆𝑛𝑓)𝑛‖𝐿𝑝(ℝ;𝓁
𝑞
𝑠 (ℕ0;𝑋))

= ‖𝑓‖𝐹𝑠
𝑝,𝑞(ℝ;𝑋)

as 𝑇(𝑡) is an isometry on 𝐿𝑝(ℝ; 𝓁
𝑞
𝑠 (ℕ0; 𝑋)). Furthermore,

‖𝑇(𝑡)𝑓 − 𝑓‖𝐹𝑠
𝑝,𝑞(ℝ;𝑋) = ‖(𝑇(𝑡) − 𝐼)(𝑆𝑛𝑓)𝑛‖𝐿𝑝(ℝ;𝓁

𝑞
𝑠 (ℕ0;𝑋))

→ 0 as 𝑡 ↘ 0

by the strong continuity of 𝑇 on 𝐿𝑝(ℝ; 𝓁
𝑞
𝑠 (ℕ0; 𝑋)). □

Proof of Theorem 4.5. Step 1. Proof of (4.22) in the case 𝑞0 = 𝑞1 = ∞, 𝛾0 = 𝛾1 = 0. Let 𝑢 ∈ 𝔽. Then by Theorem 4.2 and
Lemma 4.6, 𝑣(𝑡) ∶= 𝚃𝚛𝑘0𝑇(𝑡)𝑢 defines a function 𝑣 ∈ 𝐶b(𝐼; (𝑋0, 𝑋1)𝜃,𝑝) with

‖𝑣‖𝐶b(𝐼;(𝑋0,𝑋1)𝜃,𝑝) ≲ ‖𝑢‖1−𝜃
𝐹
𝑠0
𝑝0,∞

(𝐼;𝑋0)
‖𝑢‖𝜃

𝐹
𝑠1
𝑝1,∞

(𝐼;𝑋1)
.

By [39, Proposition 7.4], 𝑢 ∈ 𝐶𝑘(𝐼; 𝑋0). Therefore, by Lemma 4.1, 𝑣(𝑡) = 𝑢(𝑡) in𝑋0 + 𝑋1 for all 𝑡 ≥ 0, and thus 𝑢 = 𝑣, which
completes the proof of this step.
Step 2. Proof of (4.22) in the general case. This can be derived from Step 1 by the Sobolev embedding Theorem 3.10 as in

Step 4 of the proof of Theorem 4.2.
Step 3. Proof of the last statement.This follows from the (2.8) in the sameway as in Step 5 of the proof of Theorem 4.2. □
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22 AGRESTI et al.

Next, we take advantage of the special structure of theweights to obtain instantaneous regularization in anisotropic func-
tion spaces. The weight 𝑤𝛾 essentially only acts in 0. Therefore, away from 0, the functions in corresponding weighted
spaces are smoother. This simple idea is developed in the next result. Such results are well-known and available in
several special cases in the literature (cf. [3, 37, 38, 45, 46]). The next result unifies them. The following theorem is
most conveniently formulated in terms of weighted 𝐶b-spaces. Given a Banach space 𝑋 and a weight parameter 𝜇 ∈ ℝ,
we define

𝐶b,μ(ℝ+; 𝑋) ∶= {𝑢 ∈ 𝐶(ℝ+;𝑋) ∶ [𝑡 ↦ 𝑡𝜇𝑢(𝑡)] is bounded and continuous} (4.23)

endowed with the norm ‖𝑢‖𝐶b,μ(ℝ+;𝑋) ∶= sup𝑡>0 𝑡
𝜂‖𝑢(𝑡)‖𝑋 . As above ℝ+ = (0,∞).

Theorem4.7 (Instantaneous regularization). Let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. Let 𝑝0, 𝑝1 ∈ (1,∞),
𝑞0, 𝑞1 ∈ [1,∞], 𝛾0, 𝛾1 ∈ [0,∞), and 𝑠0, 𝑠1 ∈ ℝ. Assume that 𝑠0 −

1

𝑝0
> 𝑘 and 𝑠1 −

1

𝑝1
< 𝑘 for some 𝑘 ∈ ℕ0. Set

𝜂 ∶=
𝛽0 − 𝑘

𝛽0 − 𝛽1
, 𝛽𝑖 ∶= 𝑠𝑖 −

1

𝑝𝑖
, 𝑖 ∈ {0, 1},

1

𝑟
=

1 − 𝜂

𝑝0
+

𝜂

𝑝1
and 𝜇 ∶=

1 − 𝜂

𝑝0
𝛾0 +

𝜂

𝑝1
𝛾1.

(4.24)

Let 𝔽 be as in (4.5) for 𝐼 = ℝ+. Then 𝜕𝑘𝑡 ∶ 𝔽 → 𝐶b,𝜇(ℝ+; (𝑋0, 𝑋1)𝜂,𝑟) and for all 𝑢 ∈ 𝔽

‖𝜕𝑘𝑡 𝑢‖𝐶b,𝜇(ℝ+;(𝑋0,𝑋1)𝜂,𝑟) ≲ ‖𝑢‖1−𝜂
𝐹
𝑠0
𝑝0,𝑞0

(ℝ+,𝑤𝛾0
;𝑋0)

‖𝑢‖𝜂
𝐹
𝑠1
𝑝1,𝑞1

(ℝ+,𝑤𝛾1
;𝑋1)

. (4.25)

Moreover, for 𝑠1 = 0 and 𝛾1 ∈ [0, 𝑝1 − 1) the same holds true when 𝔽 is replaced by 𝔽𝐿, where 𝔽𝐿 is as in (4.8), and‖𝑢‖𝐹𝑠1
𝑝1,𝑞1

(ℝ,𝑤𝛾1
;𝑋1)

is replaced by ‖𝑢‖𝐿𝑝1 (ℝ,𝑤𝛾1
;𝑋1) in (4.25).

Proof. Using Theorem 3.4 (or the difference norm of Proposition 3.5 in the 𝐴𝑝-case 𝛾 ∈ [0, 𝑝 − 1)) it follows that for any
Banach space 𝑋 and for every 𝜀 > 0 the restriction operator 𝖱𝜀 ∶ 𝑢 ↦ 𝑢|[𝜀,∞) maps 𝐹𝑠

𝑝,𝑞(ℝ+,𝑤𝛾; 𝑋) into 𝐹𝑠
𝑝,𝑞((𝜀,∞); 𝑋)

and

‖𝖱𝜀𝑢‖𝐹𝑠
𝑝,𝑞((𝜀,∞);𝑋) ≲ 𝜀−𝛾∕𝑝‖𝑢‖𝐹𝑠

𝑝,𝑞(ℝ+,𝑤𝛾;𝑋), 𝑢 ∈ 𝐹𝑠
𝑝,𝑞(ℝ+,𝑤𝛾; 𝑋).

Therefore, by Theorem 4.5 and a translation argument, for every 𝑢 ∈ 𝔽 and 𝜀 > 0,

‖𝖱𝜀
𝑘
𝑢‖𝐶b([𝜀,∞);(𝑋0,𝑋1)𝜂,𝑟) ≲ ‖𝖱𝜀𝑢‖1−𝜂

𝐹
𝑠0
𝑝0,𝑞0

((𝜀,∞);𝑋0)
‖𝖱𝜀𝑢‖𝜂

𝐹
𝑠1
𝑝1,𝑞1

((𝜀,∞);𝑋1)
≲ 𝜀−𝜇‖𝑢‖1−𝜂

𝐹
𝑠0
𝑝0,𝑞0

(ℝ+,𝑤𝛾0
;𝑋0)

‖𝑢‖𝜂
𝐹
𝑠1
𝑝1,𝑞1

(ℝ+,𝑤𝛾1
;𝑋1)

.

The estimate (4.25) follows from this. The corresponding estimate with 𝔽 replaced by 𝔽𝐿 subsequently follows from (2.8)
in the same way as in Step 5 of the proof of Theorem 4.2. □

Remark 4.8. In applications to evolution equations, one typically has 𝛾𝑖 > 0 for some 𝑖 ∈ {0, 1} and 𝑋1 ↪ 𝑋0. In such a
case, any 𝑢 ∈ 𝔽 instantaneously regularizes in space, that is, for all 𝜀 > 0

𝑢(𝜀) ∈ (𝑋0, 𝑋1)𝜂,𝑟, while 𝑢(0) ∈ (𝑋0, 𝑋1)𝜃,𝑝,

Since 𝛾𝑖 > 0, one can check that 𝜂 > 𝜃, and therefore, by [6, Theorem 3.4.1], (𝑋0, 𝑋1)𝜂,𝑟 ↪ (𝑋0, 𝑋1)𝜃,𝑝, where the inclusion
is strict in general.
The above continuity results will be applied (also in situations with 𝑋1 ̸↪ 𝑋0) in Examples 6.2 and 6.6.
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AGRESTI et al. 23

4.3 Consequences in case of homogeneous norms

In this section, we present homogeneous versions of Theorem 4.2, Theorem 4.5 and Theorem 4.7 under the additional
assumptions that 𝑠1 > 0 and 𝛾𝑖 < 𝑝𝑖 − 1 for 𝑖 ∈ {1, 2}. Recall that the seminorms [𝑢]𝐹𝑠

𝑝,𝑞(𝐼,𝑤𝛾;𝑋) are defined in (3.2) and
Remark 3.6.

Theorem 4.9. Let 𝐼 ∈ {ℝ+,ℝ} and let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. Let 𝑝𝑖 ∈ (1,∞), 𝑞𝑖 ∈ [1,∞],
𝛾𝑖 ∈ (−1, 𝑝𝑖 − 1) and 𝑠𝑖 > 0 for 𝑖 ∈ {0, 1}. Assume that 𝑠0 −

1+𝛾0

𝑝0
> 𝑘 and 𝑠1 −

1+𝛾1

𝑝1
< 𝑘 for some 𝑘 ∈ ℕ0. Let 𝜃, 𝛿0, 𝛿1, 𝑝 be

as in (4.4). Then for all 𝑢 ∈ 𝐹
𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋0) ∩ 𝐹
𝑠1
𝑝1,𝑞1

(𝐼, 𝑤𝛾1 ; 𝑋1),

‖𝚃𝚛𝑘0𝑢‖(𝑋0,𝑋1)𝜃,𝑝 ≲ [𝑢]1−𝜃
𝐹
𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋0)

[𝑢]𝜃
𝐹
𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

. (4.26)

Moreover, for 𝑠1 = 0 the same holds true when 𝐹
𝑠1
𝑝1,𝑞1

(𝐼, 𝑤𝛾1 ; 𝑋1) and [𝑢]𝐹𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

are replaced by 𝐿𝑝1(𝐼, 𝑤𝛾1 ; 𝑋1) and‖𝑢‖𝐿𝑝1 (𝐼,𝑤𝛾1
;𝑋1) in the above.

Proof. We could simply repeat the arguments in Steps 1-3 from the proof of Theorem 4.2, where we use the homogeneous
versions (3.19), (3.21), and (3.24) of the Sobolev embedding Theorem 3.10, the Sobolev embedding Corollary 3.11 and the
mixed-derivative Theorem 3.12, respectively, and the homogeneous version of (4.17). To bemore explicit, the homogeneous
version of (4.17) is

[𝜕𝑘𝑡 𝑢]𝐹𝑠𝑖−𝑘
𝑝𝑖 ,𝑝𝑖

(𝐼,𝑤𝛾𝑖
;𝑋𝑖)

≲ [𝑢]𝐹𝑠𝑖
𝑝𝑖 ,𝑝𝑖

(𝐼,𝑤𝛾𝑖
;𝑋𝑖)

, 𝑖 ∈ {0, 1}, 𝑢 ∈ 𝐹
𝑠𝑖
𝑝𝑖 ,𝑝𝑖

(𝐼, 𝑤𝛾𝑖 ; 𝑋𝑖)

and follows from (4.17) by a standard scaling argument.
However,wewill derive (4.26) from (4.7) by a scaling argument as in Lemma4.4. To this end, consider again𝑢𝜆 ∶= 𝑢(𝜆 ⋅ )

for 𝜆 > 0. By (4.1), (4.7), the norm equivalence of Proposition 3.5 applied to 𝑢𝜆, we obtain

𝜆𝑘‖𝚃𝚛𝑘0𝑢‖(𝑋0,𝑋1)𝜃,𝑝 = ‖𝚃𝚛𝑘0𝑢𝜆‖(𝑋0,𝑋1)𝜃,𝑝

≲ ‖𝑢𝜆‖1−𝜃
𝐹
𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋0)

‖𝑢𝜆‖𝜃
𝐹
𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

≂
(‖𝑢𝜆‖𝐿𝑝0 (𝐼,𝑤𝛾0

;𝑋0) + [𝑢𝜆]𝐹𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋0)

)1−𝜃

⋅
(‖𝑢𝜆‖𝐿𝑝1 (𝐼,𝑤𝛾1

;𝑋1) + [𝑢𝜆]𝐹𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

)𝜃

=

(
𝜆
−

1+𝛾0
𝑝0 ‖𝑢‖𝐿𝑝0 (𝐼,𝑤𝛾0

;𝑋0) + 𝜆𝛿0[𝑢]𝐹𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋0)

)1−𝜃

⋅

(
𝜆
−

1+𝛾1
𝑝1 ‖𝑢‖𝐿𝑝1 (𝐼,𝑤𝛾1

;𝑋1) + 𝜆𝛿1[𝑢]𝐹𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

)𝜃

.

Since 𝛿0(1 − 𝜃) + 𝛿1𝜃 = 𝑘 and −1+𝛾𝑖

𝑝𝑖
− 𝛿𝑖 = −𝑠𝑖 for 𝑖 ∈ {0, 1}, it follows that

‖𝚃𝚛𝑘0𝑢‖(𝑋0,𝑋1)𝜃,𝑝 ≲
(
𝜆−𝑠0‖𝑢‖𝐿𝑝0 (ℝ,𝑤𝛾0

;𝑋0) + [𝑢]𝐹𝑠0
𝑝0,𝑞0

(ℝ,𝑤𝛾0
;𝑋0)

)1−𝜃

⋅
(
𝜆−𝑠1‖𝑢‖𝐿𝑝1 (𝐼,𝑤𝛾1

;𝑋1) + [𝑢]𝐹𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

)𝜃

.

As 𝑠0, 𝑠1 > 0, taking the limit 𝜆 → ∞ gives the desired estimate (4.26).
With a slight modification of the above scaling argument, the final assertion follows as well. □

In the same way, the next results can be derived from Theorems 4.5 and 4.7.

Theorem 4.10. Let 𝐼 ∈ {ℝ+,ℝ} and let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. Let 𝑝𝑖 ∈ (1,∞), 𝑞𝑖 ∈ [1,∞],
𝛾𝑖 ∈ [0, 𝑝𝑖 − 1) and 𝑠𝑖 > 0 for 𝑖 ∈ {0, 1}. Assume that 𝑠0 −

1+𝛾0

𝑝0
> 𝑘 and 𝑠1 −

1+𝛾1

𝑝1
< 𝑘 for some 𝑘 ∈ ℕ0. Let 𝜃, 𝛿0, 𝛿1, 𝑝 as in
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24 AGRESTI et al.

(4.4), respectively. Then for all 𝑢 ∈ 𝐹
𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋0) ∩ 𝐹
𝑠1
𝑝1,𝑞1

(𝐼, 𝑤𝛾1 ; 𝑋1),

‖𝜕𝑘𝑡 𝑢‖𝐶b(𝐼;(𝑋0,𝑋1)𝜃,𝑝) ≲ [𝑢]1−𝜃
𝐹
𝑠0
𝑝0,𝑞0

(𝐼,𝑤𝛾0
;𝑋0)

[𝑢]𝜃
𝐹
𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

.

Moreover, for 𝑠1 = 0 the same holds true when 𝐹
𝑠1
𝑝1,𝑞1

(𝐼, 𝑤𝛾1 ; 𝑋1) and [𝑢]𝐹𝑠1
𝑝1,𝑞1

(𝐼,𝑤𝛾1
;𝑋1)

are replaced by 𝐿𝑝1(𝐼, 𝑤𝛾1 ; 𝑋1) and‖𝑢‖𝐿𝑝1 (𝐼,𝑤𝛾1
;𝑋1) in the above.

Theorem 4.11 (Instantaneous regularization). Let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. Let 𝑝𝑖 ∈ (1,∞),
𝑞𝑖 ∈ [1,∞], 𝛾𝑖 ∈ [0, 𝑝𝑖 − 1) and 𝑠𝑖 > 0 for 𝑖 ∈ {0, 1}. Assume that 𝑠0 −

1

𝑝0
> 𝑘 and 𝑠1 −

1

𝑝1
< 𝑘 for some 𝑘 ∈ ℕ0. Let

𝜂, 𝛽0, 𝛽1, 𝑟, 𝜇 be as in (4.24). Then there exists a constant 𝐶 such that for all 𝑢 ∈ 𝐹
𝑠0
𝑝0,𝑞0

(𝐼, 𝑤𝛾0 ; 𝑋0) ∩ 𝐹
𝑠1
𝑝1,𝑞1

(𝐼, 𝑤𝛾1 ; 𝑋1),

‖𝜕𝑘𝑡 𝑢‖𝐶b,μ(ℝ+;(𝑋0,𝑋1)𝜂,𝑟) ≲ [𝑢]
1−𝜂

𝐹
𝑠0
𝑝0,𝑞0

(ℝ+,𝑤𝛾0
;𝑋0)

[𝑢]
𝜂

𝐹
𝑠1
𝑝1,𝑞1

(ℝ+,𝑤𝛾1
;𝑋1)

.

Moreover, for 𝑠1 = 0 the same holds true when 𝐹
𝑠1
𝑝1,𝑞1

(ℝ+,𝑤𝛾1 ; 𝑋1) and [𝑢]𝐹𝑠1
𝑝1,𝑞1

(ℝ+,𝑤𝛾1
;𝑋1)

are replaced by 𝐿𝑝1 and‖𝑢‖𝐿𝑝1 (ℝ+,𝑤𝛾1
;𝑋1) in the above.

5 TRACE EMBEDDINGS FOR BESSEL POTENTIAL SPACES

5.1 The inhomogeneous case

In view of the elementary embedding (2.8), we obtain the following corollary to Theorem 4.2.

Corollary 5.1. Let 𝐼 ∈ {ℝ+,ℝ} and let (𝑋0, 𝑋1) be an interpolation couple of Banach spaces. Let 𝑝0, 𝑝1 ∈ (1,∞), 𝛾0 ∈
(−1, 𝑝0 − 1), 𝛾1 ∈ (−1, 𝑝1 − 1) and 𝑠0, 𝑠1 ∈ ℝ. Assume that 𝑠0 −

1+𝛾0

𝑝0
> 𝑘 and 𝑠1 −

1+𝛾1

𝑝1
< 𝑘 for some 𝑘 ∈ ℕ0. Let 𝜃, 𝛿0, 𝛿1, 𝑝

be as in (4.4) and set

ℍ ∶= 𝐻𝑠0,𝑝0(𝐼, 𝑤𝛾0 ; 𝑋0) ∩ 𝐻𝑠1,𝑝1(𝐼, 𝑤𝛾1 ; 𝑋1). (5.1)

Then the 𝑘th order trace operator 𝚃𝚛𝑘0 ∶ 𝐻𝑠0,𝑝0(𝐼, 𝑤𝛾0 ; 𝑋0) → 𝑋0 (see Lemma 4.1) acts a bounded linear operator

𝚃𝚛𝑘0 ∶ ℍ → (𝑋0, 𝑋1)𝜃,𝑝, (5.2)

and for all 𝑢 ∈ ℍ

‖𝚃𝚛𝑘0𝑢‖(𝑋0,𝑋1)𝜃,𝑝 ≲ ‖𝑢‖1−𝜃
𝐻𝑠0,𝑝0 (𝐼,𝑤𝛾0

;𝑋0)
‖𝑢‖𝜃

𝐻𝑠1,𝑝1 (𝐼,𝑤𝛾1
;𝑋1)

. (5.3)

Similarly, we obtain the following corollary to Theorems 4.5 and 4.7.

Corollary 5.2. Let 𝛾𝑖 ∈ [0, 𝑝𝑖 − 1) for 𝑖 ∈ {0, 1}. Then both Theorems 4.5 and 4.7 hold with 𝔽 and 𝐹
𝑠𝑖
𝑝𝑖 ,𝑞𝑖

replaced by ℍ and
𝐻𝑠𝑖,𝑝𝑖 respectively.

The latter extends [3, Corollary 7.6], where the result was proved under geometric restrictions on 𝑋0 and 𝑋1, and in the
case 𝑋1 was the domain of a fractional power of a sectorial operator on 𝑋0.
In particular, Theorem 1.2 for = 𝐻 follows from Corollaries 5.1 and 5.2. The case = 𝑊 follows similarly, since (2.8)

also holds in that case. The case = 𝐹 was already proved in Theorems 4.2, 4.5 and 4.7.

 15222616, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/m

ana.202100192 by K
arlsruher Inst F. T

echnologie, W
iley O

nline L
ibrary on [01/02/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



AGRESTI et al. 25

5.2 Consequences in case of homogeneous norms

In order to have a presentation which follows the Triebel–Lizorkin case, we set

[𝑢]𝐻𝑠,𝑝(ℝ+,𝑤𝛾;𝑋) ∶= ‖𝔇̃𝑠𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋),

where 𝔇̃ is as in (3.6). In Proposition 3.9 conditions are discussed under which one can replace 𝔇̃ by𝔇.
The next result is immediate from Lemma 3.7, and moreover by Remark 3.8 the Bessel potential version of Theorem 4.9

actually holds for 𝛾𝑖 < 0 as well.

Corollary 5.3. Let 𝛾𝑖 ∈ [0, 𝑝𝑖 − 1) for 𝑖 ∈ {0, 1}. Theorems 4.9, 4.10 and 4.11 hold with 𝐹
𝑠𝑖
𝑝𝑖 ,𝑞𝑖

and [𝑢]𝐹𝑠𝑖
𝑝𝑖 ,𝑞𝑖

replaced by 𝐻𝑠𝑖,𝑝𝑖

and [𝑢]𝐻𝑠𝑖 ,𝑝𝑖 , respectively.

Similar results hold with 𝐻 replaced by𝑊, but they follow more directly by using the seminorms [𝑢]𝑊𝑠,𝑝 ∶= [𝑢]𝐹𝑠
𝑝,𝑝

if
𝑠 ∉ ℕ0, and [𝑢]𝑊𝑠,𝑝 ∶= ‖𝜕𝑠𝑡 𝑢‖𝐿𝑝 if 𝑠 ∈ ℕ0.

6 APPLICATIONS TO EVOLUTION EQUATIONS

In this section, we present applications of the above theory to fractional and stochastic evolution equations. Here, the
main novelty is that using our trace estimates, we can provide sharp estimates on ℝ+ whereas, these were only available
on (0, 𝑇) before. In a follow-up paper, we plan to use these estimates to derive new a priori estimates for quasi-linear
(stochastic) PDEs considered on homogenous function spaces with critical scaling (see [1, 47]).

6.1 Fractional evolution equations

Equations of fractional type arise in many physical applications and it is the basic model for anomalous diffusion, and
we refer the reader to [8, 19, 24, 28, 43, 58] for more details. Evolution equations of fractional type fit in the framework of
Volterra integral equations. Introductions into Volterra equations can be found in [5, 21, 43, 58].
In this section, we will focus on a regularity problem for the fractional evolution equation on a Banach space 𝑋:

𝜕𝛼𝑡 𝑢 + 𝐴𝑢 = 𝑓 on ℝ+, (6.1)

where 𝛼 ∈ (0, 2) and 𝐴 is a sectorial operator on 𝑋. For simplicity, we only consider Dirichlet boundary conditions:
𝑢(0) = 0, and 𝑢′(0) = 0 if 𝛼 > 1.
Equation (6.1) is extensively studied in the literature [43, 44, 58],where actually 𝜕𝛼𝑡 is replaced by amore general operator.

We will focus on the latter case and only consider zero initial values for simplicity.
In [44], weighted 𝐿𝑝-regularity was studied for (6.1) under the assumption that 0 ∈ 𝜌(𝐴). Moreover, trace estimates for

the solution were provided under the assumption that 𝐴1∕𝛼 is sectorial. In this section, we will use our results to remove
the conditions that 0 ∈ 𝜌(𝐴) and that 𝐴1∕𝛼 is sectorial.
Motivated by (3.15), we say that 𝑢 is a strong solution to (6.1) with initial value zero if

𝑢(𝑡) +𝛼 ∗ 𝐴𝑢(𝑡) = 𝛼 ∗ 𝑓(𝑡), a.e. 𝑡 ≥ 0, (6.2)

where ∗ denotes the convolution on ℝ, and where we use the zero extensions of 𝐴𝑢 and 𝑓 on (−∞, 0) and 𝛼(𝑡) ∶=|𝑡|𝛼−1𝟏(0,∞)(𝑡)

Γ(𝛼)
(see (3.15)).

Below we use the more suggestive notation 𝜕𝛼𝑡 = 𝔇𝛼, where𝔇 is as in (3.5). Our main result concerning (6.1) or (6.2)
is:
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26 AGRESTI et al.

Theorem 6.1. Let 𝑋 be a UMD space. Let 𝛼 ∈ (0, 2), 𝑝 ∈ (1,∞) and 𝛾 ∈ [0, 𝑝 − 1). Suppose that 𝐴 is 𝑅-sectorial on 𝑋 of
angle 𝜔𝑅(𝐴) < 𝜋(1 −

𝛼

2
). Then for each 𝑓 ∈ 𝐿𝑝(ℝ+,𝑤𝛾; 𝑋) there exists a unique strong solution 𝑢 ∈ 𝐿

𝑝

loc
([0,∞), 𝑤𝛾; 𝖣(𝐴))

to (6.2) which satisfies

‖𝜕𝛼𝑡 𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) + ‖𝐴𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋) ≲ ‖𝑓‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋). (6.3)

Moreover, if 𝑗 ∈ {0, 1} and 𝛼 > 𝑗 +
1+𝛾

𝑝
, then

‖𝜕𝑗𝑡 𝑢‖𝐶b([0,∞);𝖣̇𝐴(1−
1+𝛾

𝛼𝑝
−

𝑗

𝛼
,𝑝))

+ ‖𝜕𝑗𝑡 𝑢‖𝐶
b,

𝛾
𝑝
(ℝ+;𝖣̇𝐴(1−

1

𝛼𝑝
−

𝑗

𝛼
,𝑝))

≲ ‖𝑓‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋),

where 𝐶b,𝛾∕𝑝 is the weighted space defined in (4.23).

Proof. Step 1: Existence and uniqueness on (0, 𝑇)with 𝑇 ∈ (0,∞). Let 𝑓 ∈ 𝐶∞([0, 𝑇]; 𝖣(𝐴)). By [43, Proposition 1.2] there
exists a unique strong solution 𝑢 ∈ 𝐶([0, 𝑇]; 𝖣(𝐴)) to (6.2) on [0, 𝑇]. Then by (3.15) 𝑢 ∈ 𝖣(𝔇𝛼

𝑇) and (6.1) holds on (0, 𝑇).
We will first show that the following estimate holds uniformly in 𝑇 > 0:

‖𝐴𝑢‖𝐿𝑝(0,𝑇,𝑤𝛾;𝑋) ≲ ‖𝑓‖𝐿𝑝(0,𝑇,𝑤𝛾;𝑋). (6.4)

It follows from the text below Proposition 3.9 that𝔇𝛼
𝑇 has a bounded𝐻

∞-calculus of angle 𝜋

2
𝛼 with uniform estimates

in 𝑇. Since 𝜔𝑅(𝐴) +
𝜋

2
𝛼 < 𝜋, the Kalton–Weis theorem (see [46, Corollary 4.5.9]) gives (6.4).

From (6.2), Young’s inequality and (6.4), we additionally obtain that

‖𝑢‖𝐿𝑝(0,𝑇,𝑤𝛾;𝑋) ≲𝑇 ‖𝑓‖𝐿𝑝(0,𝑇,𝑤𝛾;𝑋). (6.5)

Via a standard density argument using (6.4) and (6.5), we obtain existence and uniqueness of a strong solution to (6.2)
for general 𝑓 ∈ 𝐿𝑝(0, 𝑇, 𝑤𝛾; 𝑋). Moreover, the estimates (6.4) and (6.5) hold as well.
Step 2. Existence and uniqueness on (0,∞) and the proof of (6.3): Let 𝑓 ∈ 𝐿𝑝(ℝ+,𝑤𝛾; 𝑋), and for each integer 𝑛 ≥ 1 let 𝑢𝑛

be the solution to (6.2) on [0, 𝑛]. Then by uniqueness, for all 𝑛 ≥ 𝑚, 𝑢𝑛 = 𝑢𝑚 on [0,𝑚]. Therefore, defining 𝑢 ∶ [0,∞) → 𝑋

by 𝑢(𝑡) = 𝑢𝑛(𝑡) for 𝑡 ∈ [0, 𝑛], we obtain a strong solution to (6.2). Uniqueness is clear from the uniqueness on finite time
intervals. From Step 1, we see that (6.4) holds with 𝑇-independent constants. Letting 𝑇 → ∞, we obtain (6.4) for 𝑇 = ∞.
From (6.2) and (3.16), we deduce that 𝑢 ∈ 𝖣̇(𝔇𝛼) and𝔇𝛼𝑢 = 𝑓 − 𝐴𝑢. This also implies the estimate (6.3).
Step 3. Proof of the trace estimate: As before, by density it suffices to consider 𝑓 ∈ 𝐶∞

𝑐 (ℝ+; 𝖣(𝐴) ∩ 𝖱(𝐴)). Since 𝐴−1𝑓 ∈

𝐶∞
𝑐 (ℝ+; 𝖣(𝐴)), the above estimates also holdwith (𝑢, 𝑓) replaced by (𝐴−1𝑢, 𝐴−1𝑓). By (6.3) this implies 𝑢 ∈ 𝐿𝑝(ℝ+,𝑤𝛾; 𝑋)

for these special functions 𝑓. Together with (6.3) and Proposition 3.9 this implies 𝑢 ∈ 𝖣(𝔇𝛼) ↪ 𝐻𝛼,𝑝(ℝ+,𝑤𝛾; 𝑋). Now, if
𝛼 >

1+𝛾

𝑝
+ 𝑗 with 𝑗 ∈ {0, 1}, then by Corollary 5.3 with 𝜃 = 1 −

1+𝛾

𝛼𝑝
−

𝑗

𝛼
, (6.3) and Proposition 3.9,

‖𝜕𝑗𝑡 𝑢‖𝐶b([0,∞);𝖣̇𝐴(𝜃,𝑝))
≲ [𝔇̃𝛼𝑢]1−𝜃

𝐿𝑝(ℝ+,𝑤𝛾;𝑋)
‖𝑢‖𝜃

𝐿𝑝(ℝ+,𝑤𝛾;𝖣̇(𝐴))
= [𝔇𝛼𝑢]1−𝜃

𝐿𝑝(ℝ+,𝑤𝛾;𝑋)
‖𝐴𝑢‖𝜃

𝐿𝑝(ℝ+,𝑤𝛾;𝑋)
≲ ‖𝑓‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋)

The 𝐶b,𝛾∕𝑝-term is estimated similarly. □

Note that if 0 ∈ 𝜌(𝐴) in Theorem 6.1, then one obtains

‖𝑢‖𝐻𝛼,𝑝(ℝ+,𝑤𝛾;𝑋) + ‖𝑢‖𝐿𝑝(ℝ+,𝑤𝛾;𝖣(𝐴)) ≲ ‖𝑓‖𝐿𝑝(ℝ+,𝑤𝛾;𝑋)

and therefore 𝖣̇𝐴 can be replaced by 𝖣𝐴 in the final estimate of Theorem 6.1. The same holds if ℝ+ is replaced by (0, 𝑇)
with 𝑇 ∈ (0,∞).
We conclude this section by analyzing a double non-local diffusion equation on ℝ𝑑 (see [27] for the case 𝛼 ∈ (0, 1)).

Setting 𝛽 = 1, one obtains the fractional heat equation.
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AGRESTI et al. 27

Example 6.2 (Double fractional diffusion equation). Let 𝛼, 𝛽 > 0, 𝑞, 𝑝 ∈ (1,∞) and 𝛾 ∈ [0, 𝑝 − 1) be such that
𝛼 ∈ (

1+𝛾

𝑝
, 2). On ℝ𝑑 consider:

𝜕𝛼𝑡 𝑢(𝑡) + (−Δ)𝛽𝑢(𝑡) = 𝑓(𝑡), 𝑡 > 0, (6.6)

with Dirichlet initial condition(s). To recast the above problem in the form (6.2), we introduce the fractional Laplacian.
To begin, let us consider the Laplace operator as a map

𝐴𝐿 ∶= −Δ ∶ 𝑊2,𝑞
(
ℝ𝑑

)
⊆ 𝐿𝑞

(
ℝ𝑑

)
→ 𝐿𝑞

(
ℝ𝑑

)
.

By [26, Theorem 10.2.25], 𝐴 has a bounded 𝐻∞-calculus of 𝜔𝐻∞(𝐴𝐿) = 0. Therefore, 𝐴𝛽
𝐿 has a bounded 𝐻∞-calculus of

angle 0 and 𝖣(𝐴
𝛽
𝐿) = 𝐻2𝛽,𝑞(ℝ𝑑). In particular, by [26, Theorem 10.3.4(2)], 𝐴𝛽

𝐿 is 𝑅-sectorial and 𝜔𝑅(𝐴
𝛽
𝐿) = 0. As one may

expect, the operator just defined satisfies

𝐴
𝛽
𝐿𝑓 = −1(| ⋅ |2𝛽(𝑓)), (6.7)

where  is the Fourier transform and 𝑓 ∈ 𝐻2𝛽,𝑞(ℝ𝑑) (see, e.g., [22, Subsection 8.3]).
Combining the description of the scale 𝖣̇(𝐴𝛽

𝐿) in [22, p. 234] and the interpolation results in [6, Theorem 6.3.1] we get,
for all 𝜂 ≥ 0 and 𝑝 ∈ (1,∞),

𝖣̇((𝐴
𝛽
𝐿)

𝜂) = 𝐻̇2𝛽𝜂,𝑞(ℝ𝑑), and 𝖣̇
𝐴
𝛽
𝐿

(𝜂, 𝑝) = 𝐵̇
2𝜂𝛽
𝑞,𝑝 (ℝ

𝑑) (6.8)

where 𝐻̇ and 𝐵̇ denote the homogeneousBessel potential and Besov spaces (see, e.g., [6, Section 6.3]), respectively. Now, we
have rewritten (6.6) in the form (6.2) with 𝐴 = 𝐴

𝛽
𝐿 . Therefore, Theorem 6.1 ensures that for each 𝑓 ∈ 𝐿𝑞(ℝ+,𝑤𝛾; 𝐿

𝑞(ℝ𝑑))

there exists a unique strong solution 𝑢 ∈ 𝐿
𝑝

loc
([0,∞), 𝑤𝛾;𝐻

2𝛽,𝑞(ℝ𝑑)) to (6.6), and

‖𝜕𝛼𝑡 𝑢‖𝐿𝑞(ℝ+,𝑤𝛾;𝐿
𝑞(ℝ𝑑)) + ‖𝑢‖𝐿𝑞(ℝ+,𝑤𝛾;𝐻̇

2𝛽,𝑞(ℝ𝑑)) ≲ ‖𝑓‖𝐿𝑞(ℝ+,𝑤𝛾;𝐿
𝑞(ℝ𝑑)).

Moreover, if 𝛼 > 𝑗 +
1+𝛾

𝑝
with 𝑗 ∈ {0, 1}, then

‖𝜕𝑗𝑡 𝑢‖𝐶b([0,∞);𝐵̇𝛿
𝑞,𝑝(ℝ

𝑑))+‖𝑢‖𝐶b,𝛾∕𝑝(ℝ+;𝐵̇
𝜀
𝑞,𝑝(ℝ

𝑑)) ≲ ‖𝑓‖𝐿𝑞(ℝ+,𝑤𝛾;𝐿
𝑞(ℝ𝑑))

where 𝛿 = 2𝛽(1 −
1+𝛾

𝛼𝑝
−

𝑗

𝛼
) and 𝜀 = 2𝛽(1 −

1

𝛼𝑝
−

𝑗

𝛼
).

Remark 6.3. Example 6.2 can easily be extended to the case where Δ is replaced by an elliptic operator with 𝑥-dependent
coefficients under continuity conditions on the coefficients. Moreover, the abstract setting of Theorem 6.1 is flexible
enough to cover boundary value problems as well.

Remark 6.4. A special class of Volterra type equations in the case of coefficients which are (𝑡, 𝑥)-dependent is treated in
[16–18] assuming only measurability in 𝑡 and very weak conditions in space. They prove maximal regularity results, and
their approach is completely different than the one considered here. They did not consider trace estimates, but they can
easily be obtained by combining their results with ours.

6.2 Stochastic maximal 𝑳𝒑-regularity and homogeneous spaces

In this section,we prove somenew regularity estimates for stochastic convolutions using the trace estimates of the previous
section, which extend some of the stochastic maximal regularity results in [3, 42] to the case where 0 ∉ 𝜌(𝐴). Similar
extensions can be done for the stochastic Volterra equations considered in [14], but we will not consider those here.
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28 AGRESTI et al.

Stochastic maximal regularity has been recently used to obtain well-posedness for quasilinear stochastic PDE in [1, 2].
For unexplained notations and in particular stochastic integration theory and the theory of 𝛾-radonifying operators, we
refer the reader to the latter two papers and [26, Chapter 9]. For a general overview on stochastic evolution equations, we
refer to [9].
Let𝐻 be aHilbert space and let𝑊𝐻 an𝐻-cylindrical Brownianmotion on a filtered probability space (Ω,𝔓, (ℱ𝑡)𝑡≥0, ℙ).

Let𝑋 be a Banach space with UMD and type 2 (see, e.g., [26, Chapter 7]), and let 𝛾(𝐻,𝑋) denote the space of 𝛾-radonifying
operators (see, e.g., [26, Chapter 9]). Given a 𝐶0-semigroup (𝑆(𝑡))𝑡≥0 with generator −𝐴, we consider the stochastic
evolution equation:

𝑑𝑢(𝑡) + 𝐴𝑢(𝑡)𝑑𝑡 = 𝐺(𝑡)𝑑𝑊𝐻(𝑡), 𝑡 ∈ ℝ+, 𝑢(0) = 0. (6.9)

Here, 𝐺 ∈ 𝐿0(Ω; 𝐿2
loc
(ℝ+; 𝛾(𝐻,𝑋))) is strongly progressively measurable. The mild solution to (6.9) is given by the

stochastic convolution 𝑆 ⋄ 𝐺 ∶ [0,∞) → 𝑋 defined as

𝑢(𝑡) = 𝑆 ⋄ 𝐺(𝑡) ∶= ∫
𝑡

0

𝑆(𝑡 − 𝑠)𝐺(𝑠)𝑑𝑊𝐻(𝑠), 𝑡 ≥ 0. (6.10)

Belowwe use the more suggestive notation 𝜕𝛼𝑡 = 𝔇𝛼, where𝔇 is as in (3.5). Themain result of this section is as follows.

Theorem 6.5. Let 𝑝 ∈ (2,∞), 𝜅 ∈ [0,
𝑝

2
− 1) and 𝜃 ∈ [0,

1

2
). Let 𝑋 be isomorphic to a closed subspace of an 𝐿𝑞-space over a

sigma-finite measure space with 𝑞 ∈ [2,∞). Assume that𝐴 has a bounded𝐻∞-calculus on𝑋 and𝜔𝐻∞(𝐴) <
𝜋

2
. Let (𝑆(𝑡))𝑡≥0

be the semigroup generated by −𝐴. Let 𝐺 ∈ 𝐿𝑝(ℝ+ × Ω,𝑤𝜅; 𝛾(𝐻,𝑋)) be strongly progressive measurable. Then for all 𝜃 ∈

[0,
1

2
) the mild solution 𝑢 to (6.9) satisfies

𝔼‖𝜕𝜃𝑡 𝐴 1

2
−𝜃
𝑢‖𝑝

𝐿𝑝(ℝ+,𝑤𝜅;𝑋)
≲ 𝔼‖𝐺‖𝑝

𝐿𝑝(ℝ+,𝑤𝜅;𝛾(𝐻,𝑋))
. (6.11)

Moreover,

𝔼‖𝑢‖𝑝
𝐶b([0,∞);𝖣̇𝐴(

1

2
−

1+𝜅

𝑝
,𝑝))

+ 𝔼‖𝑢‖𝑝
𝐶
b,

𝜅
𝑝
(ℝ+;𝖣̇𝐴(

1

2
−

1

𝑝
,𝑝))

≲ 𝔼‖𝐺‖𝑝
𝐿𝑝(ℝ+,𝑤𝜅;𝛾(𝐻,𝑋))

,

where 𝐶b,𝜅∕𝑝 is the weighted space defined in (4.23).

Proof. We first prove (6.11). By an approximation argument, it suffices to prove the estimates for a uniformly bounded
progressively measurable step process 𝐺 ∶ ℝ+ × Ω → 𝛾(𝐻, 𝖣(𝐴)). The method is similar to [42, Theorem 1.2] (and [3,
Theorem 7.16] in the weighted case). However, since we do not assume 0 ∈ 𝜌(𝐴), some modifications are required.
Step 1: Convergence of approximating problem. In some parts of the proof below, we need invertibility of the involved

operators. Therefore, we consider 𝐴𝜀 = 𝐴 + 𝜀 and 𝑆𝜀(𝑡) = 𝑒−𝜀𝑡𝑆(𝑡), where 𝜀 ≥ 0. Let 𝑢𝜀 = 𝑆𝜀 ⋄ 𝐺. Then 𝑢𝜀(𝑡) ∈ 𝖣(𝐴) a.s.
for all 𝜀, 𝑡 ≥ 0. Next, we prove that

𝐴𝛿
𝜀 𝑢𝜀 → 𝐴𝛿𝑢 in 𝑌𝑇 ∶= 𝐿𝑝((0, 𝑇) × Ω;𝖣(𝐴)), for all 𝛿 ∈ [0, 1], 𝑇 ∈ (0,∞). (6.12)

Using [41, Corollary 3.10] one can check that (6.12) holds for 𝛿 = 1. For 𝛿 ∈ [0, 1), note that

‖𝐴𝛿
𝜀 𝑢𝜀 − 𝐴𝛿𝑢‖𝑌𝑇

≤ ‖𝐴𝛿
𝜀 (𝑢𝜀 − 𝑢)‖𝑌𝑇

+ ‖𝐴𝛿
𝜀 𝑢 − 𝐴𝛿𝑢‖𝑌𝑇

. (6.13)

For the first term in (6.13), by the moment inequality (see [22, Proposition 6.6.4]) and Hölder’s inequality, we find that

‖𝐴𝛿
𝜀 (𝑢𝜀 − 𝑢)‖𝑌𝑇

≤ ‖𝑢𝜀 − 𝑢‖1−𝛿𝑌𝑇
‖(𝐴 + 𝜀)(𝑢𝜀 − 𝑢)‖𝛿𝑌𝑇

→ 0.

The second term in (6.13) tends to zero by [35, Lemma 4.1.11] and dominated convergence.
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AGRESTI et al. 29

Step 2: A priori estimates uniformly in 𝜀 ∈ (0, 1]. Since 𝐴 has a bounded 𝐻∞-calculus of angle 𝜔𝐻∞(𝐴) <
𝜋

2
, the same

holds for 𝐴 + 𝜀 with uniform estimates in 𝜀. Since we assumed 𝑋 has a special structure, by [42, Theorem 4.3] and
[3, Lemma 7.11], for all 𝜃 ∈ [0, 1∕2),

𝔼‖𝐴1

2
−𝜃

𝜀 𝑆𝜀,𝜃 ⋄ 𝐺‖𝑝
𝐿𝑝(ℝ+,𝑤𝜅;𝑋)

≲ 𝔼‖𝐺‖𝑝
𝐿𝑝(ℝ+,𝑤𝜅;𝛾(𝐻,𝑋))

, (6.14)

where 𝑆𝜀,𝜃(𝑡) =
𝑡−𝜃

Γ(1−𝜃)
𝑆𝜀(𝑡) and the implicit constant does not depend on 𝜀.

Next, we prove (6.11) for 𝜃 ∈ (0, 1∕2) with (𝑢, 𝐴) replaced by (𝑢𝜀, 𝐴𝜀) with uniform estimates for 𝜀 ∈ [0, 1]. Let 𝒜𝜀 be
the closed linear densely defined operator on 𝐿𝑝(ℝ+,𝑤𝜅; 𝑋) with domain 𝖣(𝒜𝜀) = 𝐿𝑝(ℝ+,𝑤𝜅; 𝖣(𝐴)) given by𝒜𝜀𝑣(𝑡) ∶=

𝐴𝜀𝑣(𝑡) for all 𝑡 ∈ ℝ+. One can check that𝒜𝜀 has a bounded 𝐻∞-calculus of angle 𝜔𝐻∞(𝒜𝜀) = 𝜔𝐻∞(𝐴𝜀) < 𝜋∕2 with uni-
form estimates in 𝜀 ≥ 0. Moreover, by Proposition 3.9, the derivative 𝔇 defined in (3.5) has a bounded 𝐻∞-calculus of
angle 𝜋∕2.
From now one let 𝜀 > 0. By [46, Corollary 4.5.9], 𝒞𝜀 ∶= 𝔇 +𝒜𝜀 with 𝖣(𝒞𝜀) = 𝖣(𝔇) ∩ 𝖣(𝒜𝜀) is a sectorial operator on

𝐿𝑝(ℝ+,𝑤𝜅; 𝑋), and as in [42],

𝒞−𝜃
𝜀 𝑓(𝑠) =

1

Γ(𝜃) ∫
𝑡

0

(𝑡 − 𝑠)𝜃−1𝑆𝜀(𝑡 − 𝑠)𝑓(𝑠)𝑑𝑠, 𝑓 ∈ 𝐿𝑝(ℝ+,𝑤𝜅; 𝑋).

Moreover, arguing as in the proof of [42, Theorem 1.2], one obtains that

𝒞−𝜃
𝜀 (𝐴

1

2
−𝜃

𝜀 𝑆𝜀,𝜃 ⋄ 𝐺)(𝑡) = 𝐴

1

2
−𝜃

𝜀 𝑢𝜀(𝑡), a.s. for all 𝑡 ∈ ℝ+.

Combining this with 𝐴

1

2
−𝜃

𝜀 𝑆𝜀,𝜃 ⋄ 𝐺,𝐴

1

2
−𝜃

𝜀 𝑢𝜀 ∈ 𝐿𝑝(ℝ+,𝑤𝜅; 𝑋) a.s., it follows that 𝐴
1

2
−𝜃

𝜀 𝑢𝜀 ∈ 𝖣(𝒞𝜃) a.s. and

𝐴

1

2
−𝜃

𝜀 𝑆𝜀,𝜃 ⋄ 𝐺(𝑡) = 𝒞𝜃
𝜀 (𝐴

1

2
−𝜃

𝜀 𝑢𝜀)(𝑡), a.s. for all 𝑡 ∈ ℝ+. (6.15)

To proceed further, one can check that, 𝒜𝜀 is 𝑅-sectorial of angle < 𝜋∕2 with uniform estimates in 𝜀 (see [26, Theorem
10.3.4(2)]). Thus, by [31, Lemma 10], the set {𝜆𝜃(𝜆 + 𝒜𝜀)

−𝜃 ∶ 𝜆 ∈ Σ𝜙} is 𝑅-bounded for some 𝜙 ∈ (
𝜋

2
, 𝜋) with uniform

estimates in 𝜀. The Kalton–Weis theorem [46, Theorem 4.5.6] ensures that

𝔇𝜃𝒞−𝜃
𝜀 ∈ ℒ(𝐿𝑝(ℝ+,𝑤𝜅; 𝑋)) (6.16)

with uniform estimates in 𝜀. Therefore,

𝔼‖𝔇𝜃𝐴

1

2
−𝜃

𝜀 𝑢𝜀‖𝑝𝐿𝑝(ℝ+,𝑤𝜅;𝑋)

(6.16)

≲ 𝔼‖𝒞𝜃
𝜀 𝐴

1

2
−𝜃

𝜀 𝑢𝜀‖𝑝𝐿𝑝(ℝ+,𝑤𝜅;𝑋)

(6.15)
= 𝔼‖𝐴1

2
−𝜃

𝜀 𝑆𝜀,𝜃 ⋄ 𝐺‖𝑝
𝐿𝑝(ℝ+,𝑤𝜅;𝑋)

(6.14)

≲ 𝔼‖𝐺‖𝑝
𝐿𝑝(ℝ+,𝑤𝜅;𝛾(𝐻,𝑋))

again with uniform estimates in 𝜀.

Step 3: Weak convergence argument. It follows from the previous step that 𝐴
1

2
−𝜃

𝜀 𝑢𝜀 is bounded in 𝐿𝑝(Ω; 𝖣̇(𝔇𝜃)), and

hence there exists a sequence such that 𝐴
1

2
−𝜃

𝜀 𝑢𝜀𝑛 → 𝑣 weakly in 𝖣̇(𝔇𝜃), and

𝔼‖𝜕𝜃𝑡 𝑣‖𝑝𝐿𝑝(ℝ+,𝑤𝜅;𝑋)
≤ lim inf

𝑛→∞
𝔼‖𝔇𝜃𝐴

1

2
−𝜃

𝜀𝑛
𝑢𝜀𝑛‖𝑝𝐿𝑝(ℝ+,𝑤𝜅;𝑋)

≲ 𝔼‖𝐺‖𝑝
𝐿𝑝(ℝ+,𝑤𝜅;𝛾(𝐻,𝑋))

,

where we used our uniform estimate in the last step. To complete the proof of (6.11) it remains to show 𝑣 = 𝐴
1

2
−𝜃
𝑢. Fix

𝑇 ∈ (0,∞). By taking restrictions (see (3.14)) it follows that 𝐴
1

2
−𝜃

𝜀𝑛
𝑢𝜀𝑛 → 𝑣 weakly in 𝐿𝑝(Ω; 𝖣̇(𝔇𝜃

𝑇)). Since𝔇
𝜃
𝑇 is invertible,

this implies 𝐴
1

2
−𝜃

𝜀𝑛
𝑢𝜀𝑛 → 𝑣 weakly in 𝐿𝑝(Ω; 𝐿𝑝(0, 𝑇, 𝑤𝜅; 𝑋)). By Step 1, 𝑣 = 𝐴

1

2
−𝜃
𝑢 on (0, 𝑇) as required.
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30 AGRESTI et al.

Step 3: The trace estimate. By density it suffices to consider 𝐺 to be a uniformly bounded progressively measurable step
process 𝐺 ∶ ℝ+ × Ω → 𝛾(𝐻, 𝖣(𝐴) ∩ 𝖱(𝐴)). Note that by the previous step 𝐴1∕2𝑢 ∈ 𝐿𝑝(Ω; 𝐿𝑝(ℝ+,𝑤𝜅; 𝑋)). Moreover, due
to the fact that 𝐺 also takes value in 𝖣(𝐴−𝜎) for all 𝜎 ∈ [0, 1∕2) (see [30, Proposition 15.26]), we additionally have

𝐴
1

2
−𝜎

𝑢 = 𝐴
1

2 𝐴−𝜎𝑢 ∈ 𝐿𝑝(Ω; 𝐿𝑝(ℝ+,𝑤𝜅; 𝑋)). (6.17)

Fix 𝜎 ∈ (
1+𝜅

𝑝
,
1

2
). By (6.11), we have

𝜕𝜎𝑡 𝑢 ∈ 𝐿𝑝(Ω; 𝐿𝑝(ℝ+,𝑤𝜅; 𝖣̇(𝐴
1

2
−𝜎

))) and 𝑢 ∈ 𝐿𝑝(Ω; 𝐿𝑝(ℝ+,𝑤𝜅; 𝖣̇(𝐴
1

2 ))) (6.18)

with corresponding estimates in terms of ‖𝐺‖𝑝
𝐿𝑝(Ω;𝐿𝑝(ℝ+,𝑤𝜅;𝛾(𝐻,𝑋)))

. Moreover, combining the latter with (6.17) and
Proposition 3.9, we obtain that

𝑢 ∈ 𝐿𝑝(Ω; 0𝐻
𝜎,𝑝(ℝ+,𝑤𝜅; 𝖣̇(𝐴

1

2
−𝜎

))) ↪ 𝐿𝑝(Ω;𝐻𝜎,𝑝(ℝ+,𝑤𝜅; 𝖣̇(𝐴
1

2
−𝜎

))).

Applying, Corollary 5.3 pointwise in Ω, and using (6.18) and

(𝖣̇(𝐴
1

2
−𝜎

), 𝖣̇(𝐴
1

2 ))
1−

1+𝜅

𝑝𝜎
,𝑝

(2.12)
= 𝖣̇𝐴(

1

2
−

1+𝜅

𝑝
, 𝑝),

one gets the required estimates for the 𝐶b-norm. The estimate for the 𝐶b,𝜅∕𝑝-norm follows similarly. □

If 0 ∈ 𝜌(𝐴) in Theorem 6.5, then (6.11) can be improved into

𝔼‖𝑆 ⋄ 𝐺‖𝑝
𝐻𝜃,𝑝(ℝ+,𝑤𝜅;𝖣(𝐴

1
2
−𝜃

))

≲ 𝔼‖𝐺‖𝑝
𝐿𝑝(ℝ+,𝑤𝜅;𝛾(𝐻,𝑋))

,

and therefore 𝖣̇𝐴 can be replaced by 𝖣𝐴 in the final estimate of Theorem 6.5. The same holds if one considers (0, 𝑇) with
𝑇 ∈ (0,∞) instead of ℝ+.
As an application we derive a newmaximal estimate for the stochastic heat equation using homogenous spaces. In the

following, (𝑤𝑛
𝑡 ∶ 𝑡 ≥ 0)𝑛≥1 denotes a sequence of independent standard Brownian motions. This determines a cylindrical

Brownian motion on 𝓁2. We will use that 𝛾(𝓁2; 𝐿𝑞(ℝ𝑑)) = 𝐿𝑞(ℝ𝑑; 𝓁2) (see [41, Proposition 2.6]).

Example 6.6 (Stochastic heat equation on ℝ𝑑). Let 𝑞 ∈ [2,∞), 𝑝 ∈ (2,∞) and 𝜅 ∈ [0,
𝑝

2
− 1). The stochastic heat

equation on ℝ𝑑 can be formally written as{
𝑑𝑢 − Δ𝑢𝑑𝑡 =

∑
𝑛≥1 𝑔𝑛𝑑𝑤𝑛

𝑡 , 𝑡 > 0,

𝑢(0) = 0.
(6.19)

Using the notation introduced in Example 6.2, we recast (6.19) in the form (6.9) with 𝐴 = −Δ on 𝐿𝑞(ℝ𝑑). Then 𝐴 has a
bounded 𝐻∞-calculus of angle 0 and 𝖣̇(𝐴𝜂) and 𝖣̇𝐴(𝜂, 𝑞) are a special case of (6.8) for 𝛽 = 1. Thus, Theorem 6.5 ensures
that for any progressively measurable (𝑔𝑛)𝑛≥1 ∈ 𝐿𝑝(Ω; 𝐿𝑝(ℝ+,𝑤𝜅; 𝐿

𝑞(ℝ𝑑; 𝓁2))) there exists a unique mild solution 𝑢 to
(6.19). Moreover, for all 𝜃 ∈ [0, 1∕2),

𝔼‖𝜕𝜃𝑡 𝑢‖𝑝𝐿𝑝(ℝ+,𝑤𝜅;𝐻̇
1−2𝜃,𝑞(ℝ𝑑))

+ 𝔼‖𝑢‖𝑝
𝐶b([0,∞);𝐵̇𝛼

𝑞,𝑝(ℝ
𝑑))

+ 𝔼‖𝑢‖𝑝
𝐶b,𝜅∕𝑝(ℝ+;𝐵̇

𝛽
𝑞,𝑝(ℝ

𝑑))
≲ 𝔼‖(𝑔𝑛)𝑛≥1‖𝑝𝐿𝑝(ℝ+,𝑤𝜅;𝐿

𝑞(ℝ𝑑;𝓁2))
,

where 𝛼 = 1 − 2
1+𝜅

𝑝
and 𝛽 = 1 −

2

𝑝
.
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