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Development of a Mg/O ReaxFF Potential to describe the
Passivation Processes in Magnesium-Ion Batteries
Florian Fiesinger,[a] Daniel Gaissmaier,[a, b, c] Matthias van den Borg,[a] Julian Beßner,[a]

Adri C. T. van Duin,[d] and Timo Jacob*[a, b, c]

One of the key challenges preventing the breakthrough of
magnesium-ion batteries (MIB) is the formation of a passivating
boundary layer at the Mg anode. To describe the initial steps of
Mg anode degradation by O2 impurities, a Mg/O ReaxFF (force
field for reactive systems) parameter set was developed capable
of accurately modeling the bulk, surface, adsorption, and
diffusion properties of metallic Mg and the salt MgO. It is shown
that O2 immediately dissociates upon first contact with the Mg

anode (modeled as Mg(0001), Mg(101̄0)A, and Mg(101̄1)),
heating the surface to several 1000 K. The high temperature
assists the further oxidation and forms a rock salt interphase
intersected by several grain boundaries. Among the Mg surface
terminations, Mg(101̄0)A is the most reactive, forming an MgO
layer with a thickness of up to 25 Å. The trained force field can
be used to model the ongoing reactions in Mg–air batteries but
also to study the oxidation of magnesium metal in general.

Introduction

The search for new energy storage technologies to promote
electromobility and reduce global warming is one of the
greatest challenges of our time. Magnesium-ion batteries (MIB)
are attracting increasing attention as an alternative to conven-
tional lithium-ion batteries (LIB) due to the unique properties of
magnesium metal anodes, such as high volumetric capacity,
low cost, and safe operation.[1–5] However, mass market
adoption of MIBs is currently hindered by significant challenges.
One of the biggest challenges is the formation of a passivating
interface on the Mg surface which is impermeable to Mg
cations and leads to battery failure.[6–8] Sun et al. have identified
three reasons for Mg degradation in a recent review article.[9]

First, Mg has a higher charge density due to its bi-valency,
which leads not only to stronger coordination with solvent
molecules and salt anions but also facilitates solvent decom-

position at the anode.[10] For example, Lu et al. have shown that
the salt anion ClO4 is chemically reduced at the Mg anode in
carbonate-containing solvents, forming a solid-electrolyte inter-
face (SEI) consisting of Mg-halides, MgO, Mg(OH)2, MgCO3, and
Mg(ROCO2)2.

[11]

Second, short circuits are induced by non-uniform Mg
growth, which can be further subdivided into hemispherical,[12]

porous,[13] or dendritic[14] growth morphologies.[9] Hemispherical
3D particles with different shapes have been detected in TFSI-
based electrolytes as a function of the applied current
density.[12] In an Mg(TFSI)2 salt electrolyte with MgCl2 as additive,
continuous stripping and plating leads to fracturing and
reformation of the SEI layer, resulting in large effective current
densities at the respective fracture sites and inhomogeneous
Mg deposition.[13] Through this mechanism, hemispherical
deposits are further degraded to porous morphologies and
trapped sediments that are irreversibly lost for cycling. The
most extreme form of non-uniform Mg growth is the formation
of dendrites, which occurs much less frequently at the Mg
anode than in the Li equivalent. So far, dendrites have been
detected only for a 0.5 moldm� 3 solution of MeMgCl in THF at a
current density of 0.921 mAcm� 2.[14]

Third, corrosion of the Mg surface upon contact with
ambient air leads to the formation of inorganic compounds
such as MgO and Mg(OH)2 at the interface.[9] During fabrication,
transport, or storage of the Mg anode, contact with impurities
such as O2 or H2O can hardly be avoided. In addition, traces of
water in the electrolytes or oxygen residues under inert gas
conditions can also lead to passivation.[15,16] According to
Connell et al., impurities contribute even more to passivation
than decomposition products of electrolytes.[17]

To study in detail the initial steps of the Mg anode
passivation by oxygen impurities, we apply ReaxFF, a bond-
order based reactive force field method capable of large-scale
molecular dynamics simulations (cf. computational details).[53,54]

ReaxFF has proven valuable for studying battery materials. For
example, Islam et al. developed a ReaxFF potential for amor-
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phous sulfur cathodes, allowing the group to model the volume
expansion and associated strain hardening during lithiation.[18]

In addition, the authors studied reductive decomposition path-
ways of ethylene carbonate (EC) using the eReaxFF method,
which can explicitly describe electrons in a pseudoclassical
manner.[19,20] The study demonstrated electron transfer from Li
to EC to trigger ring-opening to form the Li+/EC� radical, and
predicted possible radical termination products which were also
detected experimentally. O’Hearn et al. trained a force field for
Li/O systems with the goal of improving the description of
brittle fractures in Li2O slabs.[21] Although the force field was not
directly trained for battery application, it should be able to
describe oxidation processes at the Li anode. Recently, force
field parameters for the study of lithium and sodium metal
anodes were trained by Gaissmaier et al.[22] Ostadhossein et al.
developed a Li/Si/O/Al force field to study lithium diffusion in
silica anodes[23] and Bedrov et al. trained parameters for an
ethylene carbonate description to investigate possible reactions
of closed and open ring EC radical anions.[24] Moreover, Shin
et al. investigated the ionic conductivity of Li in the Na super
ionic conductor (NASICON)-type solid-state electrolyte Li1-xAlxTi2-
x(PO4)3.

[25] A complete battery setup consisting of a sulfur
cathode, a carbon nanotube anode and tetra(ethylene glycol)
dimethyl ether as electrolyte was simulated by Islam et al.[26]

One of the latest battery ReaxFF force fields was trained by
Hossain et al. to study the influence of Li atoms and cations on
organic compounds such as ethylene carbonate, ethyl methyl
carbonate, vinylene carbonate, and LiPF6 salts.[27] Thereby,
different parameter sets were trained for the Li cation and the
atom and its interchange was simulated by a Monte Carlo type
replacement. The group found that only the neutral Li atom
could trigger ring opening, while the Li cation was inactive.

The oxidation of magnesium is not only of central
importance in battery science but also in automotive and
aerospace research.[28] There are many studies trying to under-
stand and explain magnesium corrosion in a metallurgical
context.[29–32] Thus, Mg/O ReaxFF parameters could also be
beneficial to these research areas and further promote
corrosion studies.

Until now, no suitable Mg/O parameters have been
available to describe the passivation at the Mg anode. So far,
only Cheung et al. have trained force field parameters for
magnesium hydride systems[33] or Iype et al. to describe MgSO4

hydrates.[34] Additional parameters for Mg/O are available in a
peptide force field developed by Zhu et al., whose training set
was however limited to the bulk phases of Mg and MgO.[35] The
parameters were recently reused by Yeon et al. to study
magnesium aluminosilicate glasses, and the training set was
extended to include additional bulk phases, heats of formation,
and bond scans for the Mg/O description.[36]

The goal of the present study is to describe the initial steps
of Mg anode degradation by oxygen impurities. To this end, we
trained a reactive ReaxFF Mg/O force field that can accurately
describe the properties of metallic Mg and MgO. The
comprehensive training set included a variety of bulk, surface,
and adsorption energies as well as diffusion barriers calculated
at the level of density functional theory (DFT). In addition, we

demonstrated the applicability of our force field by first
completely oxidizing a Mg particle in a grand-canonical Monte
Carlo (GCMC) simulation and then recrystallizing it into the
thermodynamically stable rock salt structure by simulated
thermal annealing at 2000 K in a subsequent molecular
dynamics (MD) simulation.

Results and Discussion

The following section first compares the DFT training data with
the force field optimization results. In this context, we discuss
the performance and limitations of the obtained ReaxFF
parameters. We subsequently demonstrate the functionality of
the force field by oxidizing a Mg nanoparticle in a GCMC
simulation and then recrystallizing it into the thermodynami-
cally stable rock salt structure in a subsequent MD simulation.
Afterwards, we simulate and discuss the first steps of Mg anode
passivation. All fitted ReaxFF force field parameters for the Mg/
O interactions are given in the Supporting Information.

Magnesium-magnesium interactions

The first milestone of ReaxFF parameter training for the Mg/Mg
metal interactions was to reproduce the bulk properties of Mg.
Therefore, lattice constants, cohesive energies [(Eq. (3)], and
bulk moduli of the crystal phases hexagonal close-packed (hcp),
face centered cubic (fcc), body centered cubic (bcc), β-tungsten
type (a15), and simple cubic (sc) were introduced to the training
set. Figure 1 and Table 1 compare the DFT training data and the
results obtained with the fitted ReaxFF force field. We only

Figure 1. Equations of state (EOS) for bulk Mg crystal phases calculated with
a) the trained ReaxFF force field and b) DFT.[38]
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trained bonding but excluded off-diagonal, valence, or torsion
parameters for the Mg/Mg interactions, which means that first,
the ratio (a0/c0) of the lattice constants a0 and c0 in the hcp unit
cell always corresponds with (8/3)1/2 to the ideal value of a
closed-packed crystal, and second, the hcp and fcc cohesive
energy will be identical.[37]

The lattice constants of the experimentally present[39] hcp
crystal phase at ambient conditions are accurately reproduced
by ReaxFF (a0: both 3.18 Å, c0: 5.20 Å vs. 5.21 Å), which is also
true for the cohesive energy (both 1.50 eV) and bulk modulus
(38.5 GPa vs. 36.5 GPa). The cohesive energy, in particular, is an
important measure to describe bond strengths, and was there-
fore weighted more strongly during the training process; it
varies at most by 0.01 eV for all crystal phases. This is also
reflected in the relative stability between the crystal phases,
which are in good agreement. ReaxFF slightly overestimates the
bulk modulus for all crystal phases. This behavior is illustrated
in the equation of state (EOS) curves presented in Figure 1 and
is a result of an increase of the ReaxFF energy values at higher
volumes.

In addition, we trained surface energies of the low index
surfaces Mg(0001), Mg(101̄0)A, Mg(101̄0)B, Mg(101̄1), Mg(102̄0),
and Mg(102̄1), which were calculated using Equation (6).
According to DFT calculations, Mg(0001) is the most stable Mg
surface, followed by the surfaces Mg(101̄0)A and Mg(101̄1).[38]

This trend is reproduced by the trained ReaxFF force field as
illustrated in Table 2. The surface energy of Mg(0001)
(31.6 meVÅ� 2 vs. 33.9 meVÅ� 2) is reproduced most accurately
with an error below 10%; however, this structure was also
weighted most strongly during force field training. In general,

the trained ReaxFF force field slightly underestimates all
absolute surface energies.

The calculated surface fractions in the Wulff construction
(Table 3) were only indirectly part of the training set via the
surface energies and can therefore be seen as a validation
measure. Mg(101̄1) has the largest area percentage (56.9% vs.
48.6%) in a Mg nanoparticle, followed by Mg(101̄0)A (23.9% vs.
27.9%) and Mg(0001) (19.2% vs. 23.7%). The absolute values
deviate up to 10%, but the relative ratios agree. It is important
to note that when studying Mg metal anodes, the surface
Mg(101̄1) should be considered equally as Mg(0001).[38] Despite
its higher surface energy compared to Mg(0001), it has by far
the largest area percentage in the Wulff construction, which is
correctly reproduced in ReaxFF.

We further included adsorption energies of atomic Mg on
different sites on Mg(0001), Mg(101̄0)A, and Mg(101̄1) into the
training set, calculated using Equation (7). Schematic represen-
tations of the underlying structures are shown in Figure S3.
Adsorption energy results obtained with ReaxFF and DFT are
compared in Table 4. It is noticeable that all adsorption energies
for Mg(0001) are significantly overestimated by �0.2 eV. More-
over, according to DFT, adsorption at the fcc site is considered
to be 0.02 eV more stable than at the hcp site.[38] However, it is
impossible to distinguish between the two adsorption sites in
ReaxFF without using angular terms or increasing the bond
order cutoff, as already explained in the case of the cohesive
energy of the hcp and fcc crystals. Besides, the relative stability
sequence of the adsorption sites on Mg(0001) is well repro-
duced. For example, the fcc and meta-stable ontop positions
differ by 0.13 eV in ReaxFF and DFT. Additionally, the relative
absorption energy trends between different surfaces are
described well by ReaxFF. The ontop-bottom position on

Table 1. Lattice constants a0 and c0, bulk modulus B0, and cohesive energies Ecoh calculated with Equation (3) for the Mg bulk crystal phases hcp, fcc, bcc,
a15, and sc determined in ReaxFF and DFT. For the hcp phase, the experimental constants of Kittel were adopted and are given for comparison.[39]

Structure Method a0 [Å] c0 [Å] B0 [GPa] Ecoh [eV]

hcp – P63/mmc ReaxFF 3.18 5.20 38.5 1.50
DFT[38] 3.18 5.21 36.5 1.50
experiment[39] 3.21 5.21 35.4 1.51

fcc – Fm3̄m ReaxFF 4.50 – 42.9 1.50
DFT[38] 4.52 – 35.9 1.49

bcc – Im3̄m ReaxFF 3.53 – 42.4 1.49
DFT[38] 3.57 – 35.3 1.48

a15 – Pm3̄n ReaxFF 5.72 – 41.2 1.45
DFT[38] 5.72 – 34.7 1.46

sc – Pm3̄m ReaxFF 2.96 – 28.7 1.11
DFT[38] 3.02 – 23.2 1.12

Table 2. Comparison of Mg surface energy results γ calculated with
ReaxFF and DFT. The surface energy was obtained using Equation (6).

Surface γ [meV Å� 2]
ReaxFF DFT[38]

Mg(0001) 31.6 33.9
Mg(101̄0)A 34.1 40.3
Mg(101̄0)B 46.4 55.5
Mg(101̄1) 34.3 40.9
Mg(112̄0) 39.9 47.1
Mg(112̄1) 41.4 48.7

Table 3. Calculated area fractions of Mg(0001), Mg(101̄0)A, and Mg(101̄1)
in a Mg nanoparticle. The Wulff construction[40] and the area fractions were
obtained using the Python package WulffPack from surface energies
calculated with ReaxFF and DFT from Table 2.[41]

Surface Area fraction [%]
ReaxFF DFT[38]

Mg(0001) 19.2 23.7
Mg(101̄0)A 23.9 27.9
Mg(101̄1) 56.9 48.6
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Mg(101̄0)A has the highest adsorption energy (� 1.06 eV vs.
� 1.00 eV), followed by the hollow position on Mg(101̄1)
(� 1.03 eV vs. � 0.97 eV), and the fcc site on Mg(0001) (� 0.80 eV
vs.� 0.58 eV).

To obtain a smooth potential energy surface (PES), which is
key to performing meaningful MD simulations, we added
activation energies of selected self-diffusion processes to the
training set, calculated using Equation (8). Our goal was to
introduce a diverse spectrum of different magnesium conforma-
tions but also of transition states into the training set. For the
latter, we included terrace self-diffusion barriers on Mg(0001),
Mg(101̄0)A, and Mg(101̄1) (Figure 2, Table 5), but also additional
diffusion processes of the terrace-step-kink (TSK) model[42] (like
dimer, trimer, step-edge, kink, inner-corner, outer-corner, step-
down on Mg(0001) and dimer, trimer on Mg(101̄1)). To keep
this section compact, we discuss only the performance of the

terrace self-diffusion barriers in the main text but refer to the
Supporting Information for the additional diffusion processes
(Figure S4, Table S1 for Mg(0001); Figure S5, Table S2 for Mg-
(101̄1)). Overall, the trained force field reproduces the reference
DFT activation energies of 32 of the 37 processes to an accuracy
of j~Ea j �0.2 eV. As a necessary trade-off, the remaining 5
diffusion barriers, which include exchange terrace self-diffusion,
dimer formation, or the step-down diffusion process on Mg-
(0001), show larger deviations. The trained ReaxFF force field
describes all hopping terrace self-diffusion processes within
0.1 eV accuracy but struggles to describe the corresponding
exchange processes (~ jEa j �0.3 eV). In an exchange process,
the diffusing atom takes the place of a surface atom, which in
turn is pushed to its destination. However, since these
processes have much higher barriers than the hopping
processes, they are of less importance for an accurate
description of surface mobility. In general, terrace self-diffusion
on Mg(0001) (Figure 2a) has almost no barrier, which is also the
case for diffusion within a channel on Mg(101̄0)A (Figure 2b).[38]

In contrast, the activation energy for diffusion across a channel
is several times higher, which is in the same order of magnitude
as diffusion on Mg(101̄1) (Figure 2c).

Magnesium-oxygen interactions

Our training focuses on introducing EOS curves for the MgO
crystal phases rock salt, wurtzite, zincblende, cesium chloride,
and hcp to the training set for the Mg/O interactions. This
selection of structures represents different coordination envi-
ronments, bond distances, and geometries to provide a broad
overview of the configurational space. Each EOS was con-
structed from eleven data points. The rock salt structure was
weighted most strongly during training as this represents the
preferred structure of MgO at ambient conditions.[43] Figure 3
compares the DFT reference EOS with the ReaxFF data, which
are in excellent agreement. In particular, the transitions from
rock salt to the hcp (22 Å3 to 24 Å3) and wurtzite (>24 Å3)
structures in the high volume region are well reproduced. The
EOS for cesium chloride and rock salt exhibit a significant
flattening in the ReaxFF method in general (Figure 3a) due to
the exponentially decreasing bond order at long bond lengths.
However, since the affected structures constitute high energy
phases that are not sampled in simulations of MgO at ambient

Table 4. Adsorption energies Ead of a Mg adatom on Mg(0001), Mg(101̄0)A,
and Mg(101̄1) calculated with ReaxFF and DFT using Equation (7).

Surface Adsorption site Ead [eV]
ReaxFF DFT[38]

Mg(0001) fcc � 0.80 � 0.58
hcp � 0.80 � 0.56
bridge[a] � 0.79 � 0.56
ontop[a] � 0.57 � 0.45

Mg(101̄0)A ontop-bottom � 1.06 � 1.00
bidge-bottom[a] � 1.05 � 0.97
ontop-up[a] � 0.35 � 0.46
bridge-up[a] � 0.58 � 0.58

Mg(101̄1) hollow � 1.03 � 0.97

[a] Site not stable, relaxation of the adatoms was constrained in the x and
y direction.

Figure 2. Overview and schematic representation of trained terrace self-
diffusion processes on a) Mg(0001), b) Mg(101̄0)A, and c) Mg(101̄1). Green
atoms mark the initial, while red atoms mark the final position. The label Ex.
marks the exchanged surface atom. Reproduced from Ref. [38] Copyright
(2022), with permission from Wiley-VCH.

Table 5. Activation energies Ea calculated with ReaxFF and DFT using Equation (8) for forward and backward terrace self-diffusion processes on Mg(0001),
Mg(101̄0)A, and Mg(101̄1).[38]

Surface Pathway Efor
a [eV] DEfor

a

�
�

�
� [eV] Erev

a [eV] DEfor
a

�
�

�
� [eV]

ReaxFF DFT[38] ReaxFF DFT[38]

Mg(0001) fcc0

$hcp1 0.01 0.02 0.01 0.01 0.01 0.00
fcc0

$hcp2 (Ex.) 1.20 0.74 0.46 1.19 0.72 0.47
Mg(101̄0)A ob0

$ob1 0.02 0.02 0.00 0.02 0.02 0.00
ob0

$ob2 0.49 0.42 0.07 0.49 0.42 0.07
ob0

$ob2 (Ex.) 0.78 0.46 0.32 0.78 0.46 0.32
Mg(101̄1) h0

$h1 0.39 0.30 0.09 0.39 0.30 0.09
h0

$h1 (Ex.) 1.00 0.59 0.41 1.00 0.59 0.41
h0

$h2 0.41 0.42 0.01 0.41 0.42 0.01
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conditions, the impact of this methodological limitation on the
intended scope of simulations with the trained force field is
deemed negligible. The corresponding indicator, the heat of
formation ~fH [Eq. (4)], is reproduced for all structures with a
relative error smaller than 10% as shown in Table 6. The rock

salt structure is calculated to give the lowest heat of formation
with � 5.49 eV with the trained force field compared to
� 5.57 eV in DFT. Furthermore, the relative stability sequence of
all crystal phases is correctly reproduced as well.

We incorporated the vacancy energy Ev [Eq. (5)] of an
oxygen atom in the rock salt bulk structure with a low
weighting in the force field training to use it as a validation
measure for the obtained bonding, off-diagonal, and valance
parameters. The vacancy energy calculated with the force field
equals � 6.82 eV and deviates very slightly from the DFT
reference (� 6.71 eV). The lattice constants and bulk moduli
were only indirectly included in the force field training via the
volume-energy data points. In particular, the lattice constants
deviate from the DFT values by at most 0.02 Å for the rock salt,
wurtzite, zincblende, and hcp structures. The bulk modulus for
the energetically favored rock salt structure is best described
with less than 2% error, while the other structures (wurtzite,
zincblende, hcp) deviate around 5% to 12%. The cesium
chloride structure, which is energetically unfavorable at am-
bient conditions, shows the largest deviation from the DFT
reference data but constitutes the only experimentally con-
firmed structure, along with the rock salt phase.[43] However, the
transition occurs at an extremely high pressure of 0.36 TPa.

Surface energy results γ were trained only for the stoichio-
metric surfaces MgO(100) and Mg(110), since it is difficult to
calculate the surface energy for the non-stoichiometric surface
MgO(111) (cf. Table 7). Either the stoichiometric structure has
different terminations (oxygen-rich on the one side, magnesi-
um-rich on the other side), or it is impossible to reference the
symmetric structure against the bulk energy. Reuter and
Scheffler stated in this context that “in a purely electrostatic
model in which all oxygen ions would be in their bulk formal
oxidation state, polar surfaces would be charged and should
thus exhibit an infinite surface energy”.[46] The surface energy
results for MgO(100) and MgO(110) were calculated using
Equation (6) and are shown in Table 7.

While the trained force field underestimates the DFT surface
energy in case of all Mg surfaces, both MgO surfaces are
overestimated as shown in Table 7. On the other hand, the
experimental surface energy (64.9 meVÅ� 2) for MgO(100) at 0 K
lies in between the values determined with ReaxFF
(71.4 meVÅ� 2) and DFT (55.5 meVÅ� 2), respectively.[47]

Figure 3. Equations of state (EOS) for MgO crystal phases calculated with a)
the trained ReaxFF force field and b) DFT

Table 6. Lattice constants a0 and c0, bulk moduli B0, heats of formation ~fH and oxygen vacancy energies Ev for the MgO crystal phases rock salt, wurtzite,
zincblende, hcp, and cesium chloride determined in ReaxFF and DFT. ~fH and Ev were calculated using Equations (4) and (5). The experimental constants for
the rock salt structure were adopted from Refs. [44] and [45].

Structure Method a0 [Å] c0 [Å] B0 [GPa] ~fH [eV] Ev [eV]

rock salt – Fm3̄m ReaxFF 4.26 157.5 � 5.49 � 6.82
DFT 4.25 154.6 � 5.57 � 6.71
experiment[44,45] 4.21 155.0 � 6.24

wurtzite – P 63mc ReaxFF 3.33 5.13 103.6 � 5.34
DFT 3.31 5.11 117.4 � 5.43

zincblende – F 4̄3m ReaxFF 4.60 122.4 � 5.23
DFT 4.61 117.4 � 5.36

hcp – P 63/mmc ReaxFF 3.52 4.23 116.3 � 5.48
DFT 3.52 4.23 128.0 � 5.50

cesium chloride – Pm3̄m ReaxFF 2.59 210.4 � 3.68
DFT 2.65 142.2 � 4.06
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In addition to bulk and surface energies for MgO, we trained
oxygen adsorption energies for the surfaces Mg(0001), Mg-
(101̄0)A, and Mg(101̄1) to diversify the training data for the Mg/
O parameters. Schematic illustrations of the adsorption sites are
shown in Figure S6 and a comparison of the oxygen adsorption
energy results obtained with ReaxFF and DFT is summarized in
Table 8.

According to DFT, the tetrahedral position tet-1 between
the first and second surface layer is the most stable adsorption
site on Mg(0001), which is in agreement with the results of
Francis and Taylor.[49] However, our adsorption energy of
� 4.42 eV is significantly less exothermic (vs. � 7.69 eV[49]), which
is due to the group’s chosen oxygen reference, a single oxygen
atom in the gas phase, while we use half of the energy of an O2

molecule. In agreement with Francis and Taylor, we find that
hcp adsorption sites are unstable in DFT; an atom placed there
relaxes, in the case of Mg(0001), to the tet-1 position. With the
trained ReaxFF force field, the hcp sites are stable but, similar to
fcc sites, the corresponding adsorption energy is less exother-
mic compared to the tet-1 site with � 4.02 eV and � 4.01 eV for
Mg(0001), respectively. A potential reason for the decreased
adsorption energy could be the smaller coordination number.

While four magnesium atoms surround the oxygen atom for
the tetrahedral (tet) positions, there are only three surrounding
atoms present for the fcc and hcp sites. The tet-3 site on
Mg(0001) was identified as a meta-stable position with an
energy of � 3.79 eV in DFT but is calculated to be unstable with
the force field. The most stable adsorption positions calculated
with the force field are octahedral (oct) sites coordinated by six
Mg atoms with � 4.64 eV on Mg(0001), � 4.69 eV on Mg(101̄0)A,
and � 4.62 eV on Mg(101̄1), while DFT predicts this site to be
less stable compared to tet sites. During training, it became
clear that a trade-off would be required between the accurate
description of the relative stability sequences of the adsorption
sites and that of the bulk phases. If we assigned a higher weight
to the adsorption energy values, the Mg� O� Mg equilibrium
angle changed in tandem, which in the most extreme case
caused the wurtzite structure to be more stable than the rock
salt phase. We ultimately decided to constrain the Mg� O� Mg
equilibrium angle at 180°, thereby placing more weight on the
accurate reproduction of the bulk phases.

Furthermore, we trained the thermodynamic stability of
subsurface (sub) adsorption positions between the second and
third surface layers on Mg(0001). While in DFT, the tet positions
in deeper surface layers become thermodynamically less stable
(� 4.26 eV/� 4.28 eV vs. � 4.42 eV/� 4.30 eV), the opposite trend
is calculated with the force field (� 4.44 eV/� 4.45 eV vs.
� 4.36 eV/� 4.33 eV). With the force field, the sub-oct position
shows nearly the same adsorption energy (� 4.66 eV) compared
to an adsorption site just below the surface (� 4.64 eV). In the
DFT reference data, the site further away from the surface is
more stable (� 4.05 eV vs. � 3.92 eV). In summary, DFT calcu-
lations suggest that on Mg(0001), the adsorption sites in
between the first and second surface layers are the most stable.
With the trained force field, diffusion to deeper layers is
calculated to be more favorable from a thermodynamic point of
view.

Finally, the activation barriers calculated using Equation (8)
for the diffusion process between the oct adsorption site and
its subsurface equivalent sub-oct on Mg(0001) were part of the
training set (Figure 4). According to our DFT calculations, an
oxygen atom must overcome a barrier of 0.68 eV to diffuse
from an oct position to a subsurface site and 0.81 eV to diffuse
back. The corresponding barriers in ReaxFF are 0.71 eV and
0.73 eV and thus agree well. We calculated additional oxygen

Table 7. Calculated [Eq. (6)] and experimental surface energies γ of
MgO(100) and Mg(110).

Surface Method γ [meVÅ� 2]

MgO(100) ReaxFF 71.4
DFT 55.5
experiment 64.9[a]; 71.8[b]

MgO(110) ReaxFF 117.7
DFT 135.0

[a] At 0 K.[47] [b] At 298 K.[48]

Table 8. Oxygen adsorption energies Ead on Mg(0001), Mg(101̄0)A, and
Mg(101̄1) calculated with ReaxFF and DFT using Equation (7).

Surface Adsorption site Ead [eV]
ReaxFF DFT

Mg(0001) fcc � 4.01 � 4.03
hcp � 4.02 –
tet-1 � 4.36 � 4.42
tet-2 � 4.33 � 4.30
tet-3[a] – � 3.79
oct � 4.64 � 3.92
sub-tet-1 � 4.44 � 4.26
sub-tet-2 � 4.45 � 4.28
sub-oct � 4.66 � 4.05

Mg(101̄0)A fcc � 4.04 � 4.07
hcp � 3.96 –
tet � 4.53 � 4.43
bdg – � 4.14
oct � 4.69 � 4.09

Mg(101̄1) fcc � 3.93 � 4.21
hcp � 3.94 –
tet-1 � 4.45 � 4.31
tet-2 � 4.36 � 4.20
tet-3 � 4.46 � 4.34
tet-4[a] – � 3.90
oct � 4.62 � 3.94
hlw � 4.44 � 4.25

[a] Adsorption site is metastable.
Figure 4. Comparison of the diffusion pathway from the oct to the subsur-
face oct site on Mg(0001) calculated with DFT and ReaxFF.
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diffusion barriers for Mg(0001), Mg(101̄0)A, and Mg(101̄1) to
validate the obtained parameters, which were not part of the
training set. The performance of these diffusion processes is
discussed in the Supporting Information (Figures S7, S8, and S9;
Tables S3, S4, and S5.

Grand-canonical Monte Carlo simulations of
the oxidation of a magnesium nanoparticle

As initial test cases we applied the trained Mg/O potential in
two subsequent GCMC simulations to investigate the thermody-
namic oxidation behavior of a Mg nanoparticle. Therefore, we
started with a clean, equilibrium-shaped Mg978 nanoparticle and
inserted in the first GCMC simulation oxygen atoms up to an O/
Mg ratio of 1.0. As shown in Figure 5, oxygen is mainly inserted
at the particle’s surface during early stages of the simulation.
Note that especially oct sites are populated first and that the
surface starts to reshape into the rock salt structure. Upon
reaching an O/Mg ratio of 1.0, the particle is not yet fully
oxidized to the core – as shown in the cross-section of the
particle images in Figure 5 – but a series of non-dissociated O2

molecules is adsorbed on the surface. As the simulation
continues, the surface is covered with more and more O2

molecules but complete oxidation to the core was not achieved
even after 10000 iterations (see Figure S10). Thus, to accelerate
the process, we decided to perform a second GCMC simulation,
using a nanoparticle with an O/Mg ratio of 1.0 as the input
structure from the first GCMC simulation. In 20000 additional
iterations, we allowed only O-move steps but prohibited further
oxygen atoms from being inserted or removed. As a result, now
oxygen diffusion processes lead to oxidation of the particle’s

core. The final structure contains many patterns of the rock salt
structure, which spread out in different spatial directions.
Furthermore, grain boundaries are formed that make the
particle appear amorphous. In summary, we show that a
magnesium particle generated from Wulff construction oxidizes
first at the surface oct sites from a thermodynamic point of
view. Further oxygen adsorption is also thermodynamically
favored despite the formed surface oxide layers. The fully
oxidized particle exhibits an amorphous structure with rock salt
structure elements but many grain boundaries.

Molecular dynamics simulation of the
recrystallization of a magnesium oxide
nanoparticle

We subsequently carried out an MD simulation to recrystallize
the particle obtained from the GCMC simulations. To this end,
we performed a simulated thermal annealing procedure where
we first heated the particle to 2000 K at a rate of 80 Kps� 1,
maintained the temperature for 75 ps, and then slowly cooled
the system down to 1 K at a rate of 16 Kps� 1, as shown in
Figure 6. The maximum temperature of 2000 K allowed for
ample but non-destructive mobility of atoms in the particle. At
even higher temperatures, within the simulation time evapo-
ration of small MgO clusters (about ten atoms) was observed
and the nanoparticle became unstable. The recrystallization
process took place between 25 ps and 100 ps at 2000 K, which
is signified by a decrease of the relative energy in Figure 6.
While the kinetic energy of the system remains constant in this
range (temperature =̂kinetic energy), the potential energy
decreases due to the rearrangement process. The final structure

Figure 5. Grand-canonical Monte Carlo simulation showing the oxidation of an equilibrium-shaped Mg978 nanoparticle at 300 K and 0.21 atm first up to and
then at an O/Mg ratio of 1.0. Oxidation first occurs on the surface oct sites and subsequently penetrates the particle’s core.
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of the MgO particle becomes visible after the cooling phase is
completed. The particle has assumed rock salt structure and the
initially round particle now has a cubic shape. In simulations
with smaller periods than 75 ps at 2000 K, the recrystallization
process was not yet complete and grain boundaries were
present in the particle, even though the rock salt phase was
already clearly apparent.

Molecular dynamics simulation of the
passivation of the magnesium anode

Contact of the Mg anode with oxygen impurities, traces of
water, or decomposition products of the electrolyte results in
an interface layer impermeable to Mg cations, leading to
battery failure.[9] To investigate the initial steps of Mg anode
passivation, we performed MD simulations of Mg(0001), Mg-
(101̄0)A, and Mg(101̄1) surfaces in contact with an oxygen
atmosphere. A weakly coupled Nosé-Hoover (NHC) thermostat
set to 300 K was applied only to the ten innermost layers of the
Mg slab to avoid quenching of surface reactions and to prevent
surface melting which would otherwise have to be compen-
sated by adding an inefficiently large number of surface layers.
For Mg(0001), the energy evolution, average temperature in the
simulation box, and snapshots at distinct time points are shown
in Figure 7. Analogous results for Mg(101̄0)A and Mg(101̄1) are
presented in the Supporting Information (Figures S11 and S12).
Since the average temperature inside the cell is insufficient to
understand the processes taking place at the surface, we
divided the z-axis into 500 equally sized sections and calculated
the temperature of all atoms inside the corresponding box. In
this way, we obtained a temperature profile along the z-axis to
calculate the surface temperature Tsurf. This compartmentaliza-
tion also allowed us to analyze the individual temperature
profiles of the oxygen atmosphere, the Mg/O interface, and
bulk magnesium (Figures S14, S15, and S16).

The first oxygen molecules hitting the metal surface
instantaneously dissociate and heat the surface to several
1000 K within the first 0.1 ns. On Mg(0001), the high temper-
ature causes short-term detachment of individual MgO clusters,
which later readsorb on the surface. In addition, the elevated
temperature causes high mobility at the interface, leading to
surface recrystallization into the rock salt structure. However,

Figure 6. NVT simulation showing the recrystallization of an amorphous Mg
nanoparticle into the rock salt structure by simulated thermal annealing at
2000 K.

Figure 7. NVT simulation of the oxidation behavior of Mg(0001) at 300 K and an O2 partial pressure 10 atm. Upon contact of the first O2 molecules, the surface
heats to several 1000 K. The high temperature fosters the formation of a rock salt interphase structure on top of the Mg anode. The maximum surface
temperature Tsurf,max was determined from the temperature profiles in Figure S14.
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the structures observed in this simulation are significantly more
disordered compared to the recrystallized MgO particle (Fig-
ure 7), showing a multitude of grain boundaries connecting
several rock salt phase domains. The peak of the average
temperature is reached at about 0.4 ns. From this point on, the
thermostat extracts kinetic energy at a higher rate than the rate
at which MgO formation releases energy. Nevertheless, the
temperature at the surface of Tsurf,max=985 K remains signifi-
cantly higher than in the bulk phase of the cell (Figure S14). At
about 0.75 ns, equilibrium is reached, and MgO formation at
the interface is complete, as underlined by molecular composi-
tion analysis (Figure S13). The number of intact O2 molecules in
the atmosphere or adsorbed on the surface remains constant,
which is also true for O-atoms bound in the MgO boundary
phase. Similar trends as for Mg(0001) are also observed in
simulations with Mg(101̄0)A and Mg(101̄1) surfaces in contact
with oxygen; in fact, we found these surfaces to be even more
reactive. The relative energy decreases the most for Mg(101̄0)A
surface model and the oxidation penetrates the deepest, likely
due to the more open surface structure. Over the course of
oxidation, the average temperature reaches the highest values
for Mg(101̄0)A and remains on a plateau for the longest time
before decreasing again (Figure S15). Similarly, molecular
composition analysis in Figure S13 shows that on Mg(101̄0)A,
most O2 molecules were decomposed and bound in the MgO
phase, followed by Mg(101̄1) and finally Mg(0001) (Figure S13).
This trend aligns with the relative surface energies, where
Mg(101̄0)A and Mg(101̄1) surfaces are less stable than Mg(0001)
(see Table 2).

Fournier et al. experimentally studied the oxidation of
magnesium by exposing Mg to a pure oxygen atmosphere at
20 kPa and determined an MgO layer thickness of 260 Å at
300 K (170 Å at 150 K) for a 15 min exposure time.[29] A
simulation over such a long time is currently impossible with
the ReaxFF method. Our simulation covers the first nanosecond
and describes the initial contact of O2 with the Mg surface. The
thickness of the MgO resulting from our simulations constitute
about one-tenth of the overall surface thickness (Mg(0001)�
20 Å, Mg(101̄0)A�25 Å, Mg(101̄1)�21 Å). Larger oxide layer
thickness could likely be observed by using significantly more
surface layers, and by turning off the thermostat which damp-
ens oxygen mobility increasingly the deeper that oxygen atoms
penetrate into the slab. Fournier et al. also suggested that the
surface oxide growth at 300 K follows an inverse logarithmic
law. This is consistent with our observations that after initial
contact, the surface is heated to such an extent that oxidation
to deeper layers is facilitated. However, once the first oxide
layer is formed and the surface temperature has normalized,
diffusion of oxygen bound in the MgO interphase into deeper
surface layers is likely the rate-determining step.[32]

Conclusion

In this work, we developed a reactive force field description for
Mg/O systems for the ReaxFF framework. Magnesium-magne-
sium interactions were obtained using the KVIK optimization

routine designed explicitly for metallic systems, while magne-
sium-oxygen interactions were trained using the successive
one-parameter parabolic interpolation (SOPPI) optimizer. As a
result, the force field can reliably reproduce the bulk, surface,
adsorption, and diffusion properties of both metallic Mg and
the MgO salt.

We first showed in a GCMC simulation that, from a
thermodynamic point of view, a Mg nanoparticle (here 978
atoms) is first oxidized at surface oct sites. The structure
obtained at the end of the simulation is mostly amorphous with
individual domains showing rock salt ordering, separated by
grain boundaries. For complete transformation to the rock salt
structure, the particle must be heated to 2000 K in an MD
simulation for at least 75 ps. If the thermal annealing is
performed at too low temperatures or the system is cooled
down too quickly, grain boundaries remain visible.

We further showed the effects of oxygen impurities on Mg
surfaces. We demonstrated that O2 immediately dissociates
upon first contact with the Mg surface, heating the surface to
several 1000 K. The high temperature catalyzes further oxida-
tion and causes the formation of rock salt phases separated by
grain boundaries. Among the Mg surfaces, Mg(1010)A is the
most reactive, forming an MgO layer with a thickness of up to
25 Å.

The future goal is to extend the presented force field by
Mg/H and Mg/C parameters to obtain a full magnesium
electrolyte description to model the initial steps of SEI
formation in Mg batteries. For the moment, our trained force
field offers the opportunity to study the passivation and
oxidation of metallic Mg in more detail or to investigate the
ongoing reactions in Mg-air batteries.[50–52]

Computational Details

The ReaxFF reactive force field method

ReaxFF is a reactive force field method introduced by van Duin
et al. that can model bond breakages and formations without
explicitly describing the system’s electronic structure.[53,54] To this
end, ReaxFF employs an empirical approach that first translates the
inter-atomic distance across all atoms into a continuous bond-order
function BOij, which is further divided into σ (BOs

ij ), π (BOp
ij ), and ππ (

BOpp
ij ) bond contributions [Eq. (1)]. The continuity of the function

provides constant differentiability of the energy landscape, which is
necessary to calculate the forces acting on the atoms. Thus, ReaxFF
enables to accurately describe bond transitions and long-distance
covalent interactions which are necessary to account for transition
states and reaction barriers.[55] The bond-order formalism is defined
as:

BOij ¼ BOs
ij þ BOp

ij þ BOpp
ij

¼ exp pbo1
rij
rs
0

� �pbo2
� �

þ exp pbo3
rij
rp
0

� �pbo4
� �

þexp pbo5
rij
rpp
0

� �pbo6
� �

(1)
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where BOij is the total bond-order between two atoms i and j, rij is
the inter-atomic distance, r0 are the equilibrium bond distances of
the s; p; and pp bonds, and pbo1 to pbo6 are empirical parameters.
Thereupon, the system’s total energy Esystem is calculated using
Equation (2), which is composed of several bond-order dependent
energy terms like the binding energy Ebond, three-body angular Eangle

and four-body torsional energy Etors, and penalty energy terms for
over Eover and under coordination Eunder. Non-bond-order dependent
energy terms are the electrostatic Coulomb energy ECoulomb and the
dispersive van der Waals interactions EvdWaals:

Esystem ¼ Ebond þ Eangle þ Etors þ Eover þ Eunder

þEvdWaals þ ECoulomb þ Especific
(2)

The last energy term Especific summarizes energy contributions that
were not relevant to our force field, such as hydrogen bonding or
the energy correction in conjugated systems. For a detailed
description of the energy terms, we refer to the Supporting
Information in the work of Chenoweth et al.[54] To calculate the
non-bond-order dependent Coulomb energy, we applied the polar-
izable charge approach electron equilibration method (EEM)
developed by Mortier et al., which provides a good description of
metallic systems.[56] Moreover, we do not consider compressed
systems in which EEM can lead to unrealistically high Coulomb
attractions.[53]

ReaxFF force field training

The training set for the Mg/Mg and Mg/O parameters was entirely
composed of quantum chemical calculations. The Mg/Mg parame-
ters were trained against data from our previous publication,[38]

while the Mg/O training data is presented in this work. The O/O
parameters were adapted from the battery electrolyte force field
from Hossain et al.[27] The Mg/Mg parameters were trained using
the KVIK optimization routine, which was developed in particular
for fast and accurate training of metal ReaxFF force fields.[22] After
each optimization cycle, all structures are rescaled with the optimal
lattice constant. Otherwise, stresses in the unit cell can significantly
affect adsorption energy results or diffusion barriers as Stottmeister
and Groß showed. [57] The Mg/O parameters, on the other hand,
were trained with the classical successive one-parameter parabolic
interpolation (SOPPI).[58] In general, every optimizer has strengths
and weaknesses with no guarantee of getting to the global
minimum on the first try.[59] Instead, the training process involves
many consecutive training cycles, in which the weighting of the
training data is continuously adjusted.

The cohesive energies Ecoh for the following Mg crystal phases hcp,
fcc, bcc, a15, and sc were calculated by Equation (3):

Ecoh ¼ �
1
N

Ebulk
Mg � N � Eatom

Mg

� �

(3)

where Ebulk
Mg is the energy of the Mg bulk crystal structure, Eatom

Mg is
the energy of an isolated Mg atom and N is the amount of Mg
atoms in the corresponding bulk unit cell.

In contrast, the heats of formation ~fH for the MgO crystal phases
rock salt, wurtzite, zincblende, cesium chloride, and hcp were
obtained as follows:

Df H ¼
1
N Ebulk

MgO � N � Ebulk
Mg;hcp �

N
2 Egas

O2
� EZPE

O2

� �� �

(4)

where Ebulk
MgO is the bulk energy of the MgO crystal phase, Ebulk

Mg;hcpis the
bulk energy of hcp Mg per Mg atom, Egas

O2
is the gas-phase energy of

one oxygen molecule, EZPE
O2

is the vibrational zero point energy
within the harmonic normal approximation, and N is the amount of
MgO fragments within the MgO crystal phase.

The bulk modulus was obtained with the jellium equation of
state[60,61] and the vacancy energy Ev was calculated in a (2×2×2)
MgO rock salt unit cell with the following equation:

Ev ¼ Ebulk
MgOð Þ32

� Ebulk
Mg32O31

�
Egas
O2

2
(5)

where Ebulk
MgOð Þ32

is the bulk energy of the rock salt structure, Ebulk
Mg32O31

is
the bulk energy of the rock salt structure with one missing oxygen
atom and Egas

O2
is the gas-phase energy of one oxygen molecule.

The surface energy γ was determined as shown below:

g ¼
1
2A Eslab � N � Ebulk
� �

(6)

where Eslab is the energy of the surface slab, Ebulk is the bulk energy
per Mg atom/MgO fragment, N is the amount of Mg atoms/MgO
fragments in the slab, and A is the surface slab area. The area A has
to be multiplied by two because of the symmetric slab config-
uration. The Wulff construction[40] and the area fractions were
obtained using the Python package WulffPack.[41]

The adsorption energies Ead were calculated by subtracting the
energy of the slab Eslab and the adsorbate Eadsorbate from the energy
of the relaxed structure Etot containing the slab and the adsorbate.
For a magnesium adsorbate, Eadsorbate equaled the energy of an
isolated Mg atom Eatom and for an oxygen adsorbate Eadsorbate

corresponded to half of the energy of an O2 molecule
Egas
O2

2 :

Ead ¼ Etot� Eslab� Eadsorbate (7)

The activation energy Efor=rev
a equaled the energy difference

between a stable adsorption position EIS/FS and the transition state
energy ETS of a diffusion process from (forward or to (reverse) this
position:

Efor=rev
a ¼ ETS � EIS=FS (8)

DFT calculations

All first principles calculations to obtain the training set for the
parameterization of the Mg/O parameters were performed with the
periodic plane-wave DFT code Vienna ab initio simulation package
(VASP).[62,63] The description of the core electrons was carried out
using the projector augmented wave (PAW) method where the
Mg2s and O2s4p electrons were considered as valence
electrons.[64,65] The exchange and correlation energy was described
using the Perdew, Burke, and Enzerhof (PBE) functional following
the generalized gradient approximation (GGA) approach.[66] After a
detailed convergence study, we chose the cutoff energy to be
500 eV (Figure S1a) and the k-points sampling using a gamma-
centered mesh (due to the hexagonal symmetry of hcp Mg) with a
minimum grid density of 0.14 Å� 1 (Figure S1b). We also ensured
that the number of k-points in one direction was always rounded
up to the next odd integer. To provide consistency with the Mg/Mg
training set, we used Gaussian smearing with a width of 0.1 eV for
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the one-electron states as we did for metallic magnesium.[38] The
convergence criterion for the electronic self-consistent field (SCF)
was set to a maximum energy difference of 1×10� 5 eV between
two consecutive minimization cycles, and the norms of all forces
had to be less than 1×10� 3 eVÅ� 1. Surface energy results were
calculated using (1×1) cells with a minimum thickness of 20 Å and
an equally large vacuum region. Oxygen adsorption energy results
and diffusion barriers were calculated on (4×4) Mg(0001), (4×2)
Mg(101̄0)A, and (4×2) Mg(101̄1) periodic surface models with six
surface layers where the coordinates of the lowest two layers were
constrained to simulate bulk behavior. To find the transition state,
we applied the climbing image nudged elastic band (CI-NEB)
method as implemented in the transition state tools for VASP
(VTST) package.[67,68] Here, we used five images to represent the
minimum energy path (MEP), each separated by a spring constant
of 5.0 eVÅ� 2. We used the image-dependent pair potential (IDPP) as
the initial estimate for the MEP to achieve faster convergence.[69,70]

To confirm stable adsorption positions and transition states, we
determined the vibrational frequencies of the diffusing atom and
its nearest neighbor atoms along the diffusion path. Stable
adsorption sites were required to have no imaginary frequency
while transition states must have exactly one imaginary frequency
due to a maximum in the potential energy surface in one direction.
To calculate harmonic normal modes, we used the dynamical
matrix method from the VTST package where the respective atoms
were displaced by 0.001 Å in each direction. To this end, we
increased the electronic and ionic convergence criteria to 1×
10� 8 eV and 1×10� 8 eVÅ� 1, respectively.

ReaxFF grand-canonical Monte Carlo simulations

We used the GCMC algorithm implemented in the AMS driver
program,[71] originally developed by Senftle et al. as an extension
for standalone ReaxFF.[72] In a TVμONMg ensemble, the algorithm
randomly decides whether an oxygen atom should be (1) inserted,
(2) removed, or (3) displaced in the system. The coordinates for the
insertion and displacement steps are chosen randomly. The
algorithm places atoms further than 1.85 Å to the nearest atom to
prevent a Coulomb collapse (excessive Coulomb attraction) but
closer than 3.0 Å to achieve faster convergence. Subsequently, the
system’s geometry is relaxed until the norms of all forces were less
than 0.1 eVÅ� 1 or the maximum number of steps (1000) was
reached.[73] Finally, the probabilities from Equations (9), (10), and
(11) decided whether the executed Monte Carlo (MC) step is
accepted or rejected:

paccept
insert ¼ min 1;

V
L3 Nþ 1ð Þ

� exp � b E2 � E1 � mO T; Pð Þ½ �ð Þ

� �

(9)

paccept
remove ¼ min 1;

NL3

V � exp � b E2 � E1 þ mO T; Pð Þ½ �ð Þ

� �

(10)

paccept
displace ¼ min 1; exp � b E2 � E1½ �ð Þ½ � (11)

In Equations (9), (10), and (11), N is equal to the the number of
exchangeable particles in the system before the MC move, V is the
volume of the system, Λ corresponds to the thermal de Brogli
wavelength of the exchanged particle, β equals the Boltzmann
factor (β=1/kBT), and E1 and E2 are the potential energy values of
the system before and after the MC move. The chemical potential
of the single oxygen atom is set to be μO=3.13 eV and was
calculated under ambient conditions at 300 K and 0.21 atm using
Equation (12):

mO T; Pð Þ ¼
1
2

mO2 ;exp T; P0ð Þ þ kbTln
P
P0

� �� �

� EO2 ;diss (12)

which is half the experimental chemical potential of an O2 molecule
minus its zero-Kelvin bond dissociation energy EO2 ;diss. The exper-
imental oxygen chemical potential was determined via the
Showmate equation using parameters from the thermochemical
tables of the NIST-JANAF.[74] The bond dissociation energy of the O2

molecule (EO2 ;diss =5.59 eV) was calculated using ReaxFF.

The input structure of the Mg nanoparticle was obtained using the
Python package WulffPack.[41] The surface energies calculated with
ReaxFF presented in Table 2 served as input to generate a 978
atom-sized particle in a 100 Å×100 Å×100 Å simulation box.

ReaxFF molecular dynamics simulations

MD simulations were performed within the AMS driver program[71]

using the Velocity-Verlet algorithm with a time step of 0.25 fs.[75]

The geometry of the system was optimized before each MD
simulation until the norms of all forces on all atoms were below
0.1 eVÅ� 1 to avoid simulation artifacts due to high-energy starting
configurations.

We performed the recrystallization of the MgO particle in an NVT
ensemble using a NHC thermostat with a time constant τ of 100 fs.
The initial geometry corresponded to the MgO particle obtained by
the GCMC simulations, shown in the blue box in Figure 5.
Simulations of the Mg anode used (16×16) Mg(0001), (16×8)
Mg(101̄0)A and (16×8) Mg(101̄1) periodic surface model systems
with 60 layers for 1 ns (=̂4000000 iterations with 0.25 fs time step).
On each side of the surface slab was a vacuum of 2000 Å thickness
filled with 5504 O2 molecules whose atomic configurations were
generated using the PACKMOL software.[76] We calculated the
number of O2 molecules using the ideal gas law at 300 K at ten
times atmospheric pressure (10 atm). The initial velocities of all
atoms followed a Maxwell-Boltzmann distribution for 300 K.
Furthermore, we applied a weakly coupled NHC thermostat (τ=

1000 fs) to the ten innermost Mg layers at 300 K to provide a heat
sink for the reaction heat generated at the surface. The choice to
use a heat sink region constitutes a compromise: in simulations
without a thermostat, the Mg surface heated far beyond its melting
temperature due to the strongly exothermic oxidation reaction
taking place and evaporation was observed. The number of surface
layers required to serve as a heat sink to compensate for this effect
is computationally inefficient. In contrast, applying the thermostat
to all atoms quenches the surface reactions altogether. With the
thermostat layer used here, the surface heats up to several 1000 K
for a short time upon first contact of the bare Mg surface with
oxygen but the surface remains intact. An illustration of the cell
setup and the simulation settings used are given in Figure S2.
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Mg anode passivation: In this work,
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scale simulations of Mg/O systems.
Furthermore, deep insights into the
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provided by investigating the
reaction processes of the Mg anode
in an O2 atmosphere.
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