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ON THE TRACE EMBEDDING AND ITS APPLICATIONS TO

EVOLUTION EQUATIONS

ANTONIO AGRESTI, NICK LINDEMULDER, AND MARK VERAAR

Abstract. In this paper we consider traces at initial times for functions with
mixed time-space smoothness. Such results are often needed in the theory
of evolution equations. Our result extends and unifies many previous results.
Our main improvement is that we can allow general interpolation couples.
The abstract results are applied to regularity problems for fractional evolution
equations and stochastic evolution equation, where uniform trace estimates on
the half-line are shown.

1. Introduction

In the theory of evolution equations one often needs to describe the precise
regularity of the trace of u at t = 0, where u is a function which has mixed fractional
smoothness in time and space. Parabolic regularity usually implies that u is in

(1.1) As,p(R+;X0) ∩ L
p(R+;X1),

where As,p = W s,p is the Sobolev–Slobodetskii space, or A = Hs,p is the Bessel
potential space, orAs,p = F s

p,q is the Triebel-Lizorkin space, and s > 1/p. Typically,
X0 = Lq and X1 is some Sobolev–Slobodetskii space as well. In the case s ∈ N is
an integer, and A is a Sobolev space, then the precise regularity is well-understood
and related to the so-called trace method for real interpolation due to J.L. Lions
(see [53] for a detailed account and references).

For s ∈ (0,∞) \ N, the situation is more delicate and much less is known. This
case occurs naturally in:

(a) Evolution equations of Volterra type;
(b) Stochastic evolution equations driven by Brownian noise.

In (a) the smoothness in time is fractional because of the fractional order time
derivative in the equations. In (b) the smoothness in time is fractional because
Brownian motion is only Cα-regular for all α ∈ [0, 1/2). These two examples will
be discussed in more detail in Section 6.

Fractional smoothness also occurs when dealing with inhomogeneous boundary
value problems. We illustrate this with a simple but nontrivial heat equation. On
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the time intervals J = (0, T ) and the half space Rd
+ = (0,∞)× Rd−1 consider





∂tu−∆u = 0, on J × Rd
+;

u = g, on J × Rd−1;
u = 0, on {0} × Rd

+.

Typically one wants to characterize when

(1.2) u ∈ W 1,p(J ;Lp(Rd
+)) ∩ L

p(J ;W 2,p(Rd
+)).

By classical parabolic regularity theory (see [11, 32]), the latter holds if and only if

g ∈ B :=W 1− 1
2p ,p(J ;Lp(Rd−1)) ∩ Lp(J ;W 2− 1

p ,p(Rd−1)),

and the compatibility conditions g = 0 holds at {0} × Rd−1 if p > 3/2 and no
condition is required if p < 3/2 (we avoid the case p = 3/2). The latter space
fits exactly in the setting (1.1). In order to prove the above characterization it
is important to characterize the trace space of B at t = 0, which is known to be

W 2− 3
p ,p(Rd−1). In case one wants Lq-integrability in space in (1.2), then the space

for g becomes more involved and Triebel-Lizorkin spaces are needed (see [11]).
Without any structured theory, the complexity of the spaces involved easily gets

out of hand for more difficult boundary value problems. We refer to [40] for the
application to the inhomogeneous Stefan problem with Gibbs-Thomson correction,
where many traces spaces need to be characterized for spaces of the form (1.1),
where often even three spaces are intersected. The same technique can be used to
include inhomogeneities in other equations of so called mixed order type. Details
on equations of mixed order type can be found in [12, 13].

After these motivations, we return to the general setting of the trace problem
for (1.1). There are actually two problems to be solved if one wants to characterize
the unknown trace space XTr0 . In the following Tr0u := u(0) and R+ := (0,∞).

Problem 1.1 (Trace problem). Let s > 0, p ∈ (1,∞), γ ≥ 0. Find XTr0 such that

(1) Tr0 : As,p(R+, t
γdt;X0)∩L

p(R+, t
γdt;X1) → XTr0 is well-defined and bounded;

(2) XTr0 is the smallest space for which (1) holds.

A sufficient condition for (2) is

(2)’ There exists a right inverse to Tr0.

In the Sobolev–Slobodetskii scale (A = W ) results about traces of spaces with
mixed order (fractional) smoothness can be found in [15] and extensions to weighted
spaces in [37, Theorem 4.2]. The case of Bessel-potential spaces (A = H) was
considered in special cases in [58, Theorem 3.6] under geometric restrictions on X0

and under the condition that X1 is the domain of an R-sectorial operator T . In the
paper [40] by Meyries and the third named author, it was shown that [15, 37, 58] can
be unified and geometric and R-sectoriality conditions can be omitted. However,
in [40] it is still assumed that X1 is domain of some sectorial operator T , and there
is an angle condition on the sectoriality of T , which is in terms of the smoothness
s.

In the current paper we will show that one can actually consider an arbitrary
interpolation couple (X0, X1), and this extends the boundedness part of [40], which
is an important step in the solution to Problem 1.1:
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Theorem 1.2. Let (X0, X1) be an interpolation couple of Banach spaces. Let
p ∈ (1,∞), γ ∈ (−1, p− 1), q ∈ [1,∞], and s > 0. Let As,p ∈ {Hs,p,W s,p, F s

p,q}.

Then for s > 1+γ
p the following mapping is bounded

Tr0 : As,p(R+, t
γdt;X0) ∩ L

p(R+, t
γdt;X1) → (X0, X1)1− 1+γ

sp ,p, Tr0u = u(0).

Moreover, if γ ∈ [0, p− 1), then As,p(R+, t
γdt;X0)∩L

p(R+, t
γdt;X1) continuously

embeds into

Cb

(
[0,∞); (X0, X1)1− 1+γ

sp ,p

)
if s >

1 + γ

p
,

Cb,γ/p

(
(0,∞); (X0, X1)1− 1

sp ,p

)
if s >

1

p
.

Here Cb([0,∞);X) and Cb,η((0,∞);X) denote the spaces of X-valued continu-
ous functions on [0,∞) and (0,∞) for which sup

t∈[0,∞)

‖u(t)‖X <∞ and sup
t>0

tη‖u(t)‖X <

∞, respectively.
The above result extends and unifies many of the previous mentioned results.

Moreover, consequences with homogeneous norms are derived in Sections 4.3 and
5. Optimality holds in many cases (see [40, Theorem 1.1]), but not in general. For
instance in the trivial case where X0 →֒ X1, the trace mapping is actually bounded
with values in the smallest space X0, which shows that optimality is a delicate
problem. Further results on this will be given in a subsequent paper.

Both casesHs,p andW s,p of Theorem 1.2 follow from the case F s
p,q. Indeed, these

spaces are sandwiched between the smallest case q = 1, and largest case q = ∞ of
F s
p,q (see (2.8) and (3.9) below), and the image space (X0, X1)θ,p is independent of
q. The result on the weighted continuous functions with values in (X0, X1)1− 1

sp ,p

does not appear elsewhere as far as we know. If γ > 0 this result provides extra
information on the regularity in space for t > 0. Theorem 1.2 is proved in Sections
4 and 5 where we even allow different p, q, and γ for both spaces in the intersection.

Theorem 1.2 shows that the angle conditions of [40, Corollary 4.7] are not needed
for the boundedness of the trace mapping. This angle condition led to restrictions
in [44, Section 5] which can now be omitted as will be explained in detail in Section
6. Another important aspect is that, unlike in the previous theory, we can allow
X1 to be the homogeneous domain of a sectorial operator. For instance our setting
allows to take X0 = Lq(Rd) and the homogeneous space X1 = Ẇm,q(Rd) which is
important for certain optimal regularity results for (non)linear evolution equation
(cf. [10] and references therein). In particular, we will state global estimates on R+

by using homogeneous function spaces, which would be impossible if one is limited
to the inhomogeneous setting. These things are demonstrated in Section 6.

Overview:

• In Section 2 we present some preliminaries on function spaces on Rd, and
on sectorial operators and functional calculus.

• In Section 3 we extend some well-known results to function spaces on the
half line.

• In Section 4 we prove the main boundedness result concerning the trace
operator.

• Section 5 we briefly discuss the consequence for Bessel potential spaces.
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• In Section 6 we show how Theorem 1.2 can be used to obtain a priori esti-
mates on infinite time intervals [0,∞) for Volterra equations and stochastic
evolution equations.

Notation. The following standard notations are used frequently in the paper N0 :=
N ∪ {0}, R+ = (0,∞), wγ(t) = tγ . The real interpolation space (X0, X1)θ,p for

θ ∈ (0, 1) and p ∈ [1,∞]. Dense and continuous embedding X
d
→֒ Y .

Bs
p,q Besov space, F s

p,q Triebel-Lizorkin space, Hs,p Bessel potential space,Wm,p

Sobolev space,W s,p Sobolev-Slobodetskii space. Difference seminorm [f ]F s
q,p(I,wγ ;X)

(see Remark 3.6). Trk0 is the trace mapping and is defined in Lemma 4.1. Cb,µ(R+;X)

see (4.23). Du = u′ and D̃u = −u′ see (3.5)-(3.6).
A h B means that there is a constant C > 0 such that C−1A ≤ B ≤ CA. Here

the constant C is typically only dependent of parameters which are clear in each
context.

2. Preliminaries

In this section we collect definitions and basic results for function spaces with
power weights.

Let S (Rd;X) denote the Schwartz functions with values in X with its usual
topology, and let S ′(Rd;X) = L (S (Rd), X) denote the X-valued tempered dis-
tributions. For Ω ⊆ Rd open, let D(Ω) = C∞

c (Ω) be the C∞-functions which
have compact support in Ω endowed with its usual topology, and let D ′(Ω;X) =
L (D(Ω), X) denote the X-valued distributions.

2.1. Real interpolation and the mean method. In this subsection we collect
basic facts on interpolation theory which will be needed in the paper. For an
exposition of the general theory see [6]. As usual, we say that (X0, X1) is an
interpolation couple of Banach spaces if X0 and X1 are Banach spaces and there
exists a topological Hausdorff space V , such that Xi →֒ V continuously for i ∈
{0, 1}.

Let (X0, X1) be an interpolation couple of Banach spaces. For the definition and
the basic properties of the real interpolation spaces (X0, X1)θ,p for θ ∈ (0, 1) and
p ∈ [1,∞], we refer to [6, 25, 53]. Recall that X0 ∩X1 →֒ (X0, X1)θ,p →֒ X0 +X1,
where the first embedding is dense if p < ∞. We will frequently use the following
reiteration result:

(2.1) ((X0, X1)θ0,p0 , (X0, X1)θ1,p1)α,p = (X0, X1)θ,p,

where p0, p1, p ∈ [1,∞], α, θ0, θ1 ∈ (0, 1) and θ = (1− α)θ0 + αθ1.
In this paper we will use the following alternative characterization of real inter-

polation spaces, which is a variant of the first mean method and can be found in
[53, Remark 2, p. 35].

Lemma 2.1. Let ξ0, ξ1 be real numbers such that ξ0ξ1 < 0 and 1 ≤ p0, p1 < ∞.
Moreover, set

θ :=
ξ0

ξ0 − ξ1
,

1

p
:=

1− θ

p0
+

θ

p1
.

Then (X0, X1)θ,p coincides with the set of all x ∈ X0 + X1 for which there exist
measurable functions uj : R+ → Xj (for j ∈ {0, 1}) such that the maps t 7→ tξjuj(t)
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belong to Lpj (R+,
dt
t ;Xj) and

(2.2) x = u0(t) + u1(t), for almost all t > 0.

Furthermore,

‖x‖(X0,X1)θ,p hθ,p,ξ0,ξ1 inf
u0,u1

∑

j∈{0,1}

‖t 7→ tξjuj(t)‖Lpj (R+, dtt ;Xj)
,

where the infimum is taken over all u0, u1 such that (2.2) holds.

Proof. The proof is a simple modification of [53, Remark 2, p. 35]. For convenience
of the reader we provide the details. To begin, we recall that (X0, X1)θ,p can be
characterized as the set of all x ∈ X0+X1 such that there exist measurable functions
uj : R+ → Xj (for j ∈ {0, 1}) such that the maps t 7→ tj−θuj(t) (j ∈ {0, 1}) belong

to Lpj (R+,
dt
t ;Xj) and x = u0(t) + u1(t) for almost all t > 0. Furthermore,

‖x‖(X0,X1)θ,p hθ,p inf
u

∑

j∈{0,1}

‖t 7→ tj−θuj(t)‖Lpj (R+, dtt ;Xj)
;

where the infimum is taken over all u such that (2.2) holds. See for instance, [53,
Theorem 1.5.2 a) p. 33] or [25, Proposition C.3.7].

To prove the equivalence, it is enough to note that for any measurable maps
uj (j ∈ {0, 1}) such that t 7→ tξjuj(t) ∈ Lpj (R+,

dt
t ;Xj), the functions vj(t) :=

uj(t
1

ξ1−ξ0 ) satisfy
∫ ∞

0

(tξj‖u(t)‖Xj)
pj
dt

t
=

1

|ξ1 − ξ0|

∫ ∞

0

(τ j−θ‖vj(t)‖Xj )
pj
dt

t
, j ∈ {0, 1};

here we have used the transformation t = τ
1

ξ1−ξ0 and that dt
t = 1

ξ1−ξ0
dτ
τ . Moreover,

x =
∑

j∈{0,1}

uj(t
1

ξ1−ξ0 ) =
∑

j∈{0,1}

vj(t), for almost all t ∈ R+.

Thus, the maps uj 7→ vj are isomorphisms and this concludes the proof. �

2.2. Weighted function spaces. In this subsection X denotes a Banach space.
Let p ∈ (1,∞). Let Ω ⊆ Rd be an open set. A weight w : Ω → [0,∞) is a
measurable function which is nonzero a.e. The norm of Lp(Ω, w;X) is given by

‖f‖Lp(Ω,w;X) =
(∫

Ω

‖f(x)‖pXw(x) dx
)1/p

.

In case X = C we write Lp(Ω, w) = Lp(Ω, w;C), and in case w = 1 we write
Lp(Ω;X) = Lp(Ω, 1;X). We say w ∈ Ap (Muckenhoupt Ap class) if

sup
Q cubes in Rd

(
−

∫

Q

w(x) dx
)(

−

∫

Q

w(x)−1/(p−1) dx
)p−1

<∞.

One further sets A∞ =
⋃

p>1Ap. For details on Ap-weights we refer to [20,

Chapter 9] and [52, Chapter V]. We will mostly be using d = 1 and the weight
wγ(t) = |t|γ which is in Ap if and only if γ ∈ (−1, p− 1) (see [20, Example 9.1.7]).

Let m ∈ N0, p ∈ [1,∞] and a weight w : Ω → X such that w−1/(p−1) ∈ L1
loc(Ω).

Note that, by Hölder’s inequality, the latter implies Lp(Ω, w;X) →֒ L1
loc(Ω;X). De-

note byWm,p(Ω, w;X) the space of all f ∈ Lp(Ω, w;X) for which the distributional
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derivative ∂αf exists in Lp(Ω;X) for all |α| ≤ m, and set

(2.3) ‖f‖Wm,p(Ω,w;X) =
∑

|α|≤m

‖∂αf‖Lp(Ω,w;X).

2.3. Besov, Triebel-Lizorkin, and Bessel potential spaces. We recall the
definitions of weighted spaces of smooth functions. For details in the unweighted
case see [4, 49, 53, 54] and in the weighted case [7, 39].

Let Φ(Rd) be the set of all sequences (ϕk)k≥0 ⊆ S (Rd) such that

ϕ̂0 = ϕ̂, ϕ̂1(ξ) = ϕ̂(ξ/2)− ϕ̂(ξ), ϕ̂k(ξ) = ϕ̂1(2
−k+1ξ), k ≥ 2, ξ ∈ R

d,

(2.4)

where the Fourier transform ϕ̂ of the generating function ϕ ∈ S (Rd) satisfies

(2.5) 0 ≤ ϕ̂(ξ) ≤ 1, ξ ∈ R
d, ϕ̂(ξ) = 1 if |ξ| ≤ 1, ϕ̂(ξ) = 0 if |ξ| ≥

3

2
.

For (ϕk)k≥0 ∈ Φ(Rd) and f ∈ S ′(Rd;X) we let

(2.6) Skf = ϕk ∗ f = F−1(ϕ̂k f̂).

Given p ∈ [1,∞), q ∈ [1,∞], w ∈ A∞ and s ∈ R, for f ∈ S ′(Rd;X) we set

‖f‖Bs
p,q(R

d,w;X) =
∥∥∥
(
2skSkf

)
k≥0

∥∥∥
ℓq(Lp(Rd,w;X))

,

‖f‖F s
p,q(R

d,w;X) =
∥∥∥
(
2skSkf

)
k≥0

∥∥∥
Lp(Rd,w;ℓq(X))

.

The Besov space Bs
p,q(R

d, w;X) and the Triebel-Lizorkin space F s
p,q(R

d, w;X) are
those spaces on which the respective extended norms are finite. They are all Banach
spaces. Any other (ψk)k≥0 ∈ Φ(Rd) leads to an equivalent norm on the B- and
F -spaces. Note that Bs

p,p = F s
p,p. It is well known that the following continuous

embeddings hold for A ∈ {B,F}:

S (Rd;X) →֒ As
p,q(R

d;X)
d
→֒ S

′(Rd;X).(2.7)

The first embedding is also dense if q < ∞ (see also Lemma 2.2 below). For
s ∈ R \ N0, we define the Sobolev-Slobodetskii space by

W s,p(Rd, w;X) = Bs
p,p(R

d, w;X).

Let p ∈ (1,∞), w ∈ Ap and s ∈ R. For f ∈ S ′(Rd;X) we set

‖f‖Hs,p(Rd,w;X) =
∥∥∥F−1[(1 + | · |2)s/2F(f)]

∥∥∥
Lp(Rd,w;X)

and we define the Bessel-potential space Hs,p(Rd, w;X) as the space on which
this extended norm is finite. Recall the following crucial embedding results for
A ∈ {H,W}, p ∈ (1,∞), w ∈ Ap and s ∈ R:

F s
p,1(R

d, w;X) →֒ As,p(Rd, w;X) →֒ F s
p,∞(Rd, w;X).(2.8)

The following simple density result will be needed.

Lemma 2.2. Let (X0, X1) be an interpolation couple of Banach spaces. Let p0, p1 ∈
[1,∞), q0, q1 ∈ [1,∞), s0, s1 ∈ R, w0, w1 ∈ A∞ and A ∈ {F,B}. Then

S (R, X0 ∩X1)
d
→֒ As0

p0,q0(R, w0;X0) ∩ As1
p1,q1(R, w1;X1).

The same is true if As1
p1,q1 is replaced by Lp1 .
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A similar result holds for Asi
pi,qi replaced by Hsi,pi for i ∈ {0, 1}. Since it will be

not needed here, we do not include the details.

Proof. We provide some details in the case A = F . The case of Besov spaces is sim-
ilar. For notational convenience we set F := F s0

p0,q0(R, wγ0 ;X0)∩F
s1
p1,q1(R, wγ1 ;X1).

We employ the argument of [39, Lemma 3.8]. Fix f ∈ F and let Sk be as in (2.6).
Since fn :=

∑n
k=0 Skf → f as n → ∞ in F si

pi,qi(R, wγi ;Xi) for each i ∈ {0, 1}, it
is enough to approximate fn. Following [39], we fix η ∈ S (R) such that η(0) = 1
and supp (η̂) ⊆ {|x| < 1}. Reasoning as in [39, Lemma 3.8], by [39, Proposition
2.4], one has η(δ·)fn ∈ S (R, Xi) and η(δ·)fn → fn in F si

pi,qi(R, wγi ;Xi) as δ ց 0
for each i ∈ {0, 1}. This concludes the proof in the case A = F .

The case A1 = Lp1 follows by noticing that (Sk)k≥0 converges strongly to the
identity in Lp1(R, wγ1 ;X1) and therefore the above proof holds also in this case. �

2.4. Sectorial operators and functional calculus. For a detailed discussion on
the theory below we refer to [26, 22, 31, 46].

Let (εj)j≥1 be a sequence such that εj ’s are independent random variable on a
probability space (Ω,A,P) such that P(εj = 1) = P(εj = −1) = 1/2 for all j ≥ 1.
Usually, such sequence is called a Rademacher sequence. A family T ⊆ L (X) is
called R-bounded if there exists C > 0 such that for all N ≥ 1, x1, . . . , xN ∈ X
and T1, . . . , TN ∈ T,

∥∥∥
N∑

j=1

εjTjxj

∥∥∥
L2(Ω;X)

≤ C
∥∥∥

N∑

j=1

εjxj

∥∥∥
L2(Ω;X)

.

The infimum of all such C > 0 will be denoted by R(T). With a slight abuse of
notation, we write R(T) <∞ if T is R-bounded.

A closed linear operator A : D(A) ⊆ X → X is said to be sectorial (resp.

R-sectorial) if R(A) = D(A) = X and there exists φ ∈ (0, π) such that σ(A) ⊆
{z ∈ C : | arg z| < φ} =: Σφ and supλ∈C\Σφ

‖λ(λ − A)−1‖L (X) < ∞ (resp.

R(λ(λ − A)−1 : λ ∈ C \ Σφ) < ∞). Moreover, we denote ω(A) (resp. ωR(A)) the
angle of sectoriality (resp. R-sectoriality) and it is the infimum over all φ ∈ (0, π)
as above.

Next, we define the H∞-calculus. For ϕ ∈ (0, π), we denote by H∞
0 (Σϕ) the

set of all holomorphic function f : Σϕ → C such that |f(z)| ≤ C|z|ε/(1 + |z|2ε)
for some C, ε > 0 independent of z ∈ Σϕ. Let A be a sectorial operator of angle
ω(A) < ν < ϕ. Then for f ∈ H∞

0 (Σϕ) we set

(2.9) f(A) :=
1

2πi

∫

∂Σν

f(z)R(z, A) dz;

where the orientation of ∂Σν is such that σ(A) is on the right. By [26, Section
10.2], f(A) is well-defined in L (X) and it is independent of ν ∈ (ω(A), ϕ).

Furthermore, the operator A is said to have a bounded H∞(Σϕ)-calculus if there
exists C > 0 such that for all f ∈ H∞

0 (Σϕ),

‖f(A)‖L (X) ≤ C‖f‖H∞(Σϕ) ,

where ‖f‖H∞(Σϕ) = supz∈Σϕ
|f(z)|. Finally, ωH∞(A) denotes the infimum of all

ϕ ∈ (ω(A), π) such that A has a bounded H∞(Σϕ)-calculus.
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The homogeneous fractional scale (Ḋ(Aσ) : σ ∈ R). Let A be a sectorial operator
on X . For each σ ∈ R, Aσ defines a closed injective linear operator on X with
domain D(Aσ) (see e.g. [22, Chapter 3] or [46, Subsection 3.3]). Furthermore, we
may define the following spaces (see [31, Appendix])

(2.10) Ḋ(Aσ) := (D(Aσ), ‖Aσ · ‖X)∼, σ ∈ R,

where ∼ denotes the completion. Note that, if 0 6∈ ρ(A), then Ḋ(Aα) 6 →֒ Ḋ(Aβ)
even if α > β. Moreover, for ϕ ∈ R, p ∈ (1,∞) and N ∋ k > |ϕ| we set

(2.11) ḊA(ϕ, p) := (Ḋ(A−k), Ḋ(Ak))θ,p, θ := 1/2 + ϕ/(2k).

By (2.1), for θ0, θ1, φ ∈ (0, 1) and q0, q1, q ∈ (1,∞) with θ := θ0(1− φ) + θ1φ,

(Ḋ(Aθ0), Ḋ(Aθ1))φ,q = (ḊA(θ0, q0), ḊA(θ1, q1))φ,q = ḊA(θ, q).(2.12)

3. Function spaces on the half line

In this section we discuss some results for function spaces on R and R+, which
will be needed in the later sections.

3.1. Besov, Triebel-Lizorkin, and Bessel potential spaces on intervals. In
this subsection we gather basic definition and facts of function spaces on some
interval of R. In this subsection, X is a Banach space and I = (0, T ) for some
T ∈ (0,∞]. The following quotient definition is standard and can be found in
[4, 48, 49, 53, 54].

Definition 3.1. Let s ∈ R, γ > −1, p ∈ (1,∞) and q ∈ [1,∞]. Let As,p ∈
{Hs,p, F s

p,q, B
s
p,q}. We denote by As,p(I, wγ ;X) the set of all f ∈ D ′(I;X) for

which there exists g ∈ As,p(R, wγ ;X) such that g|I = f . Moreover, we set

‖f‖As,p(I,wγ ;X) := inf{‖g‖As,p(R,wγ ;X) : g|I = f}.

With the help of extension operators one can find equivalent descriptions of these
spaces. We will only need the following special extension operator.

Proposition 3.2. Let m ∈ N0. Then there exists (bj)
m+1
j=1 in R and (λj)

m+1
j=1 in

(0,∞) such that for every Banach space X, p ∈ (1,∞), q ∈ [1,∞), γ ∈ (−1, p− 1),
|s| < m the mapping E

m
I : Bs

p,q(R+, wγ ;X) → Bs
p,q(R, wγ ;X) given by

(3.1) (Em
I f)(t) :=

{
f(t), t > 0,∑m+1

j=1 bjf(−λjt), t < 0;

is bounded, and E
m
I f |R+ = f |R+ .

Moreover, if f ∈ Lp(R+, wγ ;X) ∩Cm(R+;X), then E
m
I f ∈ Cm(R;X).

Proof. Choosing the (λj)j=1,...,m+1, (bj)j=1,...,m+1 as in [53, Subsection 2.9.3], the
result follows analogously to [34, Proposition 5.6] where a suitable extension op-
erator on Wm,p(Rd

+, wγ ;X) is constructed. Note that unlike stated therein the
weights in the latter reference should satisfy an additional scaling property. Now
the claimed properties can be checked from the formulas in [34, Proposition 5.6].
Here for s ∈ (−m, 0] one additionally needs to use the duality result (which does
not require any conditions on X !)

Bs
p,q(R, wγ ;X)∗ = B−s

p′,q′(R, wγ′ ;X∗),

where 1/p+ 1/p′ = 1, 1/q + 1/q′ = 1 and γ′ = −γ/(p− 1) (see [33, Example 6.4]),
and the fact S (R;X) is dense in Bs

p,q(R, wγ ;X). �
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Remark 3.3.

(1) Extension operators of the type (3.1) are treated in [55, Section 4.5.2] for Bs
p,q

and F s
p,q with p ∈ (0,∞) and q ∈ (0,∞]. There, the main ingredient is a

characterization by means of oscillations, also see [33]. One could extend this
to the weighted Banach space-valued setting, where the case p ∈ (1,∞) and
w ∈ Ap would simplify.

(2) For the construction of a universal extension operator for Bs
p,q and F s

p,q with
p ∈ (0,∞) and q ∈ (0,∞] on Lipschitz domains we refer the reader to [48]. One
could extend this to the weighted Banach space-valued setting. Furthermore, let
us note that [48] also contains a preliminary extension result, [48, Theorem 2.2].

Characterizations by local means on half-lines. Let g be a measurable function on
R. We say that g satisfies the moment condition of order N ∈ N0 ∪ {−1} if∫
R
xkg(x)dx = 0 for all k ≤ N .
Let I = (a,∞) with a ∈ R. For f ∈ D ′(I;X) and χ ∈ D(R−) we set f ∗ χ(x) :=

f(χ(x− · )) for each x ∈ I, which is well-defined because χ(x− · ) ∈ D(I) for every
such x. Then f ∗ χ is an X-valued C∞-function on I.

Furthermore, we define S ′(I;X) as the subspace of D ′(I;X) consisting of all
f ∈ D ′(I;X) having finite order and at most polynomial growth at infinity, that
is, for which there exist C ∈ [0,∞) and N ∈ N0 such that

‖f(φ)‖X ≤ C sup
k≤N

sup
t∈I

(1 + |t|)N |∂kt φ(t)|, φ ∈ D(I).

The following theorem is an extension of [48, Theorem 3.2] to the weighted
Banach space-valued setting. It will be needed in one of the estimates in the
difference characterization in Proposition 3.5 below.

Theorem 3.4. Let I = (a,∞) with a ∈ R, p ∈ [1,∞), q ∈ [1,∞], w ∈ A∞(R) and
s ∈ R. Let φ0, φ ∈ D(R−) satisfy φ(x) = φ0(x) −

1
2φ(

x
2 ). Set φj(x) = 2jφ(2jx) for

each j ≥ 1. Suppose that
∫
R
φ0(x)dx 6= 0 and that φ satisfies the moment condition

of order N ≥ ⌊s⌋. Then

‖f‖F s
p,q(I,w;X) hp,q,w,s ‖(2

jsφj ∗ f)j≥0‖Lp(I,w;ℓq(X)), f ∈ S
′(I;X).

A variant of Theorem 3.4 hold with F replaced by B if Lp(I, w; ℓq(X)) is replaced
by ℓq(Lp(I, w;X)).

3.2. Characterization by differences. For a ∈ R, let I ∈ {(a,∞),R} and m ∈
N. We define

V m
I (x, t) := {h ∈ R : |h| < t, x+mh ∈ I} =

{
(−t, t), I = R,
(−t, t) ∩ ( a

m − x
m ,∞), I = R+,

for each x ∈ I and t > 0. For a strongly measurable function f : I → X we define
the m-th order difference of f as

∆m
h f(x) :=

m∑

j=0

(
m

j

)
(−1)jf(x+ (m− j)h), x ∈ I, h ∈ R, x+m ∈ I,

and we define the means of the m-th order difference of f as

dmt f(x) := t−1

∫

V m
I (x,t)

‖∆m
h f(x)‖Xdh, x ∈ I, t > 0.
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Let s > 0, p ∈ (1,∞) and w ∈ Ap(R). For f ∈ Lp(I, w;X) we set

[f ]
(m)
F s

p,q(I,w;X) :=
∥∥∥
(∫ ∞

0

(
t−sdmt f( · )

)q dt

t

)1/q∥∥∥
Lp(I,w)

,(3.2)

with the usual modification for q = ∞, and

|||f |||
(m)
F s

p,q(I,w;X) := ‖f‖Lp(I,w;X) + [f ]
(m)
F s

p,q(I,w;X).

By a discretization argument, for any κ > 0,

[f ]
(m)
F s

p,q(I,w;X) hs,κ ‖(2jsdm2−jκf)j∈Z‖Lp(I,w;ℓq(X)).(3.3)

One can obtain the following extension to the weighted setting of a well-known
result on the characterization by means of differences for F -spaces (see [50, Propo-
sition 6], [54, Section 2.5.11], [55, Sections 3.5.3 and 4.5.4] and [57, Theorem 6.9]).

Proposition 3.5. Let p ∈ (1,∞), q ∈ [1,∞], w ∈ Ap(R) and s > 0. Let m be an
integer such that m > s. Let I ∈ {R, (a,∞)} where a ∈ R is fixed. Then there is
the equivalence of (extended) norms

(3.4) ‖f‖F s
p,q(I,w;X) h |||f |||

(m)
F s

p,q(I,w;X), f ∈ Lp(I, w;X).

Proof. The case I = R follows as in the above references.
Next consider I = (a,∞). By a translation argument we may assume a = 0.

The inequality ’&’ in (3.4) follows from the corresponding inequality for I = R.
Indeed, given f ∈ F s

p,q(R+, w;X) and g ∈ F s
p,q(R, w;X) with f = g|R+ , we have

|||f |||
(m)
F s

p,q(R+,w;X) ≤ |||g|||
(m)
F s

p,q(R,w;X) . ‖g‖F s
p,q(R,w;X)

and ’&’ in (3.4) follows by taking the infimum over all such g.
In order to prove the reverse inequality ’.’ in (3.4), fix f ∈ Lp(R+, w;X). Let

k0, k ∈ D(R+) be as in [55, Section 3.3.2]. Then φ0 := k0(− · ) and φ := k(− · )
satisfy the conditions of Theorem 3.4, and there exists χ ∈ D(R+) such that

φj ∗ f(x) =

∫

R+

∂my χ(y)∆
m
2−jyf(x)dy, x ∈ R+, j ≥ 1,

implying that

‖φj ∗ f(x)‖X .

∫

supp (χ)

‖∆m
2−jyf(x)‖Xdy . dm2−jκf(x), x ∈ R+, j ≥ 1,

for κ > 0 such that supp (χ) ⊆ (0, κ). As p ∈ (1,∞) and w ∈ Ap(R), we have
‖ψ0 ∗ f‖Lp(R+,w;X) . ‖f‖Lp(R+,w;X). It thus follows from Theorem 3.4 that

‖f‖F s
p,q(R+,w;X) . ‖ψ0 ∗ f‖Lp(R+,w;X) + ‖(2jsφj ∗ f)j≥1‖Lp(R+,w;ℓq(X))

. ‖f‖Lp(R+,w;X) + ‖(2jsdm2−jκf)j≥1‖Lp(R+,w;ℓq(X)) . [f ]
(m)
F s

p,q(R+,w;X)

where in the last step we used (3.3). �

Remark 3.6. Let s > 0, m,n ∈ N with m,n > s. If γ ∈ (−1, p − 1), then setting
fλ = f(λ·) in (3.4) and letting λ→ ∞ one obtains

[f ]
(m)
F s

q,p(I,wγ ;X) h [f ]
(n)
F s

q,p(I,wγ ;X),

for all f ∈ F s
q,p(I, wγ ;X). Therefore, for the weight wγ , throughout the paper we

write [f ]F s
q,p(I,wγ ;X) instead of [f ]

(m)
F s

q,p(I,wγ ;X) whenever this is convenient.
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3.3. Connections with fractional powers. Let p ∈ (1,∞) and γ ∈ (−1, p− 1).
On Lp(R+, wγ ;X) consider the following derivative operators:

Du = u′ with D(D) = 0W
1,p(R+, wγ ;X),(3.5)

D̃u = −u′ with D(D̃) =W 1,p(R+, wγ ;X),(3.6)

where 0W
1,p(R+, wγ ;X) := {u ∈ W 1,p(R+, wγ ;X) : u(0) = 0}. By standard

considerations, one can check that the trace u(0) for u ∈ W 1,p(R+, wγ ;X) is well-
defined (see Lemma 4.1 and (2.8)).

Then for γ ∈ [0, p− 1), (e−tD̃)t≥0 is the contractive C0-semigroup given by left-
translation. Fix integers 0 < n < m. By the Balakrishnan formula for the fractional

power (see [36, Theorem 3.2.2]) we have that for s ∈ (0, n) and u ∈ D(D̃n)

D̃su = Cs,m

∫ ∞

0

(I − e−tD̃)mu

t1+s
dt.(3.7)

Moreover, when u ∈ Lp(R+, wγ ;X), and limδ↓0

∫∞

δ
(I−e−tD̃)mu

t1+s dt exists in X , u ∈

D(D̃s) and (3.7) holds. In particular, this is the case if
∥∥∥x 7→

∫ ∞

0

t−1−s‖(I − e−tD̃)mu(x)‖Xdt
∥∥∥
Lp(R+,wγ)

<∞.(3.8)

Let us compare this to the difference norm of F s
p,q introduced in (3.2). By Fubini’s

theorem

[u]
(m)
F s

p,1(I,wγ ;X) = cs

∥∥∥x 7→

∫ ∞

−mx

|h|−1−s‖∆m
h u(x)‖Xdh

∥∥∥
Lp(R+,wγ)

.

where cs > 0 depends only on s. Therefore, by (3.8) it is immediate that u ∈ D(D̃s)

and ‖D̃su‖ . [f ]
(m)
F s

p,1(R+,wγ ;X). This implies F s
p,1(R+, wγ ;X) →֒ D(D̃s).

Next we show that one can obtain a Sandwich lemma of similar nature as (2.8).
If one assumes X has UMD (see e.g. [25, Chapter 4]), then the embedding in the
next result actually follows from (2.8) and [34, Theorem 6.8(2)].

Lemma 3.7 (Sandwich lemma). Let s > 0 and let m > s be an integer. Let

p ∈ (1,∞) and γ ∈ [0, p−1). Then F s
p,1(R+, wγ ;X) →֒ D(D̃s) →֒ F s

p,∞(R+, wγ ;X),
Moreover, for all u ∈ F s

p,1(R+, wγ ;X),

[u]F s
p,∞(R+,wγ ;X) . ‖D̃su‖Lp(R+,wγ ;X) . [u]F s

p,1(R+,wγ ;X),(3.9)

Proof. The second embedding follows from the above discussion, but one could also
use a variation of the argument below. For the first one, we will first show that

(3.10) ‖u‖F s
p,∞(R+,wγ ;X) ≤ C‖(1 + D̃)su‖Lp(R+,wγ ;X),

or equivalently, that ‖(1 + D̃)−sv‖F s
p,∞(R+,wγ ;X) ≤ C‖v‖Lp(R+,wγ ;X) for all v ∈

Lp(R+, wγ ;X). Let Ev denote the zero extension of v to R, let R denote the restric-

tion to R+, and let D̃Ru = −u′ ∈ Lp(R, wγ ;X) for u ∈ D(D̃R) = W 1,p(R, wγ ;X).

Then from [34, the proof of Theorem 6.8(2)], (1 + D̃)−sv = R(1 + D̃R)
−sEv holds

for s = 1, and therefore, by definition of the fractional power the same holds for
s ∈ (0, 1). This implies

‖(1 + D̃)−sv‖F s
p,∞(R+,wγ ;X) ≤ ‖(1 + D̃R)

−sEv‖F s
p,∞(R,wγ ;X)
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(i)
h ‖Js(1 + D̃R)

−sEv‖F 0
p,∞(R,wγ ;X)

(ii)

. ‖Ev‖F 0
p,∞(R,wγ ;X)

. ‖Ev‖Lp(R,wγ ;X) ≤ ‖v‖Lp(R+,wγ ;X),

where Js := F−1((1+ | · |2)s/2F(·)). Here (i) follows from [39, Proposition 3.9] and
(ii) follows from Fourier multiplier theory in Triebel–Lizorkin spaces (see [56, 15.6]
and the comments in [39, Proposition 3.10]).

It remains to prove the first inequality in (3.9). For this we use the shorthand
notation Lp and F s

p,q. By (3.10) and [22, Proposition 3.1.9] we have

[u]F s
p,∞

+ ‖u‖Lp . ‖D̃su‖Lp + ‖u‖Lp.

Applying this to uλ(x) = u(λx) and using the scaling properties implied by the
difference norms and the expression (3.7), after rewriting we obtain

[u]F s
p,∞

+ λ−s‖u‖Lp . ‖D̃su‖Lp + λ−s‖u‖Lp.

Letting λ→ ∞ this gives the first inequality in (3.9). �

Remark 3.8. One can actually show that D̃ is sectorial on Lp(R+, wγ ;X) for any

γ ∈ (−1, p − 1). In this case −D̃ no longer generates a C0-semigroup for γ ∈

(−1, 0). However, the first part of Lemma 3.7 on the embedding result D(D̃s) →֒
F s
p,∞(R+, wγ ;X) extends to this setting if one uses the Fourier multiplier argument

of that proof. For this we only need to check that D̃ is sectorial. For this consider

D̃Ru = −u′ ∈ Lp(R, w;X) for u ∈ W 1,p(R, w;X). This is sectorial for w = 1. One

can check that λ(λ+ D̃R)
−1 is an integral operator with kernel kλ(t) = λetλ1(−∞,0)

for λ > 0. Now it remains to extrapolate in the weight wγ with γ ∈ (−1, p − 1)

as in [29, 51] (also see [45, Proposition 2.3]). Therefore, λ(λ + D̃R)
−1 is uniformly

bounded on Lp(R, wγ ;X) for λ > 0 and hence D̃R is sectorial. Arguing as in [34,

Theorem 6.8] one sees that D̃ is also sectorial. The above for instance implies that
the first part of Corollary 5.3 can be extended to γi ∈ (−1, 0) (see the comments
before the statement of Corollary 5.3).

Using the more advanced extrapolation theory from [23, Corollary 2.10] one can
even obtain the above results for w ∈ Ap.

For s ∈ R we set 0H
s,p(R+, wγ ;X) := C∞

c (R+;X)
Hs,p(R+,wγ ;X)

. If k < s− 1+γ
p <

k + 1 with k ∈ N0 ∪ {−1}, then (see [34, Proposotion 6.4])

0H
s,p(R+, wγ ;X) = {u ∈ Hs,p(R+, wγ ;X) : Trk0u = 0},

where we define Tr
−1
0 u = 0. In the next result we compare the fractional domain

spaces of D̃ and D under the assumption that X is a UMD space (see [25] for
details).

Proposition 3.9. Let X be a UMD space, p ∈ (1,∞), γ ∈ (−1, p− 1) and s > 0.

Then the operators D̃ and D have a bounded H∞-calculus of angle π/2, and

D(Ds) →֒ D(D̃s) = Hs,p(R+, wγ ;X).

Moreover, if s /∈ N0 + (1 + γ)/p, then

(3.11) D(Ds) = 0H
s,p(R+, wγ ;X), and ‖D̃su‖Lp(R+,wγ ;X) h ‖Dsu‖Lp(R+,wγ ;X).
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for all u ∈ D(Ds).

Proof. The identities for the fractional domain spaces are immediate from [34,

Proposition 5.6 and Theorem 6.8]. The latter paper also gives that D and D̃

have a bounded H∞-calculus of angle π/2, and in particular bounded imaginary

powers. To prove the embedding D(Ds) →֒ D(D̃s) we use the previous identities
with an integer n > s, and [22, Theorem 6.6.9] to find

D(Ds) = [Lp(R+, wγ ;X),D(Dn)] s
n

= [Lp(R+, wγ ;X), 0H
n,p(R+, wγ ;X)] s

n

→֒ [Lp(R+, wγ ;X), Hn,p(R+, wγ ;X)] s
n

= [Lp(R+, wγ ;X),D(D̃n)] s
n
= D(D̃s).

For the final part of (3.11), it suffices to consider s ∈ (0, 1), and by density u ∈
D(D). Note that the first part implies that

‖D̃su‖Lp(R+,wγ ;X) + ‖u‖Lp(R+,wγ ;X) h ‖Dsu‖Lp(R+,wγ ;X) + ‖u‖Lp(R+,wγ ;X).

Applying the latter to uλ = u(λx), and using [22, Proposition 3.1.12] one obtains

‖D̃su‖Lp(R+,wγ ;X) + λ−s‖u‖Lp(R+,wγ ;X) h ‖Dsu‖Lp(R+,wγ ;X) + λ−s‖u‖Lp(R+,wγ ;X).

Letting λ→ ∞, the desired estimate follows. �

It would be interesting to know whether (3.11) holds without the condition that
X is a UMD space.

Finally, we collect some standard properties of D and DT . Here for T ∈ (0,∞],
p ∈ (1,∞), and γ ∈ (−1, p− 1) we set DTu = u′ with D(DT ) = 0W

1,p(0, T, wγ ;X),
where the boundary condition only applies to the left endpoint (see below (3.6)).
By setting D∞ = D, we will treat both cases at the same time. We claim that for
all λ ∈ C+ with Re (λ) > 0,

(3.12) (λ+DT )
−1f(t) =

∫ t

0

e−λ(t−s)f(s)ds, f ∈ Lp(0, T, wγ ;X).

It is standard to check (3.12) for f ∈ C∞
c ([0, T ];X). Therefore, it remains to check

the boundedness of the operator on the RHS of (3.12). The uniform boundedness
of Re (λ)(λ +DT )

−1 for γ = 0 is clear from Young’s inequality. The boundedness
for γ ∈ (−1, p− 1) can be deduced from the case γ = 0 by the same extrapolation
argument as referred to in Remark 3.8. Moreover, if T < ∞, one can additionally
check that DT is invertible and the inverse is given by the RHS of (3.12) for λ = 0,
which can be checked via Hardy–Young’s inequality (see (4.11) below).

The above implies that DT is a sectorial operator and since

(λ+DT )
−1f = ((λ+D)−1ET f)|(0,T ),(3.13)

where ET denotes the extension by zero on (0,∞), it also follows that DT inherits
the bounded H∞-calculus of angle π/2 of D (see Proposition 3.9) with uniform
estimates in T . Moreover, by (3.13) and the extended calculus (see [22, Section
3.1])

Dα
T f = Dαf |(0,T ), α ∈ R, f ∈ D(Dα),(3.14)

and this extends to f ∈ Ḋ(Dα) by density and closedness.
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Next we claim that

D−α
T f = Kα ∗ ET f, α > 0, f ∈ R(Dα

T ),(3.15)

where Kα(t) :=
|t|α−1

1(0,∞)(t)

Γ(α) . Indeed, the case α ∈ (0, 1) follows from [22, Corollary

3.1.14 and Proposition 3.2.1] and elementary calculations. Now by analyticity in
α, (3.15) extends to all α > 0. Since 0 ∈ ρ(DT ) for all T < ∞, we have R(Dα

T ) =
Lp(0, T, wγ ;X). In the case T = ∞ and α > 0 one has

(3.16) Kα ∗ f ∈ Ḋ(Dα) and DαKα ∗ f = f, f ∈ Lp(R+, wγ ;X).

To see this, by density we may assume f ∈ R(D(Dα)) and by (3.14) and (3.15) we
get, for all T <∞,

(D−αf)|(0,T ) = D−α
T f = Kα ∗ ET f = (Kα ∗ f)|(0,T ) on (0, T ).

The arbitrariness of T <∞ readily yields (3.16).

3.4. Sobolev embedding with power weights. The following embedding result
is the half line version of one of the main results of [39] by Meyries and the third
named author.

Theorem 3.10 (Sobolev embedding). Let I ∈ {R+,R}, X a Banach space, 1 <
p0 ≤ p1 <∞, q0, q1 ∈ [1,∞], s0 > s1 and γ0, γ1 > −1. Assume

(3.17)
γ0
p0

≥
γ1
p1
, s0 −

1 + γ0
p0

= s1 −
1 + γ1
p1

.

Then

(3.18) F s0
p0,q0(I, wγ0 ;X) →֒ F s1

p1,q1(I, wγ1 ;X).

If in addition s0, s1 > 0 and γi < pi−1 for i ∈ {0, 1} and we are given N ∋ mi > si
for i ∈ {0, 1}, then for all f ∈ F s0

p0,q0(I, wγ0 ;X) one has

(3.19) [f ]
(m1)

F
s1
p1,q1

(I,wγ1 ;X)
. [f ]

(m0)

F
s0
p0,q0

(I,wγ0 ;X)
.

Proof. The embedding (3.18) for I = R is contained in [39], from which the cor-
responding embedding for I = R+ follows. To prove the last claim, fix f ∈
F s0
p0,q0(I, wγ0 ;X). Let λ > 0 and set fλ := f(λ·). By applying the norm inequality

associated with the embedding (3.18) to fλ, we obtain

[fλ]
(m0)

F
s1
p1,q1

(I,wγ1 ;X)
. ‖fλ‖F s1

p1,q1
(I,wγ1 ;X)

. ‖fλ‖F s0
p0,q0

(I,wγ0 ;X)

= ‖fλ‖Lp0(I,wγ ;X) + [fλ]
(m1)

F
s0
p0,q0

(I,wγ0 ;X)
.

By standard computations, [fλ]
(mi)

F
si
pi,qi

(I,wγi
;X)

= λδi [f ]
(mi)

F
si
pi,qi

(I,wγi
;X)

for i ∈ {0, 1}

where δi := si −
1+γi

pi
. Then, by assumption we have δ0 = δ1, and we find that

[f ]
(m1)

F
s1
p1,q1

(I,wγ1 ;X)
. λ−s0‖f‖Lp0(I,wγ0 ;X) + [f ]

(m0)

F
s0
p0,q0

(I,wγ0 ;X)
.

The claim follows by letting λ→ ∞. �
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Corollary 3.11 (Sobolev embedding). Let 1 < p0 ≤ p1 < ∞, q0 ∈ [1,∞], s0 > 0,
−1 < γ0 < p0 − 1, −1 < γ0 < p1 − 1 and N ∋ m0 > s0. Assume (3.17). Then

F s0
p0,q0(I, wγ0 ;X) →֒ Lp1(I, wγ1 ;X).(3.20)

and for all f ∈ F s0
p0,q0(I, wγ0 ;X),

(3.21) ‖f‖Lp1(I,wγ1 ;X) . [f ]
(m0)

F
s0
p0,q0

(I,wγ0 ;X)
.

Proof. The embedding (3.20) follows from the Sobolev embedding (3.18) with s1 =
0 and q1 = 1 and (2.8). The inequality (3.21) can subsequently be derived by a
scaling argument, as in the proof of Theorem 3.10. �

We conclude this subsection with a useful interpolation result from [40, Theorem
3.1] by Meyries and the third named author, where there is a misprint in the
definition of wθ.

Theorem 3.12 (Mixed-derivatives). Let I ∈ {R+,R} and let X0, X1 be an inter-
polation couple of Banach spaces. Let θ ∈ (0, 1) and Xθ be a Banach space such
that X0 ∩X1 ⊆ Xθ ⊆ X0 +X1 and

(3.22) ‖x‖Xθ
≤ C‖x‖1−θ

X0
‖x‖θX1

, x ∈ X0 ∩X1.

Assume p0, p1, p ∈ (1,∞), q0, q1, q ∈ [1,∞], w,w0, w1 ∈ A∞ satisfy

1

p
=

1− θ

p0
+

θ

p1
,

1

q
=

1− θ

q0
+

θ

q1
, and w

1/p
θ = w

(1−θ)/p0

0 w
θ/p1

1 .

Let −∞ < s1 < s0 <∞ and set s := s1 + (1− θ)(s0 − s1). Then for A ∈ {B,F},

As0
p0,q0(I, w0;X0) ∩ As1

p1,q1(I, w1;X1) →֒ As
p,q(I, wθ;Xθ),

and for all f ∈ As0
p0,q0(I, w0;X0) ∩ As1

p1,q1(I, w1;X1) one has

(3.23) ‖f‖As
p,q(I,wθ;Xθ) . ‖f‖1−θ

A
s0
p0,q0

(I,w0;X0)
‖f‖θAs1

p1,q1
(I,w1;X1)

.

Moreover, if si > 0, wi(t) = wγi(t) = |t|γi with γi ∈ (−1, pi− 1) for i ∈ {0, 1}, then

(3.24) [f ]As
p,q(I,wγθ

;Xθ) . [f ]1−θ
A

s0
p0,q0

(I,wγ0 ;X0)
[f ]θAs1

p1,q1
(I,wγ1 ;X1)

,

where γθ

p = (1− θ)γ0

p0
+ θ γ1

p1
.

Proof. The inequality (3.23) for I = R follows from the definitions by applying
the Hölder inequality twice, see [40, Theorem 3.1]). The case I = R+ can in
the same way be obtained from the intrinsic characterization in Theorem 3.4. The
homogeneous estimate (3.24) subsequently follows by Proposition 3.5 with a scaling
argument as in the proof of Theorem 3.10. �

In the case q0 = p0, q1 = p1, w0 = wγ0 with γ0 ∈ (−1, p0− 1) and w1 = wγ1 with
γ1 ∈ (−1, p1−1), the result for I = R+ can also be derived by an extension argument
from Proposition 3.2. In this way the more advanced result of Theorem 3.4, can be
avoided.

4. Trace Embeddings for Triebel-Lizorkin spaces

In this section we study trace embedding results for anisotropic function spaces.
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4.1. Traces at the origin. We start with a lemma on the well-definedness of
higher order trace operators in the isotropic setting.

Lemma 4.1. Let I ∈ {R+,R}, X a Banach space, p ∈ (1,∞), q ∈ [1,∞], γ ∈

(−1,∞), s ∈ R and k ∈ N0. Let s > k + 1+γ
p . Then the k-th order trace operator

Tr
k
0 : F s

p,q(I, wγ ;X)∩Ck(Ī;X) → X given by Trk0u = ∂kt u (0) has a unique extension

to a bounded linear operator Tr
k
0 : F s

p,q(I, wγ ;X) → X that is also bounded from(
F s
p,q(I, wγ ;X), ‖ · ‖Fσ

p,1(I,wγ ;X)

)
to X for every σ ∈ (k + 1+γ

p , s).

The same holds with F s
p,q(I, wγ ;X) replaced by Hs,p(I, wγ ;X).

The formulation of the lemma can be slightly confusing at first reading. The
final part on F s

p,q(I, wγ ;X) with the artificial norm ‖ · ‖Fσ
p,1(I,wγ ;X) is in order to

obtain uniqueness of the extension in the case q = ∞. Below we will use the simple
trace estimate obtained in [34, Proposition 6.3] and from the proof of the latter it
is clear that the following scaling property holds

(4.1) Tr
k
0(u(λ·)) = λk(Trk0u)(λ·), u ∈ F s

p,q(I, wγ ;X), λ > 0.

Proof. Let us first consider the case I = R. Pick γ̃ ∈ (−1, p−1) with γ̃ < γ and set

s̃ := s+ γ̃−γ
p . Then, by the Sobolev embedding Theorem 3.10 and the elementary

embedding (2.8),

F s
p,q(R, wγ ;X) →֒ F s̃

p,1(R, wγ̃ ;X) →֒ H s̃,p(R, wγ̃ ;X).

Combining this with [34, Proposition 6.3], we obtain that

Tr
k
0 : F s

p,q(R, wγ ;X) ∩Ck(R;X) → X, u 7→ ∂kt u (0),

has an extension to a bounded linear operator Trk0 : F s
p,q(R, wγ ;X) → X . Given

σ ∈ (k + 1+γ
p , s), we have F s

p,q(R, wγ ;X) →֒ F σ
p,1(R, wγ ;X) and in the same way as

above it can be seen that Tr
k
0 is bounded from

(
F s
p,q(R, wγ ;X), ‖ · ‖Fσ

p,1(R,wγ ;X)

)

to X . The uniqueness statement thus follows from the density of F s
p,q(R, wγ ;X) in

F σ
p,1(R, wγ ;X).
It remains to treat the case I = R+. To this end, pick γ̃ ∈ (−1, p−1) with γ̃ < γ

and set s̃ := s+ γ̃−γ
p . Then, by the Sobolev embedding Theorem 3.10,

(4.2) F s
p,q(I, wγ ;X) →֒ F s̃

p,p(I, wγ̃ ;X).

By Proposition 3.2 there exists an extension operator

(4.3) EI : F s̃
p,p(I, wγ̃ ;X) → F s̃

p,p(R, wγ̃ ;X), with EIC
k(Ī;X) ⊆ Ck(R;X).

Combining (4.2) and (4.3), the desired result follows from the case I = R.
The case of Bessel potential spaces follows from (2.8). �

Our first main result is the following trace embedding.

Theorem 4.2. Let I ∈ {R+,R} and let (X0, X1) be an interpolation couple of
Banach spaces. Let p0, p1 ∈ (1,∞), q0, q1 ∈ [1,∞], γ0, γ1 ∈ (−1,∞) and s0, s1 ∈ R.
Assume that s0 −

1+γ0

p0
> k and s1 −

1+γ1

p1
< k for some k ∈ N0. Set

(4.4) δi = si −
1 + γi
pi

, i ∈ {0, 1}, θ =
δ0 − k

δ0 − δ1
, and

1

p
=

1− θ

p0
+

θ

p1
.

Set

(4.5) F := F s0
p0,q0(I, wγ0 ;X0) ∩ F

s1
p1,q1(I, wγ1 ;X1).
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Then the k-th order trace operator Tr
k
0 : F s0

p0,q0(I, wγ0 ;X0) → X0 (see Lemma 4.1)
acts a bounded linear operator

(4.6) Tr
k
0 : F → (X0, X1)θ,p,

and there is a constant C such that for all u ∈ F,

(4.7) ‖Trk0u‖(X0,X1)θ,p ≤ C‖u‖1−θ
F

s0
p0,q0

(I,wγ0 ;X0)
‖u‖θ

F
s1
p1,q1

(I,wγ1 ;X1)
.

Moreover, if s1 = 0 and γ1 ∈ (−1, p1 − 1) the same holds when F is replaced by

(4.8) FL := F s0
p0,q0(I, wγ0 ;X0) ∩ L

p1(I, wγ1 ;X1)

and ‖u‖F s1
p1,q1

(I,wγ1 ;X1) is replaced by ‖u‖Lp1(I,wγ1 ;X1) in (4.7).

The proof of Theorem 4.2 will be given at the end of this subsection. Before
embarking into its proof, let us point out some useful facts.

Remark 4.3.

(i) Theorem 4.2 extends [40, Theorem 4.1], where only special cases of spaces X1

were considered, p0 = p1, and γ0 = γ1. The argument in the proof of Theorem
4.2 is an extension of the arguments used in [40].

(ii) By [40, Theorem 1.1], the target space in (4.6) is optimal in general.
(iii) The statements of Theorem 4.2 are not optimal in the case that X0 →֒ X1.

Indeed, in that case Lemma 4.1 already shows that Trk0 maps into the smaller
space X0.

(iv) The number δ := s− 1+γ
p is called the Sobolev index of the spaceAs,p(R, wγ ;X),

where As,p ∈ {F s
p,q, B

s
p,q, H

s,p} since this number is invariant under (sharp)
Sobolev embeddings (see Theorem 3.10). The parameters θ, p in Theorem 4.2
depend only on the corresponding Sobolev index.

The proof of Theorem 4.2 is based on the following key result concerning the
intersection of a Triebel-Lizorkin space and a Lebesgue space. Some of the ideas
can be traced back to [15]. The main novelty is that by using Lemma 2.1 we do
not need any structural conditions on X1.

Lemma 4.4. Let I ∈ {R+,R} and let (X0, X1) be an interpolation couple of Banach
spaces. Let s0 ∈ (0, 1), p0, p1 ∈ (1,∞), γ0 ∈ (−1, p0 − 1) and γ1 ∈ (−1, p1 − 1). Set

(4.9) θ =
δ0

δ0 − δ1
, δ0 = s0 −

1 + γ0
p0

, δ1 = −
1 + γ1
p1

, and
1

p
=

1− θ

p0
+

θ

p1
.

Assume that δ0 > 0. Then for all u ∈ F s0
p0,p0

(I, wγ0 ;X0) ∩ L
p1(I, wγ1 ;X1),

(4.10) ‖Tr0u‖(X0,X1)θ,p .
(
[u]

(1)

F
s0
p0,p0

(I,wγ0 ;X0)

)1−θ(
‖u‖Lp1(I,wγ1 ;X1)

)θ

,

where [u]
(1)

F
s0
p0,p0

(I,wγ0 ;X0)
is as in (3.2) and Tr0 := Tr

0
0 (see Lemma 4.1).

By Lemma 4.1, Tr0u exists in X0, and coincides with u(0) if u is continuous.

Proof. Let us note that δ1 ∈ (−1, 0) as γ1 ∈ (−1, p1 − 1), which will be important
in the computations below. Below we will use the Hardy-Young inequality, which
says that for each measurable function f : R+ → R+, p ∈ [1,∞), and β > 0,

(4.11)

∫ ∞

0

σ−βp−1
(∫ σ

0

f(s)ds
)p

dσ ≤ β−p

∫ ∞

0

σ−βp−1+p(f(σ))pdσ.
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To prove (4.10) it suffices to consider I = R+. On the other hand, by an
extension argument (see Proposition 3.2), and density (see Lemma 2.2), we may
assume u ∈ S (R, X0 ∩X1).

In order to prove (4.10), by a scaling argument it suffices to prove that

(4.12) ‖u(0)‖(X0,X1)θ,p . [u]
(1)

F
s0
p0,p0

(R+,wγ0 ;X0)
+ ‖u‖Lp1(R+,wγ1 ;X1).

Indeed, if u is zero this is obvious. If u is nonzero, then [u]
(1)

F
s0
p0,p0

(R+,wγ0 ;X0)
> 0

since otherwise u would be a constant function, which contradicts u ∈ Lp1(R+, wγ1 ;X1).
Applying (4.12) to uλ = u(λ · ) with λ > 0, we obtain

‖u(0)‖(X0,X1)θ,p = ‖uλ(0)‖(X0,X1)θ,p

. [uλ]
(1)

F
s0
p0,p0

(R+,wγ0 ;X0)
+ ‖uλ‖Lp1(R+,wγ1 ;X1)

= λδ0 [u]
(1)

F
s0
p0,p0

(R+,wγ0 ;X0)
+ λδ1‖u‖Lp1(R+,wγ1 ;X1).

As θ = δ0
δ0−δ1

and 1− θ = − δ1
δ0−δ1

, the choice

λ =


 ‖u‖Lp1(R+,wγ1 ;X1)

[u]
(1)

F
s0
p0,p0

(R+,wγ0 ;X0)




1
δ0−δ1

then leads to (4.10).
To prove (4.12) we use the standard identity

(4.13) u(0) =

∫ σ

0

t−2
(∫ t

0

(u(τ) − u(t))dτ
)
dt

︸ ︷︷ ︸
=:T0(σ)

+
1

σ

∫ σ

0

u(τ)dτ

︸ ︷︷ ︸
=:T1(σ)

, for each σ > 0.

To see (4.13) note that by elementary calculations one has

T0(σ) =

∫ σ

0

∫ t

0

∫ t

τ

−
u′(s)

t2
dsdτdt =

∫ σ

0

∫ t

0

−
su′(s)

t2
dsdt

=

∫ σ

0

∫ σ

s

−
su′(s)

t2
dtds =

∫ σ

0

( s
σ
− 1

)
u′(s)ds = u(0)− T1(σ).

To prove (4.12) set ξ0 := −δ0 < 0, ξ1 := −δ1 > 0 and observe that

ξ0
ξ0 − ξ1

=
δ0

δ0 − δ1
= θ.

By (4.13) and Lemma 2.1 it suffices to prove

‖σ 7→ σξ0T0(σ)‖Lp0(R+, dσσ ;X0)
. [u]

(1),+

F
s0
p0,p0

(R+,wγ0 ;X0)
,(4.14)

‖σ 7→ σξ1T1(σ)‖Lp1(R+, dσσ ;X1)
. ‖u‖Lp1(R+,wγ1 ;X1),(4.15)

where the implicit constants do not depend on u. Let us begin by proving (4.14):
∥∥∥σ 7→ σξ0T0(σ)

∥∥∥
p0

Lp0(R+, dσσ ;X0)

≤

∫ ∞

0

σ−δ0p0−1
(∫ σ

0

t−2
(∫ t

0

‖u(t)− u(τ)‖X0dτ
)
dt
)p0

dσ

(4.11)

.

∫ ∞

0

σ−δ0p0+p0−1σ−2p0

(∫ σ

0

‖u(σ)− u(τ)‖X0dτ

)p0

dσ
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=

∫ ∞

0

σ−s0p0+γ0−p0

(∫ 0

−σ

‖u(σ)− u(σ + h)‖X0dh
)p0

dσ

≤

∫ ∞

0

σγ0

[
sup
t>0

t−s0p0−p0

(∫ 0

max{−σ,−t}

‖u(σ)− u(σ + h)‖X0dh
)p0

]
dσ

(3.2)

≤
(
[u]

(1),+

F
s0
p0,∞(R+,wγ0 ;X0)

)p0

.
(
[u]

(1),+

F
s0
p0,p0

(R+,wγ0 ;X0)

)p0

,

where in the last step we used (3.3) and ℓp0 →֒ ℓ∞. It remains to prove (4.15):

‖σ 7→ σξ1T1(σ)‖
p1

Lp1(R+, dσσ ;X1)
≤

∫ ∞

0

σ−(δ1+1)p1−1
( ∫ σ

0

‖u(τ)‖X1dτ
)p1

dσ

(4.11)

.

∫ ∞

0

σ−δ1p1−1‖u(σ)‖p1

X1
dσ

= ‖u‖p1

Lp1(R+,wγ1 ;X1)
.

�

We are now ready to prove Theorem 4.2.

Proof of Theorem 4.2. The idea is to reduce the claim to the one proven in Lemma 4.4
by mixed-derivative and Sobolev embeddings. For the sake of clarity we divide the
proof into several steps. In Steps 1-4 we will prove (4.7) and in Step 5 we will
subsequently derive the corresponding statements with F replaced by FL.

Step 1. Proof of (4.7) in the case s0 < 1, s1 > 0, k = 0, q0 = p0, q1 = p1,
γ0 ∈ (−1, p0−1) and γ1 ∈ (−1, p1−1). To begin note that γ1−s1p1 ∈ (−1, p1−1),
where γ1−s1p1 < p1−1 follows from γ1 < p1−1 and s1 > 0 and where γ1−s1p1 > −1
follows from s1 <

1+γ1

p1
. By Corollary 3.11,

(4.16) F s1
p1,p1

(I, wγ1 ;X1) →֒ Lp1(I, wγ1−s1p1 ;X1).

Since δ̃1 := − 1+(γ1−s1p1)
p1

= s1−
1+γ1

p1
= δ1, it follows from a combination of Lemma

4.4, and (4.16) that

‖Tr0u‖(X0,X1)θ,p .
(
[u]

(1)

F
s0
p0,p0

(I,wγ0 ;X0)

)1−θ(
‖u‖Lp1(I,wγ1−s1p1 ;X1)

)θ

. ‖u‖1−θ
F

s0
p0,p0

(I,wγ0 ;X0)
‖u‖θF s1

p1,p1
(I,wγ1 ;X1)

.

Step 2. Proof of (4.7) in the case s0 < k + 1, s1 > k, q0 = p0, q1 = p1,
γ0 ∈ (−1, p0 − 1) and γ1 ∈ (−1, p1 − 1). Note that Trk0 = Tr0(∂

k
t ·) and

(4.17) ∂kt : F si
pi,pi

(I, wγi ;Xi) → F si−k
pi,pi

(I, wγi ;Xi), i ∈ {0, 1},

as a bounded linear operator (see [39, Proposition 3.10]). Setting δ̃i := (si − k) −
1+γi

pi
= δi − k for i ∈ {0, 1}, we have

(4.18) θ̃ :=
δ̃0

δ̃0 − δ̃1
=

δ0 − k

δ0 − δ1
= θ.

The desired estimate (4.7) thus follows from Step 1.
Step 3. Proof of (4.7) in the case q0 = p0, q1 = p1, γ0 ∈ (−1, p0 − 1) and

γ1 ∈ (−1, p1− 1). As k < 1+γ0

p0
+ k < s0 ∧ (k+1) and s1 ∨k <

1+γ1

p1
+ k < k+1, we
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can choose ϑ0, ϑ1 ∈ (0, 1) such that k < 1+γ̃0

p̃0
+k < s̃0 < k+1 and k < s̃1 <

1+γ̃1

p̃1
+k,

where

(4.19) s̃i := s0(1− ϑi) + s1ϑi,
1

p̃i
=

1− ϑi
p0

+
ϑi
p1
,

γ̃i
p̃i

=
1− ϑi
p0

γ0 +
ϑi
p1
γ1.

To see that such ϑi exist, let us first note that δ0 > k, δ1 < k, θ ∈ (0, 1) and

(1 − θ)δ0 + θδ1 = k.

Now taking ϑ0 = θ − ε ∈ (0, 1) and ϑ1 = θ + ε ∈ (0, 1) with ε > 0 one has

δ̃i := s̃i −
1 + γ̃i
p̃i

= (1− ϑi)δ0 + ϑiδ1 = k + (−1)iε(δ0 − δ1)

Therefore, 1+γ̃0

p̃0
+ k < s̃0 and s̃1 <

1+γ̃0

p̃1
+ k. On the other hand, since

s̃i =
1 + γ̃i
p̃i

+ k + (−1)iε(δ0 − δ1)

and 1+γ̃i

p̃i
∈ (0, 1), choosing ε > 0 small enough we find that s̃i ∈ (k, k + 1).

By (4.19), one can check that γ̃i ∈ (−1, p̃i − 1) for i ∈ {0, 1}. Moreover, θ̃ :=

(δ̃0 − k)/(δ̃0 − δ̃1) = 1/2 and

(4.20)

1

p̃
:=

θ̃

p̃0
+

1− θ̃

p̃1
=

1

2

( 1

p̃0
+

1

p̃1

)
=

1− θ

p0
+

θ

p1
,

(1− θ̃)ϑ0 + θ̃ϑ1 =
1

2
(ϑ0 + ϑ1) = θ.

Applying the mixed-derivative Theorem 3.12, we get that for i ∈ {0, 1},

(4.21) ‖u‖
F

s̃i
p̃i,p̃i

(I,wγ̃i
;(X0,X1)ϑi,1

)
. ‖u‖1−ϑi

F
s0
p0,p0

(I,wγ0 ;X0)
‖u‖ϑi

F
s1
p1,p1

(I,wγ1 ;X1)
.

As
(X0, X1)θ,p = (X0, X1) 1

2ϑ1+
1
2ϑ2,p = ((X0, X1)ϑ0,1, (X0, X1)ϑ1,1) 1

2 ,p

by the second identity in the second line of (4.20) and reiteration (2.1), an appli-
cation of Step 2 yields the estimate

‖Trk0u‖(X0,X1)θ,p . ‖u‖
1/2

F
s̃0
p̃0,p̃0

(I,wγ̃0
;(X0,X1)ϑ0,1)

‖u‖
1/2

F
s̃1
p̃1,p̃1

(I,wγ̃1
;(X0,X1)ϑ1,1)

.

Combining this with (4.21) and the second identity in the second line of (4.20), we
obtain the desired estimate (4.7).

Step 4. Proof of (4.7) in the general case. Pick γ̃i ∈ (−1, pi − 1) such that

γ̃i < γi and put s̃i := si+
γi−γ̃i

pi
for i ∈ {0, 1}. By the Sobolev embedding Theorem

3.10,

F si
pi,qi(I, wγi ;Xi) →֒ F s̃i

pi,pi
(I, wγ̃i

;Xi), i ∈ {0, 1}.

The estimate (4.7) thus follows from Step 2 by noticing that δ̃i := s̃i −
1+γ̃i

pi
= δi

where i ∈ {0, 1} for the Sobolev indices under the above embeddings, in particular,

δ̃0

δ̃1 − δ̃0
=

δ0
δ1 − δ0

= θ.

Step 5. Proof of the last statement. As a consequence of (2.8) we have

FL →֒ F s0
p0,q0(I, wγ0 ;X0) ∩ F

0
p1,∞(I, wγ1 ;X1),

from which the desired statement follows. �
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4.2. Embedding into Spaces of Continuous Functions. Next we prove that
under the condition γ0, γ1 ≥ 0, the functions u ∈ F are actually continuous with
values in (X0, X1)θ,p. The argument is by a translation argument, which however
is not completely standard in Triebel–Lizorkin spaces. For a Banach space X ,
Cb([0,∞);X) denotes the space of all bounded and continuous maps u : [0,∞) → X
endowed with the norm ‖u‖Cb([0,∞);X) := supt∈[0,∞) ‖u(t)‖X .

Theorem 4.5. Let I ∈ {R+,R} and let (X0, X1) be an interpolation couple of
Banach spaces. Let p0, p1 ∈ (1,∞), q0, q1 ∈ [1,∞], γ0, γ1 ∈ [0,∞) and s0, s1 ∈ R.
Assume that s0 −

1+γ0

p0
> k and s1 −

1+γ1

p1
< k for some k ∈ N0. Let θ, δ0, δ1, p and

F be as in (4.4) and (4.5), respectively. Then the k-th order derivative operator ∂kt
has the mapping property

∂kt : F → Cb(Ī; (X0, X1)θ,p)

and for all u ∈ F

(4.22) ‖∂kt u‖Cb(Ī;(X0,X1)θ,p) . ‖u‖1−θ
F

s0
p0,q0

(I,wγ0 ;X0)
‖u‖θF s1

p1,q1
(I,wγ1 ;X1)

.

Moreover, for s1 = 0 and γ1 ∈ (−1, p1−1) the same holds true when F is replaced by
FL, where FL is as in (4.8), and ‖u‖F s1

p1,q1
(R,wγ1 ;X1)

is replaced by ‖u‖Lp1(R,wγ1 ;X1)

in (4.22).

We will use the following lemma in the proof of Theorem 4.5.

Lemma 4.6. Let I ∈ {R+,R}, X a Banach space, p ∈ (1,∞), q ∈ [1,∞] and
s ∈ R. Then the left translation semigroup T : [0,∞) → L (D ′(I;X)) restricts to
a C0-semigroup T : [0,∞) → L (F s

p,q(I;X)) of contractions.

For the above lemma in case q = ∞ it is important that F s
p,∞(R;X) is defined in

terms of the iterated Bochner space Lp(R; ℓ∞(N0;X)) instead of the mixed-norm
Bochner space Lp(R)[ℓ∞(N0)](X). We do not know whether these two coincide.

Proof. As the case I = R+ follows easily from the case I = R, we only consider the
latter. It will be convenient to write

ℓqs(N0;X) =
{
(xn)n∈N0 ∈ XN0 : (2nsxn)n ∈ ℓq(N0;X)

}
.

Let f ∈ F s
p,q(R;X). Then, for all t ≥ 0,

‖T (t)f‖F s
p,q(R;X) = ‖(SnT (t)f)n‖Lp(R;ℓqs(N0;X)) = ‖T (t)(Snf)n‖Lp(R;ℓqs(N0;X))

= ‖(Snf)n‖Lp(R;ℓqs(N0;X)) = ‖f‖F s
p,q(R;X)

as T (t) is an isometry on Lp(R; ℓqs(N0;X)). Furthermore,

‖T (t)f − f‖F s
p,q(R;X) = ‖(T (t)− I)(Snf)n‖Lp(R;ℓqs(N0;X)) → 0 as tց 0

by the strong continuity of T on Lp(R; ℓqs(N0;X)). �

Proof of Theorem 4.5. Step 1. Proof of (4.22) in the case q0 = q1 = ∞, γ0 = γ1 =
0. Let u ∈ F. Then, by Theorem 4.2 and Lemma 4.6, v(t) := Tr

k
0T (t)u defines a

function v ∈ Cb(Ī; (X0, X1)θ,p) with

‖v‖Cb(Ī;(X0,X1)θ,p) . ‖u‖1−θ
F

s0
p0,∞

(I;X0)
‖u‖θ

F
s1
p1,∞

(I;X1)
.

By [39, Proposition 7.4], u ∈ Ck(I;X0). Therefore, by Lemma 4.1, v(t) = u(t) in
X0 +X1 for all t ≥ 0, and thus u = v, which completes the proof of this step.
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Step 2. Proof of (4.22) in the general case. This can be derived from Step 1 by
the Sobolev embedding Theorem 3.10 as in Step 4 of the proof of Theorem 4.2.

Step 3. Proof of the last statement. This follows from the (2.8) in the same way
as in Step 5 of the proof of Theorem 4.2. �

Next we take advantage of the special structure of the weights to obtain instan-
taneous regularization in anisotropic function spaces. The weight wγ essentially
only acts in 0. Therefore, away from 0, the functions in corresponding weighted
spaces are smoother. This simple idea is developed in the next result. Such re-
sults are well-known and available in several special cases in the literature (cf.
[3, 38, 37, 45, 46]). The next result unifies them. The following theorem is most
conveniently formulated in terms of weighted Cb-spaces. Given a Banach space X
and a weight parameter µ ∈ R, we define

(4.23) Cb,µ(R+;X) := {u ∈ C(R+;X) : [t 7→ tµu(t)] is bounded and continuous}

endowed with the norm ‖u‖Cb,µ(R+;X) := supt>0 t
η‖u(t)‖X . As above R+ = (0,∞).

Theorem 4.7 (Instantaneous regularization). Let (X0, X1) be an interpolation
couple of Banach spaces. Let p0, p1 ∈ (1,∞), q0, q1 ∈ [1,∞], γ0, γ1 ∈ [0,∞) and
s0, s1 ∈ R. Assume that s0 −

1
p0
> k and s1 −

1
p1
< k for some k ∈ N0. Set

(4.24)

η :=
β0 − k

β0 − β1
, βi := si −

1

pi
, i ∈ {0, 1},

1

r
=

1− η

p0
+

η

p1
and µ :=

1− η

p0
γ0 +

η

p1
γ1.

Let F be as in (4.5) for I = R+. Then ∂kt : F → Cb,µ(R+; (X0, X1)η,r) and for all
u ∈ F

(4.25) ‖∂kt u‖Cb,µ(R+;(X0,X1)η,r) . ‖u‖1−η

F
s0
p0,q0

(R+,wγ0 ;X0)
‖u‖η

F
s1
p1,q1

(R+,wγ1 ;X1)
.

Moreover, for s1 = 0 and γ1 ∈ [0, p1 − 1) the same holds true when F is replaced by
FL, where FL is as in (4.8), and ‖u‖F s1

p1,q1
(R,wγ1 ;X1)

is replaced by ‖u‖Lp1(R,wγ1 ;X1)

in (4.25).

Proof. Using Theorem 3.4 (or the difference norm of Proposition 3.5 in the Ap-case
γ ∈ [0, p − 1)) it follows that for any Banach space X and for every ε > 0 the
restriction operator R

ε : u 7→ u|[ε,∞) maps F s
p,q(R+, wγ ;X) into F s

p,q((ε,∞);X)
and

‖Rεu‖F s
p,q((ε,∞);X) . ε−γ/p‖u‖F s

p,q(R+,wγ ;X), u ∈ F s
p,q(R+, wγ ;X).

Therefore, by Theorem 4.5 and a translation argument, for every u ∈ F and ε > 0,

‖Rε
ku‖Cb([ε,∞);(X0,X1)η,r) . ‖Rεu‖1−η

F
s0
p0,q0

((ε,∞);X0)
‖Rεu‖η

F
s1
p1,q1

((ε,∞);X1)

. ε−µ‖u‖1−η

F
s0
p0,q0

(R+,wγ0 ;X0)
‖u‖η

F
s1
p1,q1

(R+,wγ1 ;X1)
.

The estimate (4.25) follows from this. The corresponding estimate with F replaced
by FL subsequently follows from (2.8) in the same way as in Step 5 of the proof of
Theorem 4.2. �
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Remark 4.8. In applications to evolution equations, one typically has γi > 0 for
some i ∈ {0, 1} and X1 →֒ X0. In such a case, any u ∈ F instantaneously regularizes
in space, i.e. for all ε > 0

u(ε) ∈ (X0, X1)η,r, while u(0) ∈ (X0, X1)θ,p,

Since γi > 0, one can check that η > θ, and therefore by [6, Theorem 3.4.1],
(X0, X1)η,r →֒ (X0, X1)θ,p, where the inclusion is strict in general.

The above continuity results will be applied (also in situations with X1 6 →֒ X0)
in Examples 6.2 and 6.6.

4.3. Consequences in case of homogeneous norms. In this section we present
homogeneous versions of Theorem 4.2, Theorem 4.5 and Theorem 4.7 under the
additional assumptions that s1 > 0 and γi < pi − 1 for i ∈ {1, 2}. Recall that the
seminorms [u]F s

p,q(I,wγ ;X) are defined in (3.2) and Remark 3.6.

Theorem 4.9. Let I ∈ {R+,R} and let (X0, X1) be an interpolation couple of
Banach spaces. Let pi ∈ (1,∞), qi ∈ [1,∞], γi ∈ (−1, pi − 1) and si > 0 for

i ∈ {0, 1}. Assume that s0 −
1+γ0

p0
> k and s1 −

1+γ1

p1
< k for some k ∈ N0. Let

θ, δ0, δ1, p be as in (4.4). Then for all u ∈ F s0
p0,q0(I, wγ0 ;X0) ∩ F

s1
p1,q1(I, wγ1 ;X1),

(4.26) ‖Trk0u‖(X0,X1)θ,p . [u]1−θ
F

s0
p0,q0

(I,wγ0 ;X0)
[u]θF s1

p1,q1
(I,wγ1 ;X1)

.

Moreover, for s1 = 0 the same holds true when F s1
p1,q1(I, wγ1 ;X1) and [u]F s1

p1,q1
(I,wγ1 ;X1)

are replaced by Lp1(I, wγ1 ;X1) and ‖u‖Lp1(I,wγ1 ;X1) in the above.

Proof. We could simply repeat the arguments in Steps 1-3 from the proof of Theo-
rem 4.2, where we use the homogeneous versions (3.19), (3.21), (3.24) of the Sobolev
embedding Theorem 3.10, the Sobolev embedding Corollary 3.11 and the mixed-
derivative Theorem 3.12, respectively, and the homogeneous version of (4.17). To
be more explicit, the homogeneous version of (4.17) is

[∂kt u]F si−k
pi,pi

(I,wγi
;Xi)

. [u]F si
pi,pi

(I,wγi
;Xi)

, i ∈ {0, 1}, u ∈ F si
pi,pi

(I, wγi ;Xi)

and follows from (4.17) by a standard scaling argument.
However, we will derive (4.26) from (4.7) by a scaling argument as in Lemma

4.4. To this end, consider again uλ := u(λ · ) for λ > 0. By (4.1), (4.7), the norm
equivalence of Proposition 3.5 applied to uλ we obtain

λk‖Trk0u‖(X0,X1)θ,p = ‖Trk0uλ‖(X0,X1)θ,p

. ‖uλ‖
1−θ
F

s0
p0,q0

(I,wγ0 ;X0)
‖uλ‖

θ
F

s1
p1,q1

(I,wγ1 ;X1)

h

(
‖uλ‖Lp0(I,wγ0 ;X0) + [uλ]F s0

p0,q0
(I,wγ0 ;X0)

)1−θ

·
(
‖uλ‖Lp1(I,wγ1 ;X1) + [uλ]F s1

p1,q1
(I,wγ1 ;X1)

)θ

=
(
λ
−

1+γ0
p0 ‖u‖Lp0(I,wγ0 ;X0) + λδ0 [u]F s0

p0,q0
(I,wγ0 ;X0)

)1−θ

·
(
λ−

1+γ1
p1 ‖u‖Lp1(I,wγ1 ;X1) + λδ1 [u]F s1

p1,q1
(I,wγ1 ;X1)

)θ

.

Since δ0(1− θ) + δ1θ = k and − 1+γi

pi
− δi = −si for i ∈ {0, 1}, it follows that

‖Trk0u‖(X0,X1)θ,p .
(
λ−s0‖u‖Lp0(R,wγ0 ;X0) + [u]F s0

p0,q0
(R,wγ0 ;X0)

)1−θ
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·
(
λ−s1‖u‖Lp1(I,wγ1 ;X1) + [u]F s1

p1,q1
(I,wγ1 ;X1)

)θ

.

As s0, s1 > 0, taking the limit λ→ ∞ gives the desired estimate (4.26).
With a slight modification of the above scaling argument, the final assertion

follows as well. �

In the same way the next results can be derived from Theorems 4.5 and 4.7.

Theorem 4.10. Let I ∈ {R+,R} and let (X0, X1) be an interpolation couple of
Banach spaces. Let pi ∈ (1,∞), qi ∈ [1,∞], γi ∈ [0, pi−1) and si > 0 for i ∈ {0, 1}.
Assume that s0 −

1+γ0

p0
> k and s1 −

1+γ1

p1
< k for some k ∈ N0. Let θ, δ0, δ1, p as

in (4.4), respectively. Then for all u ∈ F s0
p0,q0(I, wγ0 ;X0) ∩ F

s1
p1,q1(I, wγ1 ;X1),

‖∂kt u‖Cb(Ī;(X0,X1)θ,p) . [u]1−θ
F

s0
p0,q0

(I,wγ0 ;X0)
[u]θ

F
s1
p1,q1

(I,wγ1 ;X1)
.

Moreover, for s1 = 0 the same holds true when F s1
p1,q1(I, wγ1 ;X1) and [u]F s1

p1,q1
(I,wγ1 ;X1)

are replaced by Lp1(I, wγ1 ;X1) and ‖u‖Lp1(I,wγ1 ;X1) in the above.

Theorem 4.11 (Instantaneous regularization). Let (X0, X1) be an interpolation
couple of Banach spaces. Let pi ∈ (1,∞), qi ∈ [1,∞], γi ∈ [0, pi − 1) and si > 0
for i ∈ {0, 1}. Assume that s0 − 1

p0
> k and s1 − 1

p1
< k for some k ∈ N0.

Let η, β0, β1, r, µ be as in (4.24). Then there exists a constant C such that for all
u ∈ F s0

p0,q0(I, wγ0 ;X0) ∩ F
s1
p1,q1(I, wγ1 ;X1),

‖∂kt u‖Cb,µ(R+;(X0,X1)η,r) . [u]1−η

F
s0
p0,q0

(R+,wγ0 ;X0)
[u]η

F
s1
p1,q1

(R+,wγ1 ;X1)
.

Moreover, for s1 = 0 the same holds true when F s1
p1,q1(R+, wγ1 ;X1) and [u]F s1

p1,q1
(R+,wγ1 ;X1)

are replaced by Lp1 and ‖u‖Lp1(R+,wγ1 ;X1) in the above.

5. Trace Embeddings for Bessel potential spaces

5.1. The inhomogeneous case. In view of the elementary embedding (2.8), we
obtain the following corollary to Theorem 4.2.

Corollary 5.1. Let I ∈ {R+,R} and let (X0, X1) be an interpolation couple of
Banach spaces. Let p0, p1 ∈ (1,∞), γ0 ∈ (−1, p0 − 1), γ1 ∈ (−1, p1 − 1) and

s0, s1 ∈ R. Assume that s0 −
1+γ0

p0
> k and s1 −

1+γ1

p1
< k for some k ∈ N0. Let

θ, δ0, δ1, p be as in (4.4) and set

(5.1) H := Hs0,p0(I, wγ0 ;X0) ∩H
s1,p1(I, wγ1 ;X1).

Then the k-th order trace operator Tr
k
0 : Hs0,p0(I, wγ0 ;X0) → X0 (see Lemma 4.1)

acts a bounded linear operator

(5.2) Tr
k
0 : H → (X0, X1)θ,p,

and for all u ∈ H

(5.3) ‖Trk0u‖(X0,X1)θ,p . ‖u‖1−θ
Hs0,p0 (I,wγ0 ;X0)

‖u‖θHs1,p1(I,wγ1 ;X1)
.

Similarly we obtain the following corollary to Theorems 4.5 and 4.7.

Corollary 5.2. Let γi ∈ [0, pi− 1) for i ∈ {0, 1}. Then both Theorems 4.5 and 4.7
hold with F and F si

pi,qi replaced by H and Hsi,pi respectively.



TRACE EMBEDDING AND ITS APPLICATIONS 25

The latter extends [3, Corollary 7.6], where the result was proved under geometric
restrictions on X0 and X1, and in the case X1 was the domain of a fractional power
of a sectorial operator on X0.

In particular, Theorem 1.2 for A = H follows from Corollaries 5.1 and 5.2. The
case A = W follows similarly, since (2.8) also holds in that case. The case A = F
was already proved in Theorems 4.2, 4.5 and 4.7.

5.2. Consequences in case of homogeneous norms. In order to have a pre-
sentation which follows the Triebel-Lizorkin case, we set

[u]Hs,p(R+,wγ ;X) := ‖D̃su‖Lp(R+,wγ ;X),

where D̃ is as in (3.6). In Proposition 3.9 conditions are discussed under which one

can replace D̃ by D.
The next result is immediate from Lemma 3.7, and moreover by Remark 3.8 the

Bessel potential version of Theorem 4.9 actually holds for γi < 0 as well.

Corollary 5.3. Let γi ∈ [0, pi − 1) for i ∈ {0, 1}. Theorems 4.9, 4.10 and 4.11
hold with F si

pi,qi and [u]F si
pi,qi

replaced by Hsi,pi and [u]Hsi,pi , respectively.

Similar results hold with H replaced by W , but they follow more directly by
using the seminorms [u]W s,p := [u]F s

p,p
if s /∈ N0, and [u]W s,p := ‖∂stu‖Lp if s ∈ N0.

6. Applications to evolution equations

In this section we present applications of the above theory to fractional and sto-
chastic evolution equations. Here the main novelty is that using our trace estimates
we can provide sharp estimates on R+ whereas, these were only available on (0, T )
before. In a follow-up paper we plan to use these estimates to derive new a priori
estimates for quasi-linear (stochastic) PDEs considered on homogenous function
spaces with critical scaling (see [1, 47]).

6.1. Fractional evolution equations. Equations of fractional type arise in many
physical applications and it is the basic model for anomalous diffusion, and we refer
the reader to [8, 19, 24, 27, 43, 58] for more details. Evolution equations of fractional
type fit in the framework of Volterra integral equations. Introductions into Volterra
equations can be found in [5, 21, 43, 58].

In this section we will focus on a regularity problem for the fractional evolution
equation on a Banach space X :

(6.1) ∂αt u+Au = f on R+,

where α ∈ (0, 2) and A is a sectorial operator on X . For simplicity we only consider
Dirichlet boundary conditions: u(0) = 0, and u′(0) = 0 if α > 1.

Eq. (6.1) is extensively studied in the literature [43, 44, 58], where actually ∂αt
is replaced by a more general operator. We will focus on the latter case and only
consider zero initial values for simplicity.

In [44] weighted Lp-regularity was studied for (6.1) under the assumption that
0 ∈ ρ(A). Moreover, trace estimates for the solution were provided under the
assumption that A1/α is sectorial. In this section we will use our results to remove
the conditions that 0 ∈ ρ(A) and that A1/α is sectorial.
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Motivated by (3.15) we say that u is a strong solution to (6.1) with initial value
zero if

(6.2) u(t) +Kα ∗Au(t) = Kα ∗ f(t), a.e. t ≥ 0,

where ∗ denotes the convolution on R, and where we use the zero extensions of Au

and f on (−∞, 0) and Kα(t) :=
|t|α−1

1(0,∞)(t)

Γ(α) (see (3.15)).

Below we use the more suggestive notation ∂αt = Dα, where D is as in (3.5).
Our main result concerning (6.1) or (6.2) is:

Theorem 6.1. Let X be a UMD space. Let α ∈ (0, 2), p ∈ (1,∞) and γ ∈ [0, p−1).
Suppose that A is R-sectorial on X of angle ωR(A) < π(1 − α

2 ). Then for each
f ∈ Lp(R+, wγ ;X) there exists a unique strong solution u ∈ Lp

loc([0,∞), wγ ;D(A))
to (6.2) which satisfies

(6.3) ‖∂αt u‖Lp(R+,wγ ;X) + ‖Au‖Lp(R+,wγ ;X) . ‖f‖Lp(R+,wγ ;X).

Moreover, if j ∈ {0, 1} and α > j + 1+γ
p , then

‖∂jtu‖Cb([0,∞);ḊA(1− 1+γ
αp − j

α ,p)) + ‖∂jtu‖Cb,
γ
p
(R+;ḊA(1− 1

αp−
j
α ,p)) . ‖f‖Lp(R+,wγ ;X),

where Cb,γ/p is the weighted space defined in (4.23).

Proof. Step 1: Existence and uniqueness on (0, T ) with T ∈ (0,∞). Let f ∈
C∞([0, T ];D(A)). By [43, Proposition 1.2] there exists a unique strong solution
u ∈ C([0, T ];D(A)) to (6.2) on [0, T ]. Then by (3.15) u ∈ D(Dα

T ) and (6.1) holds
on (0, T ). We will first show that the following estimate holds uniformly in T > 0:

(6.4) ‖Au‖Lp(0,T,wγ ;X) . ‖f‖Lp(0,T,wγ ;X).

It follows from the text below Proposition 3.9 that Dα
T has a bounded H∞-

calculus of angle π
2α with uniform estimates in T . Since ωR(A) +

π
2α < π, the

Kalton–Weis theorem (see [46, Corollary 4.5.9]) gives (6.4).
From (6.2), Young’s inequality and (6.4), we additionally obtain that

(6.5) ‖u‖Lp(0,T,wγ ;X) .T ‖f‖Lp(0,T,wγ ;X).

Via a standard density argument using (6.4) and (6.5) we obtain existence and
uniqueness of a strong solution to (6.2) for general f ∈ Lp(0, T, wγ ;X). Moreover,
the estimates (6.4) and (6.5) hold as well.

Step 2. Existence and uniqueness on (0,∞) and the proof of (6.3): Let f ∈
Lp(R+, wγ ;X), and for each integer n ≥ 1 let un be the solution to (6.2) on [0, n].
Then by uniqueness, for all n ≥ m, un = um on [0,m]. Therefore, defining u :
[0,∞) → X by u(t) = un(t) for t ∈ [0, n], we obtain a strong solution to (6.2).
Uniqueness is clear from the uniqueness on finite time intervals. From Step 1 we
see that (6.4) holds with T -independent constants. Letting T → ∞, we obtain (6.4)

for T = ∞. From (6.2) and (3.16) we deduce that u ∈ Ḋ(Dα) and Dαu = f − Au.
This also implies the estimate (6.3).

Step 3. Proof of the trace estimate: As before, by density it suffices to consider
f ∈ C∞

c (R+;D(A)∩R(A)). Since A−1f ∈ C∞
c (R+;D(A)), the above estimates also

hold with (u, f) replaced by (A−1u,A−1f). By (6.3) this implies u ∈ Lp(R+, wγ ;X)
for these special functions f . Together with (6.3) and Proposition 3.9 this implies
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u ∈ D(Dα) →֒ Hα,p(R+, wγ ;X). Now if α > 1+γ
p + j with j ∈ {0, 1}, then by

Corollary 5.3 with θ = 1− 1+γ
αp − j

α , (6.3) and Proposition 3.9,

‖∂jtu‖Cb([0,∞);ḊA(θ,p)) . [D̃αu]1−θ
Lp(R+,wγ ;X)‖u‖

θ
Lp(R+,wγ ;Ḋ(A))

= [Dαu]1−θ
Lp(R+,wγ ;X)‖Au‖

θ
Lp(R+,wγ ;X)

. ‖f‖Lp(R+,wγ ;X)

The Cb,γ/p-term is estimated similarly. �

Note that if 0 ∈ ρ(A) in Theorem 6.1, then one obtains

‖u‖Hα,p(R+,wγ ;X) + ‖u‖Lp(R+,wγ ;D(A)) . ‖f‖Lp(R+,wγ ;X)

and therefore ḊA can be replaced by DA in the final estimate of Theorem 6.1. The
same holds if R+ is replaced by (0, T ) with T ∈ (0,∞).

We conclude this section by analysing a double non-local diffusion equation on
Rd (see [28] for the case α ∈ (0, 1)). Setting β = 1, one obtains the fractional heat
equation.

Example 6.2 (Double fractional diffusion equation). Let α, β > 0, q, p ∈ (1,∞) and

γ ∈ [0, p− 1) be such that α ∈ (1+γ
p , 2). On Rd consider:

(6.6) ∂αt u(t) + (−∆)βu(t) = f(t), t > 0,

with Dirichlet initial condition(s). To recast the above problem in the form (6.2)
we introduce the fractional Laplacian. To begin, let us regard the Laplace operator
as a map

AL := −∆ :W 2,q(Rd) ⊆ Lq(Rd) → Lq(Rd).

By [26, Theorem 10.2.25], A has a bounded H∞-calculus of ωH∞(AL) = 0. There-

fore, Aβ
L has a bounded H∞-calculus of angle 0 and D(Aβ

L) = H2β,q(Rd). In

particular, by [26, Theorem 10.3.4(2)], Aβ
L is R-sectorial and ωR(A

β
L) = 0. As one

may expect, the operator just defined satisfies

(6.7) Aβ
Lf = F−1(| · |2βF(f)),

where F is the Fourier transform and f ∈ H2β,q(Rd) (see e.g. [22, Subsection 8.3]).

Combining the description of the scale Ḋ(Aβ
L) in [22, p. 234] and the interpolation

results in [6, Theorem 6.3.1] we get, for all η ≥ 0 and p ∈ (1,∞),

(6.8) Ḋ((Aβ
L)

η) = Ḣ2βη,q(Rd), and ḊAβ
L
(η, p) = Ḃ2ηβ

q,p (Rd)

where Ḣ and Ḃ denote the homogeneous Bessel potential and Besov spaces (see e.g.
[6, Section 6.3]), respectively. Now we have rewritten (6.6) in the form (6.2) with

A = Aβ
L. Therefore, Theorem 6.1 ensures that for each f ∈ Lq(R+, wγ ;L

q(Rd))
there exists a unique strong solution u ∈ Lp

loc([0,∞), wγ ;H
2β,q(Rd)) to (6.6), and

‖∂αt u‖Lq(R+,wγ ;Lq(Rd)) + ‖u‖Lq(R+,wγ ;Ḣ2β,q(Rd)) . ‖f‖Lq(R+,wγ ;Lq(Rd)).

Moreover, if α > j + 1+γ
p with j ∈ {0, 1}, then

‖∂jt u‖Cb([0,∞);Ḃδ
q,p(R

d))+‖u‖Cb,γ/p(R+;Ḃε
q,p(R

d)) . ‖f‖Lq(R+,wγ ;Lq(Rd))

where δ = 2β(1 − 1+γ
αp − j

α ) and ε = 2β(1− 1
αp − j

α ).
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Remark 6.3. Example 6.2 can easily be extended to the case where ∆ is replaced
by an elliptic operator with x-dependent coefficients under continuity conditions on
the coefficients. Moreover, the abstract setting of Theorem 6.1 is flexible enough
to cover boundary value problems as well.

Remark 6.4. A special class of Volterra type equations in the case of coefficients
which are (t, x)-dependent is treated in [16, 17, 18] assuming only measurability in
t and very weak conditions in space. They prove maximal regularity results, and
their approach is completely different than the one considered here. They did not
consider trace estimates, but they can easily be obtained by combining their results
with ours.

6.2. Stochastic maximal Lp-regularity and homogeneous spaces. In this
section we prove some new regularity estimates for stochastic convolutions using
the trace estimates of the previous section, which extend some of the stochastic
maximal regularity results in [3, 42] to the case where 0 /∈ ρ(A). Similar extensions
can be done for the stochastic Volterra equations considered in [14], but we will not
consider those here.

Stochastic maximal regularity has been recently used to obtain well-posedness
for quasilinear stochastic PDE in [1, 2]. For unexplained notations and in particular
stochastic integration theory and the theory of γ-radonifying operators we refer the
reader to the latter two papers and [26, Chapter 9]. For a general overview on
stochastic evolution equations we refer to [9].

Let H be a Hilbert space and let WH an H-cylindrical Brownian motion on a fil-
tered probability space (Ω,P, (Ft)t≥0,P). Let X be a Banach space with UMD and
type 2 (see e.g. [26, Chapter 7]), and let γ(H,X) denote the space of γ-radonifying
operators (see e.g. [26, Chapter 9]). Given a C0-semigroup (S(t))t≥0 with generator
−A, we consider the stochastic evolution equation:

(6.9) du(t) +Au(t)dt = G(t)dWH(t), t ∈ R+, u(0) = 0.

Here G ∈ L0(Ω;L2
loc(R+; γ(H,X))) is strongly progressively measurable. The mild

solution to (6.9) is given by the stochastic convolution S ⋄G : [0,∞) → X defined
as

(6.10) u(t) = S ⋄G(t) :=

∫ t

0

S(t− s)G(s)dWH (s), t ≥ 0.

Below we use the more suggestive notation ∂αt = Dα, where D is as in (3.5).
The main result of this section is as follows.

Theorem 6.5. Let p ∈ (2,∞), κ ∈ [0, p2−1) and θ ∈ [0, 12 ). Let X be isomorphic to
a closed subspace of an Lq-space over a sigma-finite measure space with q ∈ [2,∞).
Assume that A has a bounded H∞-calculus on X and ωH∞(A) < π

2 . Let (S(t))t≥0

be the semigroup generated by −A. Let G ∈ Lp(R+ × Ω, wκ; γ(H,X)) be strongly
progressive measurable. Then for all θ ∈ [0, 12 ) the mild solution u to (6.9) satisfies

(6.11) E‖∂θtA
1
2−θu‖pLp(R+,wκ;X) . E‖G‖pLp(R+,wκ;γ(H,X)).

Moreover,

E‖u‖p
Cb([0,∞);ḊA( 1

2−
1+κ
p ,p))

+ E‖u‖p
Cb, κ

p
(R+;ḊA( 1

2−
1
p ,p))

. E‖G‖pLp(R+,wκ;γ(H,X)),

where Cb,κ/p is the weighted space defined in (4.23).
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Proof. We first prove (6.11). By an approximation argument it suffices to prove
the estimates for a uniformly bounded progressively measurable step process G :
R+×Ω → γ(H,D(A)). The method is similar to [42, Theorem 1.2] (and [3, Theorem
7.16] in the weighted case). However, since we do not assume 0 ∈ ρ(A), some
modifications are required.

Step 1: Convergence of approximating problem. In some part of the proof below,
we need invertibility of the involved operators. Therefore, we consider Aε = A+ ε
and Sε(t) = e−εtS(t), where ε ≥ 0. Let uε = Sε ⋄G. Then uε(t) ∈ D(A) a.s. for all
ε, t ≥ 0. Next, we prove that

(6.12) Aδ
εuε → Aδu in YT := Lp((0, T )× Ω;D(A)), for all δ ∈ [0, 1], T ∈ (0,∞).

Using [41, Corollary 3.10] one can check that (6.12) holds for δ = 1. For δ ∈ [0, 1),
note that

‖Aδ
εuε −Aδu‖YT ≤ ‖Aδ

ε(uε − u)‖YT + ‖Aδ
εu−Aδu‖YT .(6.13)

For the first term in (6.13), by the moment inequality (see [22, Proposition 6.6.4])
and Hölder’s inequality we find that

‖Aδ
ε(uε − u)‖YT ≤ ‖uε − u‖1−δ

YT
‖(A+ ε)(uε − u)‖δYT

→ 0.

The second term in (6.13) tends to zero by [35, Lemma 4.1.11] and dominated
convergence.

Step 2: A priori estimates uniformly in ε ∈ (0, 1]. Since A has a bounded H∞-
calculus of angle ωH∞(A) < π

2 , the same holds for A + ε with uniform estimates
in ε. Since we assumed X has a special structure, by [42, Theorem 4.3] and [3,
Lemma 7.11], for all θ ∈ [0, 1/2),

(6.14) E‖A
1
2−θ
ε Sε,θ ⋄G‖

p
Lp(R+,wκ;X) . E‖G‖pLp(R+,wκ;γ(H,X)),

where Sε,θ(t) =
t−θ

Γ(1−θ)Sε(t) and the implicit constant does not depend on ε.

Next we prove (6.11) for θ ∈ (0, 1/2) with (u,A) replaced by (uε, Aε) with
uniform estimates for ε ∈ [0, 1]. Let Aε be the closed linear densely defined operator
on Lp(R+, wκ;X) with domain D(Aε) = Lp(R+, wκ;D(A)) given by Aεv(t) :=
Aεv(t) for all t ∈ R+. One can check that Aε has a bounded H∞-calculus of
angle ωH∞(Aε) = ωH∞(Aε) < π/2 with uniform estimates in ε ≥ 0. Moreover, by
Proposition 3.9, the derivative D defined in (3.5) has a bounded H∞-calculus of
angle π/2.

From now one let ε > 0. By [46, Corollary 4.5.9], Cε := D + Aε with D(Cε) =
D(D) ∩D(Aε) is a sectorial operator on Lp(R+, wκ;X), and as in [42],

C
−θ
ε f(s) =

1

Γ(θ)

∫ t

0

(t− s)θ−1Sε(t− s)f(s)ds, f ∈ Lp(R+, wκ;X).

Moreover, arguing as in the proof of [42, Theorem 1.2], one obtains that

C
−θ
ε (A

1
2−θ
ε Sε,θ ⋄G)(t) = A

1
2−θ
ε uε(t), a.s. for all t ∈ R+.

Combining this with A
1
2−θ
ε Sε,θ ⋄ G,A

1
2−θ
ε uε ∈ Lp(R+, wκ;X) a.s., it follows that

A
1
2−θ
ε uε ∈ D(C θ) a.s. and

(6.15) A
1
2−θ
ε Sε,θ ⋄G(t) = C

θ
ε (A

1
2−θ
ε uε)(t), a.s. for all t ∈ R+.
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To proceed further, one can check that, Aε is R-sectorial of angle < π/2 with
uniform estimates in ε (see [26, Theorem 10.3.4(2)]). Thus, by [30, Lemma 10],
the set {λθ(λ + Aε)

−θ : λ ∈ Σφ} is R-bounded for some φ ∈ (π2 , π) with uniform
estimates in ε. The Kalton-Weis theorem [46, Theorem 4.5.6] ensures that

(6.16) Dθ
C

−θ
ε ∈ L (Lp(R+, wκ;X))

with uniform estimates in ε. Therefore,

E‖DθA
1
2−θ
ε uε‖

p
Lp(R+,wκ;X)

(6.16)

. E‖C θ
ε A

1
2−θ
ε uε‖

p
Lp(R+,wκ;X)

(6.15)
= E‖A

1
2−θ
ε Sε,θ ⋄G‖

p
Lp(R+,wκ;X)

(6.14)

. E‖G‖pLp(R+,wκ;γ(H,X))

again with uniform estimates in ε.
Step 3: Weak convergence argument. It follows from the previous step that

A
1
2−θ
ε uε is bounded in Lp(Ω; Ḋ(Dθ)), and hence there exists a sequence such that

A
1
2−θ
ε uεn → v weakly in Ḋ(Dθ), and

E‖∂θt v‖
p
Lp(R+,wκ;X) ≤ lim inf

n→∞
E‖DθA

1
2−θ
εn uεn‖

p
Lp(R+,wκ;X) . E‖G‖pLp(R+,wκ;γ(H,X)),

where we used our uniform estimate in the last step. To complete the proof of (6.11)

it remains to show v = A
1
2−θu. Fix T ∈ (0,∞). By taking restrictions (see (3.14))

it follows that A
1
2−θ
εn uεn → v weakly in Lp(Ω; Ḋ(Dθ

T )). Since Dθ
T is invertible, this

implies A
1
2−θ
εn uεn → v weakly in Lp(Ω;Lp(0, T, wκ;X)). By Step 1, v = A

1
2−θu on

(0, T ) as required.
Step 3: The trace estimate. By density it suffices to consider G to be a uniformly

bounded progressively measurable step process G : R+ × Ω → γ(H,D(A) ∩ R(A)).
Note that by the previous step A1/2u ∈ Lp(Ω;Lp(R+, wκ;X)). Moreover, due to
the fact that G also takes value in D(A−σ) for all σ ∈ [0, 1/2) (see [31, Proposition
15.26]), we additionally have

(6.17) A
1
2−σu = A

1
2A−σu ∈ Lp(Ω;Lp(R+, wκ;X)).

Fix σ ∈ (1+κ
p , 12 ). By (6.11) we have

∂σt u ∈ Lp(Ω;Lp(R+, wκ; Ḋ(A
1
2−σ))) and u ∈ Lp(Ω;Lp(R+, wκ; Ḋ(A

1
2 )))(6.18)

with corresponding estimates in terms of ‖G‖pLp(Ω;Lp(R+,wκ;γ(H,X))). Moreover,

combining the latter with (6.17) and Proposition 3.9, we obtain that

u ∈ Lp(Ω; 0H
σ,p(R+, wκ; Ḋ(A

1
2−σ))) →֒ Lp(Ω;Hσ,p(R+, wκ; Ḋ(A

1
2−σ))).

Applying, Corollary 5.3 pointwise in Ω, and using (6.18) and

(Ḋ(A
1
2−σ), Ḋ(A

1
2 ))1− 1+κ

pσ ,p

(2.12)
= ḊA(

1
2 − 1+κ

p , p),

one gets the required estimates for the Cb-norm. The estimate for the Cb,κ/p-norm
follows similarly. �

If 0 ∈ ρ(A) in Theorem 6.5, then (6.11) can be improved into

E‖S ⋄G‖p
Hθ,p(R+,wκ;D(A

1
2
−θ))

. E‖G‖pLp(R+,wκ;γ(H,X)),
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and therefore ḊA can be replaced by DA in the final estimate of Theorem 6.5. The
same holds if one considers (0, T ) with T ∈ (0,∞) instead of R+.

As an application we derive a new maximal estimate for the stochastic heat
equation using homogenous spaces. In the following, (wn

t : t ≥ 0)n≥1 denotes a
sequence of independent standard Brownian motions. This determines a cylindrical
Brownian motion on ℓ2. We will use that γ(ℓ2;Lq(Rd)) = Lq(Rd; ℓ2) (see [41,
Proposition 2.6]).

Example 6.6 (Stochastic heat equation on Rd). Let q ∈ [2,∞), p ∈ (2,∞) and
κ ∈ [0, p2 − 1). The stochastic heat equation on R

d can be formally written as

(6.19)

{
du−∆udt =

∑
n≥1 gndw

n
t , t > 0,

u(0) = 0.

Using the notation introduced in Example 6.2, we recast (6.19) in the form (6.9)

with A = −∆ on Lq(Rd). Then A has a bounded H∞-calculus of angle 0 and Ḋ(Aη)

and ḊA(η, q) are a special case of (6.8) for β = 1. Thus, Theorem 6.5 ensures that
for any progressively measurable (gn)n≥1 ∈ Lp(Ω;Lp(R+, wκ;L

q(Rd; ℓ2))) there
exists a unique mild solution u to (6.19). Moreover, for all θ ∈ [0, 1/2),

E‖∂θt u‖
p

Lp(R+,wκ;Ḣ1−2θ,q(Rd))
+ E‖u‖p

Cb([0,∞);Ḃα
q,p(R

d))

+ E‖u‖p
Cb,κ/p(R+;Ḃβ

q,p(Rd))
. E‖(gn)n≥1‖

p
Lp(R+,wκ;Lq(Rd;ℓ2))

,

where α = 1− 2 1+κ
p and β = 1− 2

p .
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Birkhäuser/Springer Basel AG, Basel, 1993. [2012] reprint of the 1993 edition.

[44] J. Prüss. Vector-valued Fourier multipliers in Lp-spaces with power weights. Studia Math.,
247(2):155–173, 2019.

[45] J. Prüss and G. Simonett. Maximal regularity for evolution equations in weighted Lp-spaces.
Archiv der Mathematik, 82(5):415–431, 2004.

[46] J. Prüss and G. Simonett. Moving interfaces and quasilinear parabolic evolution equations,
volume 105. Springer, 2016.

[47] J. Prüss, G. Simonett, and M. Wilke. Critical spaces for quasilinear parabolic evolution
equations and applications. J. Differential Equations, 264(3):2028–2074, 2018.

[48] V.S. Rychkov. On restrictions and extensions of the Besov and Triebel-Lizorkin spaces with
respect to Lipschitz domains. J. London Math. Soc. (2), 60(1):237–257, 1999.

[49] Y. Sawano. Theory of Besov spaces, volume 56 of Developments in Mathematics. Springer,

Singapore, 2018.
[50] H.-J. Schmeißer and W. Sickel. Traces, Gagliardo-Nirenberg Inequalities and Sobolev Type

Embeddings for Vector-valued Function Spaces. Unpublished notes, Jena, 2004.
[51] E. M. Stein. Note on singular integrals. Proceedings of the American Mathematical Society,

8(2):250–254, 1957.
[52] E.M. Stein. Harmonic analysis: real-variable methods, orthogonality, and oscillatory inte-

grals, volume 43 of Princeton Mathematical Series, Monographs in Harmonic Analysis, III.
Princeton University Press, Princeton, NJ, 1993.

[53] H. Triebel. Interpolation theory, function spaces, differential operators, volume 18 of North-
Holland Mathematical Library. North-Holland Publishing Co., Amsterdam-New York, 1978.

[54] H. Triebel. Theory of function spaces, volume 78 of Monographs in Mathematics. Birkhäuser
Verlag, Basel, 1983.

[55] H. Triebel. Theory of function spaces. II, volume 84 of Monographs in Mathematics.
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