
Intelligent Reflecting Surfaces in Wireless
Communication Systems

Zur Erlangung des akademischen Grades eines

DOKTORS DER INGENIEURWISSENSCHAFTEN
(Dr.-Ing.)

von der KIT-Fakultät für
Elektrotechnik und Informationstechnik

des Karlsruher Instituts für Technologie (KIT)

angenommene

DISSERTATION

von

M.Sc. Yueheng Li
geb. in Jinan, China

Tag der mündlichen Prüfung: 07.03.2023

Hauptreferent: Prof. Dr.-Ing. Thomas Zwick
Korreferent: Prof. Dr. Xiang Wan





Abstract

Accompanied with the development of the wireless communication technolo-
gies, the high data traffic is more necessary for civil and industrial applications
than ever before. As one of the solutions, signal propagations at higher carrier
frequencies are desired to utilize wider unlicensed bandwidth. However, the free
space path loss (FSPL) becomes more significant for signal propagation at hig-
her frequencies. As a solution, the concept of an intelligent reflective surface
(IRS) has attracted considerable attention recently. By controlling the resonance
behaviour of its massive number of micro-component-based unit cells, an IRS
reflects the electromagnetic wave from a feeding antenna with electronically
controllable beamforming. On the one hand, the promising beamforming targets
the desired directions for the concentrated signal power against FSPL. On the
other hand, the micro-component-based unit cells use PIN diodes and varactors
as traditional solutions, guaranteeing proper cost and power consumption. In
the fields of antenna design and communication theory, IRS has accomplished
fruitful results. However, the lack of experimental studies restricts the IRS’s
ability to be utilized in actual situations. This fact motivates the dissertation’s
investigation of the IRS’s system-level performance. The primary objectives
are identifying the problems, finding solutions, and proving the feasibility of
IRS-based wireless communication systems. According to earlier studies, the
IRS can act as a novel alternative antenna array or a signal reflector for chan-
nel assistance. To be comprehensive, both application types are investigated.
In order to realize this goal, a Ka-band IRS designed by the Southeast Uni-
versity (SEU) from China is implemented for wireless communication system
demonstrations operating at 28 GHz following the 3GPP n257 band standard.
First, simulation and measurement results are applied to illustrate the IRS be-
amforming accuracy and robustness. An IRS-based testbed is presented that
successfully combines the IRS control chain and signal processing. The IRS
is then combined with various modern wireless communication scenarios and
technologies, such as hybrid MIMO beamforming, division multiple access,
mobile user tracking, etc. The IRS has produced excellent results, proving its
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possibility as a wireless communication concept with significant future poten-
tial. As the main contribution, the dissertation creates new state-of-the-art and
formulates a solid milestone for the IRS research field.
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1 Introduction

1.1 Motivation

Since the birth of the first generation (1G) in 1980, mobile communication
generations have progressed fast due to the expansion of modern wireless com-
munication technology. As a fresh technology, the 1G network faced reliability
and security issues. Consequently, it was superseded in 1991 by the second ge-
neration (2G). 2G was dominated by digital signal processing, which improved
security and capacity. For 2G, mobile users could send text messages and emails.
However, the connection quality remained insufficiently steady, resulting in the
third generation (3G). 3G was much speedier than 2G and supported a greater
data throughput. For the first time, mobile phones might be used for video calls,
file sharing, Internet access, etc. Since then, mobile phones have evolved from
telephones to social networking centers. After it, mobile communications had
a period of rapid development. By incorporating the fourth generation (4G)
standard into mobile phones manufactured in 2013, connection latency, video
quality, and loading speed were substantially enhanced [gen]. With the aid of
long-term evolution (LTE), the concepts of the cellular network and multiple-
input multiple-output (MIMO) technology enabled the transmission of data in
greater quantities than ever before, a trend still prevalent in mobile connections
today.

The fifth generation (5G) and the sixth generation (6G) are being developed.
5G focuses on applying in industries or merging with other contemporary con-
cepts such as the Internet of Things, smart cities, and military applications.
Consequently, more data traffic is necessary. Signal propagation is increased to
a higher carrier frequency as a solution. More unlicensed bands and broader
bandwidths may be attained at higher frequencies for greater data throughput.
In [5Gb], the 5G bands are listed in detail according to worldwide regions.
It can be noted that there are several bands between 24 to 30 GHz, and even
beyond 30 GHz. These frequencies are called millimeter wave (mmw) since
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their wavelengths are close to one millimeter. Nonetheless, signal propagati-
ons at higher carrier frequencies are hindered by increased free space path loss
(FSPL), which restricts the wireless propagation distance and, therefore, the
coverage area. In order to ensure the received power level or signal-to-noise
ratio (SNR), extra solutions are necessary. The first approach is to add more
antenna units. Accumulating the antenna gain in the desired direction produces
a narrower antenna pattern with a larger gain, leading to the beamforming idea
from [CZO87]. The second alternative is to enhance the density of cellular
networks to decrease the propagation distance, increasing the number of base
stations (BSs) in the desired signal coverage region. Both of the approaches
above need an expansion of the number of devices, resulting in a rise in cost
and energy consumption, which serves as a major barrier to 5G civil use. As a
mature technology, LTE already provides a sufficient quantity of data volume
and speed for daily life at an affordable price. Therefore, users are less likely
to pay a premium for a technology whose advantages are not obvious. This
prompted researchers to explore the potential for cost reduction in wireless
communication systems.

The first major branch is concerned with system architecture. MIMO techno-
logy has dominated digital signal processing since the beginning of the 21st
century, according to [GSS+03]. A MIMO system achieves spatial diversity gain
by duplicating the same data stream across multiple antenna units, each connec-
ted to a digital chain, as an SNR enhancement. Additionally, a MIMO system
may increase the channel capacity by delivering multiple data streams through
multiple antennas, resulting in spatial multiplexing. However, when the carrier
frequency rises, it becomes difficult to maintain full digital beamforming with
the MIMO system due to the increased number of antenna units and analog-to-
digital converters (ADCs)/digital-to-analog converters (DACs), which signifi-
cantly increase the cost and power consumption. Analog beamforming, using a
phased array as the standard approach, is a different beamforming design. The
data stream is split/combined from the multiple antenna components. Then,
by altering the phase at the antenna units, the signals are added together in
the appropriate beamforming direction. With analog beamforming, signal pro-
cessing is performed in analog circuits at a lower cost, but only a single data
stream can be sent at one moment, which does not meet the requirements of
modern wireless communication traffic demands. As a solution, digital and
analog beamforming are integrated to create the innovative concept of hybrid
beamforming [MRH+17]. Hybrid beamforming may be seen as a compromise
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between the two pure beamforming structures, preserving both benefits. In re-
cent years, there has been much research on hybrid beamforming. The primary
focuses are channel estimation algorithms and beamforming strategies, which
attempt to achieve system performance as close to optimal digital beamforming
as possible with lower cost and power consumption [AEALH14].

The second main branch is concerned with antenna design. Typically, a phased
array is used as the standard solution for the hybrid beamforming architecture
described above. However, a phased array has many phase shifters, which may
increase the cost of the system. As a solution, a new antenna array design is
referred to as an intelligent reflecting surface (IRS), a programmable metasur-
face, or a reconfigurable intelligent surface in certain publications. An IRS is
a collection of antennas that reflect the electromagnetic (EM) wave from the
feeding antenna in the desired direction. It provides electrically steerable be-
amforming by controlling the micro-component-based unit cells, such as PIN
diodes, varactor diodes, and so on. These micro-components have lower cost
or power consumption than phase shifters, allowing for the manufacturing of
larger arrays at the same or a lower price for arrays with the same gain. IRS was
described in [BDRDR+19, CQW+14] and evolved into productive designs at
various operating frequencies, different bandwidths, and flexible implementa-
tions. Besides an alternative of hybrid beamforming architecture, the IRS also
has potentials to replace conventional signal relays using a receive-and-transmit
concept. The RIS directly reflects the incidence signal and reflect it to desired
destination, without the necessity of any transceiver circuitries. This novel idea
effectively enhances the wireless communication channel, which is currently
regarded as another attractive research branch.

Both of the subjects above are desired topics that may contribute to the deve-
lopment of wireless communication technologies. Especially if the IRS concept
can be utilized in commercial wireless communications, significant cost savings
are possible. However, there is still a considerable way to go before accomplis-
hing this goal. From an algorithm perspective, the most prominent articles on
system designs concentrated on the theoretical level. Only a few experiments
were applied to the presented algorithms to demonstrate their feasibility. No-
tably, several algorithmic factors are inappropriate for IRS properties, limiting
the IRS’s capabilities for practical analysis. From the antenna design point of
view, numerous varieties of IRSs were constructed without considering their
performance in a system, including signal processing. Consequently, it is ques-
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tionable if IRSs can be implemented in wireless communication systems and
accomplish the functionality required by modern communication scenarios.
Motivated by the facts mentioned above, this dissertation focuses on a com-
prehensive investigation of the utilization of IRS in wireless communication
systems.

1.2 State of the art

IRS research has exploded in recent years due to its popularity as a subject of
study. The researchers are attempting to build an IRS with various architectures,
operating frequencies, bandwidths, and efficiencies. The articles [CQW+14,
LC17,LC19,ZCL+18] produced fruitful achievements. By controlling the unit
cells’ resonance behaviour, the IRS can accomplish beam shaping, and beam
steering [YCY+16, WQCC16]. This dissertation is interested in the 3GPP 5G
n257 band from 27.5 to 28.35 GHz, within which no suitable IRS was designed.

According to previous studies, IRS applications are split into two groups based
on the location of the feeding antenna. The feeding antenna for the first type is
positioned in the nearfield of the IRS. Thus, the illumination operates as a point
source, with each IRS unit cell having its unique illumination profile. To attain
the best antenna gain, the illumination characteristics must be optimized. The-
refore, this application type is an alternate design for antenna arrays, as shown
in Figure 1.1a. In this case, the IRS and the feeding antenna with the illumi-
nation distance 𝑟1 close to it are considered a BS that generates beamforming
for the user at a propagation distance 𝑟2. However, the IRS application is more
flexible and not solely restricted to antenna array options. As shown in Figure
1.1b, the IRS illumination distance 𝑟1 may also be specified in the farfield area,
with 𝐷 showing the maximum IRS array dimension. In this case, the IRS acts
as a signal reflector with beamforming capability to assist the path between the
BS and the user, particularly when the line-of-sight (LoS) path is obstructed.
State of the art for these two application types is described as follows.

The example of nearfield illumination as an alternative antenna array is discus-
sed first. As stated in [LCZ+16, CQW+14], the nearfield illumination IRS was
first referred to as programmable metasurface, which has been demonstrated to
be a less expensive alternative to phased arrays. IRS research was mostly focused
on antenna design until recent years when new developments were initiated. The
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(a) IRS as antenna array. (b) IRS as signal reflector.

Figure 1.1: IRS application types.

primary proof of concept of the programmable metasurface wireless commu-
nication systems has been evaluated in [TSJP16, TLD+19, ZYD+19, ZSW+20,
WZC+19,LEK+21,LWE+20,TDC+19]. These investigations are initial studies
to exploit IRS as a novel antenna design in SISO wireless communication
systems. However, IRS has seldom been incorporated into signal processing
methods. As a desirable array of analog beamforming, its combination with
MIMO hybrid beamforming is also absent.

According to the history of research, the farfield IRS application as a si-
gnal reflector is a relatively fresh concept that was inspired by the near-
field IRS application and relay system. It is initially mentioned in 2019 by
[BDRDR+19, HZA+19]. Due to the establishment of two wireless communi-
cation channels, this concept has been pursued by many theoretical studies.
Most of the effort focuses on the theoretical aspects of the technology since it
presents new obstacles. Channel estimation techniques, for instance, have been
examined in [NKC+19]. For multiuser scenarios, the IRS farfield illumination
is integrated with the MIMO system described in [CLCY19]. In [NCCD20],
techniques integrating hybrid beamforming and hierarchical codebook channel
estimation are developed using several modern wireless communication ideas.
However, experimental evaluations are rare at this research stage. An important
paper on measurements is [TCC+20], in which a theoretical path loss model for
IRS is created and validated with measurements up to 10.5 GHz. At a frequency
of 5.8 GHz, [PYT+21] provided measurements for propagation distances up to
500 m. In addition, they implemented data transfer for the SISO scenario, de-
monstrating considerable promise. In addition to the contributions stated above,
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a perfect survey from [DRZD+20] presented a comprehensive review of IRS
research. Existing IRS designs, classifications, applications, algorithms, and
measurements are summarized and may be referred to for further information.

Except for the successful outcomes discussed before, some practical considera-
tions and limits of IRS-based wireless communication have not been discussed.
First, there is no mention of the anticipated IRS size and the corresponding
link distance description, particularly for the signal reflector application ty-
pe. Second, IRS beamforming is achieved by tuning the states of the micro-
components on the patch, hence altering the resonance behaviours. In contrast
to phase shifters, these components cannot be turned off since the null input
voltage is considered one of the phase states. This complicates the implemen-
tation of some channel estimate methods based on the sparse array [EMLZ18].
Next, the IRS often has a limited phase resolution for each unit cell, a trade-off
for a lower price and a bigger array size. In most visible hybrid beamforming
systems, a phased array with high phase resolution is designed, resulting in de-
graded performance if the respective algorithms are imported directly to IRS.
In the end, the medium of the EM wave is illumination through the air, which
is less controllable than signal transmission through circuits. This renders IRS
beamforming less adaptable and incompatible with all wireless communication
designs. These difficulties will be analyzed in this dissertation, and potential
solutions will be presented.

1.3 Goal and Organization

This dissertation aims to prove the feasibility and functionality of the low-
cost IRS in 28 GHz wireless communication scenarios. Listed below are the
chapter-by-chapter objectives and organizational structure.

Chapter 2 introduces the fundamentals of antenna arrays and beamforming. The
goal is to discuss the fundamental antenna (array) parameters used throughout
the dissertation. Existing beamforming architectures and corresponding channel
models are discussed and compared, which will be further adapted to IRS-based
models in the following chapter.

The third chapter covers the fundamentals of communication signal proces-
sing. The possible methods in each mentioned stage define the general signal
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processing flow. The IRS-based wireless communication signals employ these
techniques for channel estimation, data recovery, and system evaluation.

Chapter 4 analyzes the IRS’s properties. First, the IRS concept and the two
types of applications are distinguished. Next, the dissertation implements the
technical details of the novel IRS operating at 28 GHz. Then, the theoretical
IRS beamforming capability is investigated in terms of various beam-shaping
strategies and their robustness against mismatches. Finally, as a benchmark
for future IRS evaluations, the challenges and practical considerations of the
IRS-based system are addressed in detail.

Chapter 5 introduces the IRS system testbed implemented in this dissertation. A
general system block diagram is defined, with brief descriptions of the key
functions of each implemented piece of equipment. This chapter describes the
coordination and cooperation of devices in IRS-based wireless communication.

Chapter 6 develops IRS beamforming strategies for various wireless commu-
nication scenarios. Beginning the measurements is a proof-of-concept SISO
model. Then, an exhaustive search and hierarchical codebook algorithms for
channel estimation within different IRS systems are investigated. In additi-
on, innovative wireless communication technologies are incorporated into the
design. The first IRS-based time division multiple access (TDMA) system is
demonstrated and studied, with specifications surpassing LTE beam switching
requirements. The 5G beam management strategy is then adapted to produce
a real-time IRS tracking system. By implementing the economical IRS, the
tracking capability is comparable to conventional MIMO/phased array tracking
systems. Furthermore, predictive tracking methods are developed with precise
beam alignment to reduce training overhead.

Chapter 7 analysis the first IRS MIMO hybrid beamforming system. A novel
channel estimation algorithm is proposed combining analog beam training and
interleaved orthogonal frequency division multiplexing (OFDM). The results of
channel estimation are utilized for data recovery using various methods. Good
results are obtained, which proves the channel estimation’s accuracy and the
system’s feasibility. Different signal processing techniques and MIMO dimen-
sions are measured, compared, and analyzed to provide conclusive evidence.
Considerations are paid to both multiuser and singleuser scenarios for comple-
teness.
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Figure 1.2: A flow graph for the dissertation organization.

Chapter 8 focuses on the studies of IRS farfield illumination applications. Popu-
lar IRS signal reflector scenarios, such as IRS-assisted wireless communication,
cascaded IRS, and IRS-enhanced MIMO system, are demonstrated and evalua-
ted. The channel model and signal processing algorithms are derived from the
IRS nearfield illumination introduced in previous chapters.

Chapter 9 concludes this dissertation by listing the outstanding results and
contributions from the previous chapters.

In general, the dissertation organization can be concluded in Figure 1.2. Based
on the antenna theory in Chapter 2 and the solid simulation results in Chapter
4, the IRS design is finalized. In combination to the 28 GHz testbed, a novel
IRS wireless communication system architecture is demonstrated in Chapter
5. Together with the signal processing methods in Chapter 3, experimental re-
sults including modern wireless communication scenarios in Chapter 6, MIMO
beamforming in Chapter 7, and channel enhancement in Chapter 8 are realized.
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2 Antenna Arrays and Beamforming

This chapter’s scope is an introduction to antenna arrays and beamforming fun-
damentals, which are closely related to the dissertation’s IRS topic. The first
section presents the fundamentals of antennas in order to formulate general
definitions of some crucial parameters. Afterwards, the planar antenna array’s
geometric and coordination definitions are described in detail. In the end, al-
ternative uniform planar array (UPA) architectures for beamforming generation
and properties are introduced, including the general channel model and the
specifications for each option.

2.1 Fundamental Parameters of Antennas

This section introduces the fundamental parameters of antennas to clarify the
dissertation’s general definition of antenna/antenna array. Only the necessary
antenna theory parameters are highlighted to accommodate the dissertation’s
focus rather than all of them. The definition of the antenna pattern, which
is essential for the beamforming analysis of IRS, is presented first. Since they
represent the performance of an antenna/antenna array, the antenna’s directivity
and gain are also crucial. Following that, the concept of bandwidth is introduced
to aid comprehension of the antenna’s operating frequency. Ultimately, the Friis
transmission equation is related to the path loss model for IRS, which is essential
in later chapters. Professionally, most hints and ideas adhere to the descriptions
in [Bal15].

2.1.1 Antenna Pattern

An antenna pattern is a graphical representation of an antenna’s radiation pro-
perties as a function of space coordinates. The radiation properties are expressed
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as a three-dimensional (3D) spatial distribution of radiated energy as a function
along a surface with a constant radius, using the coordinate system shown in
Figure 2.1. This thesis defines the antenna patch in the 𝑥𝑦 plane, with the desired
power radiating in the +𝑧 direction. Furthermore, \ is the tilt angle from the 𝑧

axis, whereas 𝜙 is the rotation angle in the 𝑥𝑦 plane. Coordination can therefore
be utilized to denote the associated antenna parameters. In this dissertation, the
range of \ is from −180◦ to 180◦ and the range of 𝜙 is −90◦ to 90◦. Combining
ellipse shapes illustrates a simplified example of an antenna pattern in Figure
2.1. A power pattern is a graph of the spatial variation of the power density
along a constant radius, which is typically plotted on a logarithmic scale in
decibels (dB). The field pattern is a plot of the electric field’s magnitude as a
function of the annular space.

y

x

φ

θ

z

Φ

Figure 2.1: 3D coordinate system for antenna analysis.

Antenna Pattern Lobes

An antenna pattern is usually not a simple single shape. Various parts of an
antenna pattern are defined as lobes, which can be further classified into main
and minor lobes. Figure 2.2 illustrates a two-dimensional (2D) antenna pattern
by cutting the 𝑥𝑧 plane of the coordinate system in Figure 2.1 to simply present
antenna pattern lobes. The horizontal coordinate in Figure 2.2 is noted by \
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showing the pattern position, and the vertical coordinate is the magnitude of
the antenna pattern based on the specifications.

The main lobe is defined as the lobe containing the direction of maximum
radiation. In Figure 2.2 the main lobe is pointing to \ = 0◦. Please notice that
in some cases, multiple main lobes may exist (e.g., the double main beams
generated by the IRS in Figure 4.16). The minor lobe is any lobe except the
main lobe. The most important minor lobe is the side lobe, which is usually
adjacent to the main lobe and occupies the hemisphere in the direction of the
main lobe. Side lobes are normally the largest minor lobes, which should be
minimized for antenna design.

θ

Main lobe

Magnitude

Side lobe

HPBW

3dB

Minor lobes

Figure 2.2: 2D plot of the antenna pattern lobes.
In wireless communication systems, signals to different UEs are orthogona-
lized in domains such as TDMA, frequency DMA (FDMA), and code DMA
(CDMA). Therefore, the minor lobes are not introducing critical interferences
but decreasing the main power to the desired propagation directions.

Beamwidth

Associated with the antenna pattern is a parameter defined as beamwidth, which
indicates the angular separation between the identical points on the opposite
side of the pattern maximum. The most widely used beamwidth is half-power
beamwidth (HPBW) depicted in Figure 2.2, which is defined in [Bal15] as: In
a plane containing the direction of the maximum of a beam, the angle between
the two directions in which the radiation intensity is the one-half value of the
beam. Therefore, assuming a power pattern is depicted in Figure 2.2, the HPBW
is measured at the point where 3 dB is observed to the pattern maximum.
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The HPBW is an essential feature for analyzing antenna patterns. It has a trade-
off with the main lobe level. Assuming an antenna or antenna array with fixed
size, when the main lobe decreases, the HPBW increases and vice versa. In
other words, the wider the HPBW, the smaller the pattern maximum.

Field Regions

An antenna designed for wireless communication has to propagate the EM
wave to the media, which is commonly through the air. Therefore, analyzing the
characteristics of the space surrounding an antenna is critical, which is usually
divided into three regions: reactive nearfield, radiating nearfield, and farfield
regions.

The reactive nearfield region is defined as the region immediately surrounding
the antenna wherein the reactive field predominates. The outer boundary of this
region is commonly considered as a distance 𝑟 < 0.62

√︁
𝐷3/_, where 𝐷 is the

largest dimension of the antenna and _ the wavelength. The radiating nearfield
region is defined as the region between the reactive nearfield region and farfield
region, wherein radiation fields predominate, and the angular field distribution
is dependent upon the distance from the antenna. This inter and outer boundary
of this region regarding distance is 0.62

√︁
𝐷3/_ < 𝑟 < 2𝐷2/_. The farfield

region is defined as the region of the field of an antenna where the angular field
distribution is essentially independent of the distance from the antenna. The
distance is 𝑟 > 2𝐷2/_ in this case.

The antenna pattern changes in shape with different observation distances.
Firstly, The pattern is more spread out and nearly uniform in the reactive
nearfield region. Next, the pattern begins to smooth and form lobes in the
radiating nearfield region. Finally, the farfield region’s pattern is completely
formulated with clear main and minor lobes.

In this dissertation, the antenna patterns are default to be in the farfield ob-
servation region if further specifications are not mentioned. The reactive and
radiating nearfield regions are both regarded as nearfield region for simplicity.
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2.1.2 Directivity and Gain

The directivity of an antenna is the ratio of radiation intensity in a given direction
from the antenna to the radiation intensity averaged over all directions. The
general expression for the directivity and maximum directivity are

𝐷 (\, 𝜙) = 4𝜋 |𝐸 (\, 𝜙) |2∫ 𝜋/2
−𝜋/2

∫ 𝜋

−𝜋
|𝐸 (\, 𝜙) |2 sin\𝑑\𝑑𝜙

. (2.1)

𝐷max =
4𝜋 |𝐸max (\, 𝜙) |2∫ 𝜋/2

−𝜋/2

∫ 𝜋

−𝜋
|𝐸 (\, 𝜙) |2 sin\𝑑\𝑑𝜙

. (2.2)

respectively. 𝐸 (\, 𝜙) is the antenna’s electric field, with its square root of the
absolute value to be the radiation intensity. Based on the directivity, the gain of
an antenna in a given direction is expressed by

𝐺 (\, 𝜙) = 𝑒𝑟𝐷 (\, 𝜙). (2.3)

In a similar manner, the maximum value of the gain is

𝐺max = 𝑒𝑟𝐷max. (2.4)

The term 𝑒𝑟 denotes the antenna radiation efficiency, which can be determined
experimentally. Therefore, the professional definition of antenna gain is the ratio
of the intensity, in a given direction \, 𝜙, to the radiation intensity that would
be obtained if the power accepted by the antenna were radiated isotropically. In
this dissertation, antenna gain 𝐺 denotes the 𝐺max as default.

The antenna gain is also related to the antenna aperture 𝐴 expressed as

𝐺 = 𝑒𝑎𝐴(
4𝜋
_2 ), (2.5)
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where 𝑒𝑎 is the aperture efficiency since there are losses which reduce the
antenna gain concerning theoretical value, therefore, one of the general goals
for antenna design is the maximization of 𝑒𝑎.

2.1.3 Bandwidth

The bandwidth of an antenna is defined as the range of frequencies within
which the antenna’s performance, for some characteristics, conforms to a spe-
cific standard. These characteristics include beamwidth, gain, etc., which are
frequency dependent. However, such characteristics do not necessarily behave
in the same manner. In addition, different implementation requirements also
lead to different performance analysis standards. Therefore, there is no unique
characterization of the bandwidth. The bandwidth of the implemented IRS in
this dissertation will be discussed in detail later in Section 4.2 when the specific
design is introduced.

2.1.4 Friis Transmission Equation

After understanding the free-air wave propagation behaviours of the antenna,
the next setup is to formulate the entire path model considering the existence of
transmitter (Tx) and receiver (Rx). As a solution, the Friis transmission equation
is suitable for the condition when the Tx and Rx antennas are separated in
farfield distance. It defines the relationship between Tx power 𝑃𝑡 and Rx power
𝑃𝑟 using

𝑃𝑟 = 𝑃𝑡𝐺𝑡𝐺𝑟 (
_

4𝜋𝑟
)2, (2.6)

assuming the directions from Tx and Rx antennas are aligned at the maximum
directional radiation and reception. The term ( _

4𝜋𝑟 )
2 is widely known as free

space path loss (FSPL), which is an essential parameter while computing the
link budget of a wireless communication systems.
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2.2 Planar Antenna Array

2.2 Planar Antenna Array

After clarifying fundamental antenna parameters, this section will introduce
an array of multiple antenna units. The unit distribution of an antenna array
determines whether it is a uniform or non-uniform array. A uniform array is
composed of identical antenna units with the same magnitude and specific pro-
gressive phase. In this case, the spacing between antenna units is constant. Due
to its simplicity of design, the uniform array architecture is always preferred
for IRS. Depending on the geometrical dimension, a uniform array can be fur-
ther subdivided into a uniform linear array (ULA) and a uniform planar array
(UPA). As its name suggests, an IRS is a surface that leads to the UPA structure.
Consequently, the mentioned IRS is always a UPA default, which is also the
subject of the following section.

2.2.1 Array Factor

To properly describe an antenna array, the 3D coordinate in Figure 2.1 has to
be updated. The geometry of the UPA in this dissertation is presented in Figure
2.3. The antenna units are distributed in the 𝑥𝑦 plane. The antenna spacing
along 𝑥 axis is 𝑑𝑥 and along 𝑦 axis is 𝑑𝑦 . For simplicity, assuming 𝑑𝑥 = 𝑑𝑦 = 𝑑,
the array factor of this UPA is expressed as

𝐹 (\, 𝜙) = 𝑆𝑎

𝑀∑︁
𝑚=1

𝑒 𝑗 (𝑚−1) (^𝑑 sin \ cos 𝜙+𝛽𝑥 )
𝑁∑︁
𝑛=1

𝑒 𝑗 (𝑛−1) (^𝑑 sin \ sin 𝜙+𝛽𝑦 ) . (2.7)

Here, 𝑆𝑎 is the amplitude excitation of the entire UPA, 𝑚 and 𝑛 are the indexes
of array units with 𝑀 and 𝑁 the maximum number along each dimension, 𝛽𝑥
and 𝛽𝑦 are the progressive phases. The phase terms are independent and can
be adjusted to generate different main beams in the coordinate. The term ^ is
a constant defined as ^ = 2𝜋

_
. Firstly, we consider a unique desired main beam

generated along \ = \′ and 𝜙 = 𝜙′. Therefore the progressive phases become
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Figure 2.3: UPA 3D coordinate in this dissertation referring to [Bal15].

𝛽𝑥 = −^𝑑 sin \
′
cos 𝜙

′
(2.8)

𝛽𝑦 = −^𝑑 sin \
′
sin 𝜙

′
. (2.9)

They are important terms to formulate the beamforming matrices (mentioned
in (2.15) and (2.16)).

2.2.2 Antenna Spacing

As mentioned in Figure 2.2, the antenna pattern contains the main and minor
lobes. For an antenna array, there is possibly another undesired lobe known as
the grating lobe. For a UPA, the main lobe and grating lobes are located at

^𝑑 sin \ cos 𝜙 + 𝛽𝑥 = ±2𝑎𝜋 𝑎 = 0, 1, 2, ... (2.10)
^𝑑 sin \ sin 𝜙 + 𝛽𝑦 = ±2𝑏𝜋 𝑏 = 0, 1, 2, .... (2.11)
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While the main lobes exist at 𝑎 = 𝑏 = 0, there are possible grating lobes if the
antenna spacing 𝑑 is greater than _. In other words, when there are possible
values of \ ≠ \′ and 𝜙 ≠ 𝜙′ exist while 𝑎 and 𝑏 are non-zero, grating lobes
are generated. By simply observing (2.10) or (2.11), it can be concluded that
the existence of grating lobe is closely related to the antenna spacing 𝑑. As
an example, 𝑥 axis contribution is analyzed by inserting (2.8) into (2.10). For
simplicity, we assume cos 𝜙 = cos 𝜙′ , yielding a single main lobe along 𝜙 axis.
Therefore, (2.10) becomes

𝑑

_
=

𝑎

sin \ − sin \ ′ . (2.12)

Considering −90◦ ≤ \
′ ≤ 90◦ (assuming the beamforming direction is only

on the positive side of 𝑧 axis in Figure 2.3), the minimum number on the right
side of the equal from (2.12) is 1

2 , with 𝑎 = 1 and sin \ = − sin \′ = 1. Thus, if
𝑑 < _

2 , the (2.12) can never stand, which means the grating lobes never occurs.
Usually, the grating lobe on the 𝑥𝑦 plane with |\ ′ | = 90◦ is not critical since it
is in parallel to the antenna array plane which is in most cases not an interested
direction. Therefore, the maximum acceptable antenna spacing is usually said
𝑑 = _

2 .

2.3 Beamforming Architectures

After the general UPA definition in the last section, this section aims to the
different architectures of UPA with variant features. The main goal of UPA is to
realize beamforming and optimize the signal propagation between Tx and Rx
by tuning the resonance behaviour of each antenna unit. In this dissertation, the
concept of beamforming contains two aspects. Firstly, it represents the power
radiation direction of the antenna array pattern derived based on the array factor
in (2.7). On the other hand, it represents the signal processing at the Tx and
Rx sides, also known as precoding and equalization, respectively. In general, a
system including beamforming for both Tx and Rx is expressed as

𝒔𝑅𝑥 = 𝑭𝑅𝑥𝑯𝑭𝑇𝑥 𝒔𝑇𝑥 + 𝑭𝑅𝑥𝒘. (2.13)
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Figure 2.4: Channel model for a multi-antenna system.

For simplicity, each data stream is defined to transmit one symbol at a ti-
me/frequency slot, which can be simply extended for the practical signal pro-
cessing. Therefore in (2.13), 𝑠𝑅𝑥 ∈ C𝑁𝑠×1 is the Rx symbols with 𝑁𝑠 to be
the number of data streams. Similarly, 𝑠𝑇𝑥 ∈ C𝑁𝑠×1 represents the Tx signal.
𝑭𝑅𝑥 ∈ C𝑁𝑠×𝑀𝑟 is the beamforming matrix at the Rx side with 𝑀𝑟 Rx antennas.
Following the same logic, 𝑭𝑇𝑥 ∈ C𝑁𝑡×𝑁𝑠 is the beamforming matrix at the Tx
side with 𝑁𝑡 Tx antennas. The term 𝒘 ∈ C𝑁𝑠×1 is the noise vector disturbing
the Rx signal. 𝑯 ∈ C𝑀𝑟×𝑁𝑡 is the channel matrix formulated by the channel
coefficient between each pair of Tx and Rx antennas, which can be expressed
by

𝑯 =



ℎ1,1 ℎ1,2 ... ℎ1,𝑁𝑡−1 ℎ1,𝑁𝑡

ℎ2,1 ℎ2,2 ... ℎ2,𝑁𝑡−1 ℎ2,𝑁𝑡

...
...

. . .
...

...

ℎ𝑀𝑟−1,1 ℎ𝑀𝑟−1,2 · · · ℎ𝑀𝑟−1,𝑁𝑡−1 ℎ𝑀𝑟−1,𝑁𝑡

ℎ𝑀𝑟 ,1 ℎ𝑀𝑟 ,2 · · · ℎ𝑀𝑟 ,𝑁𝑡−1 ℎ𝑀𝑟 ,𝑁𝑡


(2.14)

The general channel matrix model can be depicted as Figure 2.4 with complete
connections between Tx and Rx antennas. Linear representation is utilized for
simple observation, which can effectively be extended/transformed into a pla-
nar array. The method to optimize the data propagation between the Tx and Rx
regarding 𝑯 is called beamforming. In the following sections, different archi-
tectures of UPA are divided into variant categories based on their beamforming
properties, which are defined as beamforming architectures.
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(a) Tx analog beamforming model.
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(b) Rx analog beamforming model.

Figure 2.5: General model of analog beamforming.

2.3.1 Analog Beamforming

In analog beamforming, amplitude and phase controls are applied to the analog
signals. The general models for analog beamforming are depicted in Figure 2.5a
and 2.5b for Tx and Rx, respectively. For simplicity, the frequencies up/down
conversions are skipped. Starting with the Tx side, the Tx signal 𝒔𝑇𝑥 is generated
in baseband (BB) and converted to analog signal using digital-to-analog conver-
ter (DAC). For analog beamforming, multiple data streams are not supported,
which means 𝑁𝑠 = 1. Afterwards, the signal is split and distributed to several
analog chains. Amplitude and phase controls are available at each analog chain
with the factors 𝛼 and 𝜑. These contributions finally lead to 𝐹𝑇𝑥,𝑛𝑡 = 𝛼

𝑗 𝜑𝑛𝑡
𝑛𝑡 con-

sidering antenna index, and formulate the beamforming matrix 𝑭𝑇𝑥 altogether.
At Rx side, 𝐹𝑅𝑥,𝑚𝑟

= 𝛼
𝑗 𝜑𝑚𝑟
𝑚𝑟

is applied to each Rx analog chain before the
signal combination. In the end, with the implementation of an analog-to-digial
converter (ADC), the Rx signal 𝒔𝑅𝑥 is transferred back to BB.

Analog beamforming can be further divided into the following categories ac-
cording to the interests of this dissertation.
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2 Antenna Arrays and Beamforming

Phased Array

A phased array is one of the typical analog beamforming architectures. A
phased array is an antenna array in which individual radiators may be fed with
varying phase shifts. Thus, the typical antenna pattern can be steered. Signal
superposition is the fundamental tenet of a phased array. Since all antennas
transmit/receive the same signal, if they are adjusted to be progressive phase,
the signal will be phase-coherently added to achieve maximum power in the
desired direction.

According to Figure 2.3, between the adjacent antenna units, there is uniform
antenna spacing 𝑑. Such distances lead to different delay profiles for antenna
units at different positions. In addition, the effective delay profiles depend on
the beamforming direction, as expressed in Figure 2.6. In this example, the 𝑥

axis is taken from Figure 2.3 for simple representation. To direct the wave from
all the 𝑀 antenna units along the 𝑥 axis, the effective spacing between antenna
units become 𝑑′ which is the reason for sin and cos terms in the progressive
phases (2.8) and (2.9). In the end, for free air signal propagation, the delay is
also related to the carrier frequency, which leads to the term ^. Overall, each
antenna unit in a UPA is a candidate along the 𝑥 and 𝑦 axes. Therefore, the final
phase for a phased array unit is expressed as

𝜑𝑝 (𝑚, 𝑛, \′, 𝜙′) = −^ · (𝑚𝑑 sin \
′
cos 𝜙

′ + 𝑛𝑑 sin \
′
sin 𝜙

′ ), (2.15)

For the optimum case, the signal strength at each antenna unit should be uni-
formly distributed. This is practically hard to be derived upon fabrication due
to the hardware imperfection (e.g., fabrication mismatch, variant losses in the
circuity), which can be calibrated by 𝛼 mentioned in Figure 2.5. Usually, the
phase adjustments in a phased array architecture are realized by phase shifters,
and variable gain amplifiers adjust the amplitudes.

Reflect Array

In [BMK63], the concept of reflect array was proposed as a promising candi-
date for realizing low-cost, high-gain antennas. This architecture is proposed
for numerous applications, including satellite antennas, earth observation, and
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Figure 2.6: Phased array beamforming principle.

telecommunications. Reflect array is motivated by the desire to combine two
technologies: reflector antennas and array antennas. In addition, the reflect ar-
ray is more straightforward to manufacture than conventional reflector antennas,
which use a curved surface, such as a parabolic surface, to focus electromagnetic
energy.

Beamforming of a reflect array is also accomplished by adjusting the phase
delay of each unit cell throughout the UPA. These unit cells’ reflection coeffi-
cients (S11) dominate performance, as mentioned by their name. Typically, an
illumination source feeds EM waves to the UPA through the air and gets reflec-
ted with desired beam shaping. For proper beamforming, the phase distribution
at each unit cell must be correctly adjusted following

𝜑(𝑚, 𝑛, \′, 𝜙′) = −^ · (𝑚𝑑𝑥 sin \
′
cos 𝜙

′ +𝑛𝑑𝑦 sin \
′
sin 𝜙

′ ) +𝜑(𝑚, 𝑛)𝑑 . (2.16)

This equation is very similar to the phased array case (2.15), but the term
𝜑(𝑚, 𝑛)𝑑 is a passive value caused by the variant distance phase introduced
by the specific distance between the illumination source and each unit cell. By
adjusting the unit cells at a different position, the phases should be changed
and hopefully cover the entire 0◦ to 360◦ range at the operating frequency. For
the amplitude, it is hard to maintain the magnitude of S11 to the same value
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2 Antenna Arrays and Beamforming

over all the phase states. In addition, it is impossible to fabricate components
similar to variable gain amplifiers on a reflect array. Furthermore, the amplitude
at each unit cell is also related to the incidence and reflection angle. As a result,
the amplitude factor 𝛼 for analogue beamforming is not a fully controllable
number. Therefore, instead of making the S11 for all the unit cells uniform, the
standard ensures the S11 magnitude is above a required threshold over all the
possible phase states and operating frequencies.

Following [Roe09], the unit cell of a reflect array is typically a multilayer struc-
ture with a patch on the top layer. The precise number of layers and geometry
of the patch depends on the operating frequency and bandwidth designed for
various applications. Overall, unit cell designs can be categorized into two pri-
mary groups: fixed unit cells and reconfigurable unit cells. Once fabricated,
the fixed unit cell has a fixed S11 value. In order to implement the phases of
beamforming based on (2.16), each unit cell at a different location must have
its geometric specification. [Roe09] provides several methods for achieving
this objective by fabricating unit cells with varying sizes, shapes, rotations, and
delay lines. On the antenna patch of reconfigurable unit cells, electronically con-
trolled components are soldered. By switching the states of these components,
the unit cell’s resonance behaviour is altered, resulting in required phase values.
For each unit cell in [CERS16], a PIN diode is implemented. This unit cell is
expected to achieve a 1-bit phase resolution by alternating between the on and
off states. If a higher phase resolution is desired, designs utilizing multiple PIN
diodes or varactor diodes are also mentioned in [CERS16]. As a result, more
direct current (DC) biases must be buried in the unit cell layers, making design
and cost more challenging.

Both fixed and reconfigurable reflect arrays possess advantages and disadvan-
tages. The design for a fixed reflect array is simple and inexpensive. However,
beamforming direction is also fixed, resulting in a lack of adaptability. In ad-
dition, if beamforming in various directions is required, the array must be
mechanically rotated by a motor, resulting in high power consumption. The
aforementioned problem is elegantly resolved for a reconfigurable reflect array
using DC biases and micro components to control the unit cells. However, the
cost is higher than that of a fixed reflect array. Furthermore, optimizing the
S11 and bandwidth may be difficult due to the circuitry, resulting in increased
design effort.
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2.3 Beamforming Architectures

Transmit Array

A transmit array is another type of analog arrays besides the reflect array.
Following the previous section, its beamforming concept and characteristics re-
plicate a reflect array. As the main difference, phase and amplitude are adjusted
by refractions rather than by reflections. Therefore, the unit cell designs’ trans-
mission coefficient (S12) dominates the array performance. Figure 2.7 depicts
the difference between reflect array and transmit array in graphical expression.
A transmit array unit cell requires the optimized design of antenna patches for
both the top and bottom layers, with one used for receiving and the other for
transmitting, to realize the goal of a proper S12. In addition, the wave propagati-
on between the patches must be considered. According to [RCS+10], substrate
layers must be chosen carefully to ensure sufficient power transmission as a
first option. However, this architecture is predominantly implemented for fixed
unit cell designs. When reconfigurable features are desired, DC biases must
be woven through the array, and a ground layer is required. This metal ground
layer would introduce a high level of reflection, significantly reducing S12. The
authors of [DPCD+16] proposed an architecture to realize wave transmission
by connecting the receive and transmit patches using a via as a solution. This
via is drilled through the ground layer, thereby enhancing transmission.

Reflect array

Feed Source

Unit cell
Incident Wave

Reflected Wave

Variable phase shift

Rx Layer

Transmit array

Feed Source

Unit cell

Incident Wave

Transmitted Wave
Variable phase shift

Rx Layer
Tx Layer

Figure 2.7: Reflect array and transmit array.
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Analog Beamforming Comparisons

This section will describe and compare the characteristics of each analog be-
amforming option. This dissertation focuses on reconfigurable types for reflect
and transmit arrays because they enable the desired wireless communication
functionalities.

The phased array requires the most circuitry, including DC biases for the pha-
se shifters and analog transmission circuits. Due to the availability of variable
gain amplifiers, a phased array does not require many antenna units for adequate
power propagation. However, power amplifiers may increase power consump-
tion. In addition, the phase shifters have variable bit resolutions, resulting in
beamforming with minimal quantization error. The analog feeding circuits for
the reflect and transmit array are replaced by EM wave illumination in the air,
which avoids the insertion loss of feeding network, especially for millimeter
waves. Due to the limited size of the unit cell, however, the number of micro
components that can be soldered on the unit cell is limited, thereby reducing the
phase resolution and increasing the quantization error. In addition, the DC bia-
ses crossing under the antenna array and the micro-component packages must
be considered when optimizing the S parameters. Furthermore, in the absence
of power amplification, the reflect/transmit array typically requires a larger size
to achieve the same performance as a phased array. Due to the use of inexpensi-
ve microcomponents with low power consumption, it is generally believed that
reflect/transmit array designs can reduce the system’s cost. Inspired by the dif-
ferent beamforming generation principles, reflect array and transmit array also
have their features. Reflect arrays are typically simpler to design and fabricate
because only one reflectional patch is required. In contrast, a transmit array
typically requires a higher number of layers to achieve a comparable bandwidth
to a reflect array [DPCD+16]. Unfortunately, the additional layers will decrease
the S12 value. Consequently, a transmit array has a higher design complexity
and fabrication cost. However, the illumination source of a transmit array is
located on the opposite side of the desired beamforming plane, as depicted in
Figure 2.7. This eliminates the blind spots in beamforming that a reflect array
always experiences.

In conclusion, various analog beamforming architectures have advantages and
disadvantages that must be considered based on the system and scenario speci-
fications.
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2.3.2 Digital Beamforming

Digital beamforming is another technique for achieving desired signal pro-
pagation. Using Rx as an example, Figure 2.8 depicts the general model of
digital beamforming. Pure digital beamforming systems necessitate no signal
processing in the analog domain, therefore, the number of antennas equals to
the number of digital chains with 𝑀𝑑 = 𝑀𝑟 . Instead, signal processing occurs
following the ADC for Rx and prior to the DAC for Tx. Digital beamforming
achieves the best system performance because the signal processing in BB is
not constrained by discrete phase resolution and amplitude levels. Compared to
the analog beamforming, the digital beamforming Rx can support the recovery
of multiple data streams instead of the single stream in Figure 2.5. This property
also leads to the possibility to transmit multiple data streams simultaneously
instead of the necessity of time division technologies for the analog beamfor-
ming. These is the reason why MIMO architecture (see next section) dominates
the modern wireless communication development.

ADC

sRx

FRx

M1

1 2 Ns-1

...

... Ns

M2 Md -1 Md

ADC ADC ADC

Figure 2.8: Digital Beamforming architecture using Rx as an example.

MIMO Architecture

MIMO architecture is the key technology of digital beamforming. As a popular
concept since the beginning of the 21st century, there are different definitions
and understanding regarding MIMO architecture [PS01]. In this dissertation,
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MIMO is defined as the transmission of data streams from multiple Tx antennas
and the reception by multiple Rx antennas. Following the definition of (2.13),
MIMO data propagation follows an equation as

𝒚 = 𝑯𝑑𝒙𝑇𝑥 + 𝒘. (2.17)

Here, 𝒚 ∈ C𝑀𝑑×1 denotes the Rx signal before the Rx digital beamforming with
𝑀𝑑 to be the number of Rx digital chains. Similarly, 𝒙𝑇𝑥 ∈ C𝑁𝑑×1 denotes the
Tx signal after the Tx digital beamforming with 𝑁𝑑 to be the number of Tx
digital chains. The matrix 𝑯𝑑 ∈ C𝑀𝑑×𝑁𝑑 is the effective digital MIMO channel
matrix formulated by the coefficients between each pair of digital chains of Tx
and Rx. The format and model of MIMO channel matrix is similar to (2.14)
and Figure 2.4, with 𝑁𝑑 ≥ 𝑁𝑠 , and 𝑀𝑑 ≥ 𝑁𝑠 . In other words, the data streams
carried by Tx symbols 𝒔𝑇𝑥 are firstly digitally distributed to 𝑁𝑑 number of
digital signal chains. In order to properly carry 𝑁𝑠 data streams, the number of
digital signal chains has to be at least the same as 𝑁𝑠 . The same logic takes place
at the Rx side, in order to properly recover all the data streams, the necessary
condition 𝑀𝑑 ≥ 𝑁𝑠 stands. For a pure digital beamforming system, the (2.13)
can be utilized as an expression, with 𝑯𝑑 = 𝑯, and 𝒙𝑇𝑥 = 𝑭𝑇𝑥 𝒔𝑇𝑥 .

A MIMO system has different architectures. From the dimension point of view,
the number of digital chains 𝑀𝑑 and 𝑁𝑑 are positive integers larger or equal
to 1. In this dissertation, the general model for MIMO in (2.17) always stands,
with notable names for the following conditions:

• when 𝑁𝑑 = 1 and 𝑀𝑑 > 1, this special MIMO system is called single
input and multiple output (SIMO) system.

• when 𝑁𝑑 > 1 and 𝑀𝑑 = 1, this special MIMO system is called multiple
input and single output (MISO) system.

• when 𝑁𝑑 = 1 and 𝑀𝑑 = 1, this special MIMO system is called single
input and single output (SISO) system.

Besides, MIMO can also be divided into singleuser MIMO and multiuser
MIMO as presented in Figure 2.9 using downlink mobile communication as an
example. For the singleuser MIMO, all the data streams from the BS are assigned
for one user, possibly through different spatial paths. This singleuser gets all
the MIMO benefits with flexible data propagation algorithms. In this case,
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the multiple output of MIMO denotes the multiple antennas at the single user
equipment (UE). For multiuser MIMO, a complete MIMO system is divided
into sub-MIMO or MISO systems for different UEs. In this case, it must be
noticed that the signals lying at the same band for one UE become interference
for the other UEs. As a solution, additional schemes such as TDMA, FDMA, or
CDMA are required to establish proper links. Moreover, different UEs can not
share channel state information (CSI) for channel equalization, further limiting
the system’s feasibility.

Data 1

Data 2

Data 1

Data 2

Figure 2.9: Mobile communication scenario in singleuser and multiuser MIMO system from
[MIM].

By implementing different signal processing methods, a MIMO system shows
variant characteristics, which will be discussed in the following sections.

MIMO Antenna Gain

In a MIMO system, each digital chain is assigned with a DAC/ADC to the BB
signal processing as depicted in Figure 2.8. Compared to the analog beamfor-
ming architecture as Figure 2.5, a MIMO system can propagate higher power
or multiple data streams, known as antenna gain. Its maximum value is related
to the number of digital chains expressed as:

𝐺𝑑 = 𝑁𝑑𝑀𝑑 . (2.18)
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MIMO Spatial Diversity

In addition to the simple antenna gain resulting from expanding the number of
digital chains, a MIMO system provides additional opportunities for enhancing
wireless communication. Multiple receiving or transmitting subsystems combat
the fading issue via diversity. There are numerous diversity techniques, such
as using different frequencies, coded signals, or time slots. In MIMO systems,
spatial diversity is implemented to provide diversity gain. Sending or receiving
duplicated data streams in parallel along multiple spatial paths formulated by
the different spatial positions of each antenna unit connected to digital signal
chains is an example of spatial diversity. Various definitions exist for diversity
gain in MIMO. According to [ZAM+18], diversity gain is the reduction of fading
caused by the combination of antenna elements that experience different fading.
Diversity gain is defined in [div] as the improvement in some resource (typically
power) required to meet a specific performance criterion, usually a required
bit error ratio (BER). In this dissertation, diversity gain is defined following
[Bre03], to increase the system’s SNR and thereby increase its reliability. This
can be also names as diversity order. MIMO spatial diversity shows different
properties at Tx and Rx, which must be discussed separately.

For simplicity, a SIMO system is used as in Figure 2.10 representing the system
structure with spatial diversity at Rx. One transmit signal is propagated through
the channel 𝑯𝑑 = 𝑯 ∈ C1×𝑀𝑑 and received by 𝑀𝑑 receivers assuming pure
digital beamforming. For Rx diversity, if we assume there is no additional
signal processing at Tx, the data stream or Tx signal is 𝒔𝑇𝑥 = 𝒙𝑇𝑥 ∈ C1×1,
the received signal before any Rx signal processing is 𝒚 ∈ C𝑀𝑑×1 should be
further combined and then obtains the recovered 𝒔𝑅𝑥 ∈ C1×1. By defining the
equalization/combining matrix to be 𝑭𝑅𝑥 ∈ C1×𝑀𝑑 . The output of the combiner
can be written as

𝒔𝑅𝑥 = 𝑭𝑅𝑥 𝒚 = 𝑭𝑅𝑥𝑯𝒔𝑇𝑥 + 𝑭𝑅𝑥𝒘. (2.19)

There are different combiners for the received signal, including selection combi-
nation (SEC), equal gain combination (EGC) and maximum ratio combination
(MRC). MRC has the best performance, and its structure is focused on in this
dissertation. At Rx, the signals at different digital chains are weighted according
to their SNR. The Rx signal with a large SNR has a greater weight, and the other
with a lower SNR has a smaller weight. This operation is also introduced as
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Figure 2.10: Structure of SIMO system with spatial diversity at Rx.
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Figure 2.11: Structure for maximal ratio combining (MRC).
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an effective matched filtering in some articles. After aligning all the signals in
the co-phase, the Rx signal will be multiplied by the corresponding weighting
factor. Therefore, the ideal combining matrix based on CSI can be written as:

𝑭𝑅𝑥 =
𝑯𝐻

| |𝑯 | | (2.20)

in which (.)𝐻 denotes the Hermitian matrix of an argument. Assuming the
transmit signal 𝒙𝑇𝑥 has unit average power, the instantaneous output SNR is:

𝛾𝑟 =
|𝑭𝑅𝑥𝑯 |2
E{|𝑭𝑅𝑥𝒘 |2}

(2.21)

The noise power in the denominator of equation (2.21) is given by:

𝑃𝑛 = E{|𝑭𝑅𝑥𝒘 |2} = E{|𝑭𝑅𝑥𝒘𝒘
𝐻𝑭𝐻

𝑅𝑥 |} = 𝑭𝑅𝑥E{𝒘𝒘𝐻 } · 𝑭𝐻
𝑅𝑥

= 𝜎2𝑭𝑅𝑥 𝐼𝑀𝑑
𝑭𝑅𝑥

𝐻 = 𝜎2 | |𝑭𝑅𝑥 | |2
(2.22)

where 𝑰𝑀𝑑
represents identity matrix with rank 𝑀𝑑 and𝜎2 is the noise variance.

Thus, the SNR in (2.21) will be 𝛾𝑟 =
|𝑭𝑅𝑥𝑯 |2

𝜎2 | |𝑭𝑅𝑥 | |2
. If the combing matrix is

substituted in the SNR:

𝛾𝑟 =
|𝑯𝐻𝑯 |2

𝜎2 | |𝑯𝐻 | |2
=

𝑯𝐻𝑯

𝜎2 =

𝑀𝑑∑︁
𝑚𝑑=1

ℎ2
𝑚𝑑

𝜎2 =

𝑀𝑑∑︁
𝑚𝑑=1

𝛾𝑚𝑑
(2.23)

where 𝑚𝑑 ∈ {1, 2, ..., 𝑀𝑑} and 𝛾𝑚𝑑
is SNR for each Rx signal. This equation

shows that the output SNR is the sum of the SNR at each receiver. The expec-
tation of the instantaneous SNR is E{𝛾𝑟 } = 𝑀𝑑Γ𝑟 . Γ𝑟 is the average SNR of all
the Rx chains. Thus the diversity order 𝐺div,𝑟 for MRC is:

𝐺div,𝑟 =
𝑀𝑑Γ𝑟

Γ𝑟
= 𝑀𝑑 . (2.24)

Since the channel with a strong signal contributes more, the weak signal contri-
butes less, and the channel with no signal is completely suppressed. Therefore,
MRC is the optimal combiner, capable of achieving the highest system per-
formance. However, this structure requires precise signal phase and amplitude

30



2.3 Beamforming Architectures

adjustments, resulting in high complexity. In addition, it is necessary to know
each Rx chain’s time-varying SNR, which is difficult to measure.

...

H
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Nd

FTx
sTx

y11

2

Figure 2.12: Structure of MISO system with spatial diversity at Tx.

Spatial diversity at Tx is realized by transmitting the same data over different
digital chains. At Tx side, the knowledge about CSI needs to be discussed as a
dominating factor. Starting with the perfect CSI knowledge case, the Tx spatial
diversity realization becomes very similar to the Rx case, with the help of a
precoding/combiner. As presented in Figure 2.12, the data stream 𝒔𝑇𝑥 ∈ C1×1

is sent via 𝑁𝑑 digital chains precoded according to the CSI with the matrix
𝑭𝑇𝑥 ∈ C𝑁𝑑×1, then the precoded signal 𝒙𝑇𝑥 ∈ C𝑁𝑑×1 is transmitted and
through the channel 𝑯 ∈ C1×𝑁𝑑 . With ideal transmit diversity using CSI at Tx,
the precoded matrix will be 𝑭𝑇𝑥 = 𝑯𝐻

| |𝑯 | | . Thus the received signal 𝒚 ∈ C1×1

can be formulated as:

𝒚 = 𝑯𝒙𝑇𝑥 + 𝒘 = 𝑯F𝑇𝑥 𝒔𝑇𝑥 + 𝒘 = 𝑯
𝑯𝐻

| |𝑯 | | 𝒔𝑇𝑥 + 𝒘 = | |𝑯 | |𝒔𝑇𝑥 + 𝒘. (2.25)

Without additional signal processing at Rx, 𝒚 = 𝒔𝑅𝑥 stands which recovers the
signal directly. To exploit the transmit diversity gain, average SNR 𝛾𝑡 under
transmit diversity should also be derived as 𝛾𝑡 = | |𝑯 | |2

𝜎2 , where 𝜎2 is the noise
variance. The expectation of instantaneous SNR is E{𝛾𝑡 } = 𝑁𝑑 · Γ𝑡 , where Γ𝑡
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is the average SNR. following the similar logic of diversity order derivation in
(2.24), the transmit diversity order can be written as:

𝐺div,𝑡 =
𝑁𝑑 · Γ𝑡
Γ𝑡

= 𝑁𝑑 . (2.26)

For Tx signal transmission without knowledge about CSI, the maximum com-
bination situation to derive | |𝑯 | | from (2.25) does not stand. Instead, at each
SISO path from the MISO case, the received signal is

𝒚 =
𝒔𝑇𝑥√
𝑁𝑑

𝑁𝑑∑︁
𝑛𝑑=1

ℎ1,𝑛𝑑 . (2.27)

Therefore, the expected average Rx power per assuming unitary transmit power
is 1

𝑁𝑑
|∑𝑁𝑑

𝑛𝑑=1 ℎ1,𝑛𝑑 |2, which is rather a new Rayleigh distribution than any
diversity gain. As a solution, there exists a method known as space-time coding
to realize transmission diversity even without the knowledge of CSI. Since this
dissertation is not the main focus, only the concept is raised here, with detailed
information in [GSS+03] for readers’ interests.

MIMO Spatial Multiplexing

Besides transmitting the same data stream to realize spatial diversity, a MIMO
system also realizes spatial multiplexing by transmitting different data streams
over different spatial paths simultaneously. This is an important technology to
improve the system capacity. An increased data rate can be realized if interfe-
rence between different signals introduced by the MIMO channel can be elimi-
nated. Assuming pure digital beamforming in Figure 2.13, there are 𝑁𝑡 = 𝑁𝑑

transmit antennas and 𝑀𝑟 = 𝑀𝑑 receive antennas. They fomulate a MIMO
channel matrix with rank min(𝑁𝑑 , 𝑀𝑑). In this condition, 𝑁𝑠 = min(𝑁𝑑 , 𝑀𝑑)
data streams can be transmitted and recovered for the maximum spatial mul-
tiplexing. This ideally leads to a 𝑁𝑠 times increase of the spectrum efficiency
(bit/s/Hz). Following the general beamforming equation in (2.13), the data
stream 𝒔𝑇𝑥 is firstly precoded with matrix 𝑭𝑇𝑥 which leads to 𝒙𝑇𝑥 . The signals
propagate through the channel matrix 𝑯 ∈ C𝑀𝑑×𝑁𝑑 . At Rx, the signals 𝒚 from
the MIMO channel 𝑯 are recovered with the equalization matrix 𝑭𝑅𝑥 to the
derivation of 𝒔𝑅𝑥 . There are many methods to realize the signal precoding and
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Figure 2.13: Structure of MIMO system with spatial multiplexing.

equalization for MIMO spatial multiplexing. They will be introduced in detail
in the Chapter 3.

MIMO Channel Capacity

MIMO technology uses multiple transmit antennas to send signals indepen-
dently and simultaneously uses multiple antennas at Rx side to receive and
restore the original information. Therefore, the data throughput of the system
is improved. As known that there is a theoretical boundary for the amount of
data that can be passed along a specific channel in the presence of noise which
is Shannon’s Law:

𝐶 = 𝐵 log2 (1 + SNR) (2.28)

where 𝐶 is the channel capacity in bits per second, 𝐵 is the bandwidth in Hertz.
The equation shows that the channel capacity is limited by a given bandwidth
and the SNR of the signal. For the MIMO system, this equation also stands and
is usually written as

𝐶MIMO = 𝐵 log2 [det(𝐼𝑀𝑑
+ 𝐸𝑠

𝑁𝑑𝜎
2 𝑯𝑯𝐻 )] . (2.29)
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Here, 𝐸𝑠 denote the power at each Tx symbol and 𝑁𝑑 is a weighting for the
normalization through the number of Tx digital chains. Using the decomposition
rule 𝑯𝑯𝐻 = 𝑸Σ𝑸𝐻 with 𝑸 to be the unitary matrix satisfying 𝑸𝑸𝐻 = 𝑰.
Therefore, 2.29 can be transformed to

𝐶MIMO = 𝐵 log2 [det(𝑰𝑀𝑑
+ 𝐸𝑠

𝑁𝑑𝜎
2 𝑸Σ𝑸𝐻 )]

= 𝐵 log2 [det(𝑰𝑀𝑑
+ 𝐸𝑠

𝑁𝑑𝜎
2 Σ)]

=

𝑟𝑘∑︁
𝑖=1

𝐵 log2 (1 + 𝐸𝑠

𝑁𝑑𝜎
2 𝜍𝑖),

(2.30)

with 𝜍𝑖 denoting the 𝑖th eigenvalues of matrix 𝑯𝑯𝐻 and 𝑟𝑘 to be the rank of
𝑯. It can be observed that the MIMO channel capacity highly depends on the
eigenvalues of channel matrix 𝑯.

2.3.3 Hybrid Beamforming

Besides the pure analog and digital beamforming, an architecture that combines
both of the technologies above. It is known as hybrid beamforming. In a hybrid
beamforming system, the data streams are firstly precoded based on the number
of Tx digital chains. Afterwards, the output of these digital chains is connected
with analog arrays having larger number of antenna units. The general model
of hybrid beamforming is depicted in Figure 2.14. In this condition, the general
beamforming equation from (2.13) still stands with some modifications, which
leads to

𝒔𝑅𝑥 = 𝑭𝑅𝑥,𝐵𝐵𝑭𝑅𝑥,𝑅𝐹𝑯𝑭𝑇𝑥,𝑅𝐹𝑭𝑇𝑥,𝐵𝐵𝒔𝑇𝑥 + 𝑭𝑅𝑥,𝐵𝐵𝑭𝑅𝑥,𝑅𝐹𝒘. (2.31)

The main different is that the beamforming matrices 𝑭𝑇𝑥 and 𝑭𝑅𝑥 are com-
bined by the digital beamforming matrices 𝑭𝑇𝑥,𝐵𝐵 ∈ C𝑁𝑑×𝑁𝑠 / 𝑭𝑅𝑥,𝐵𝐵 ∈
C𝑁𝑠×𝑀𝑑 at BB in digital domain and analog beamforming matrix 𝑭𝑇𝑥,𝑅𝐹 ∈
C𝑁𝑡×𝑁𝑑 /𝑭𝑅𝑥,𝐵𝐵 ∈ C𝑀𝑑×𝑀𝑟 in analog domain. After the introduction of all the
critical beamforming architectures, a detailed definition of the signal processing
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symbols in this dissertation is highlighted by this chance. From the Tx, the 𝑁𝑠

symbols/data streams are always started with 𝒔𝑇𝑥 . After the precoding/digital
beamforming at Tx, the Tx signals are presented by 𝒙𝑇𝑥 based on the number
of digital chains 𝑁𝑑 at Tx as mentioned in (2.17). After the analog beamfor-
ming at Tx, the signals are transmitted by 𝑁𝑡 antennas and received by 𝑀𝑟

antennas via the channel matrix 𝑯 from (2.13). The received signal after the
Rx analog beamforming at the input of digital chains is defined as 𝒚 from 2.19.
After the equalization/digital beamforming at Rx based on the number of Rx
digital chains 𝑀𝑑 , the recovered 𝑁𝑠 symbols/data streams 𝒔𝑅𝑥 . There is ano-
ther effective digital MIMO channel matrix 𝑯𝑑 called effective digital channel
matrix as defined in (2.17), which is a combined effect of analog beamforming
matrices and the channel matrix. It equals to 𝑯 if pure digital beamforming is
considered.
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Figure 2.14: System model with hybrid beamforming.

Hybrid Beamforming Architectures

There are different architectures combine digital beamforming and analog be-
amforming in a hybrid beamforming system. According to [MRH+17], there
are two dominating hybrid beamforming architectures: fully connected hybrid
beamforming and subarray-based hybrid beamforming. There flow graphs are
depicted in Figure 2.15 using the Tx side as an example. For fully connected
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system.
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Figure 2.15: Hybrid beamforming system architectures based on [MRH+17].

architecture in Figure 2.15a, each signal output after the digital beamforming
𝑭𝑇𝑥,𝐵𝐵 has access to every antenna unit, which leads to a fully filled analog
beamforming matrix 𝑭𝑇𝑥,𝑅𝐹 . On the other hand, for subarray-based architec-
ture Figure in 2.15b, each antenna is assigned to a specific digital beamforming
output signal. In this case, the analog beamforming matrix 𝑭𝑇𝑥,𝑅𝐹 has only
one non-zero element for each row.

Different hybrid beamforming architectures have different characteristics. In a
fully connected architecture, each digital signal chain can access each anten-
na unit, achieving near-optimal beamforming performance. Compared to pure
digital beamforming, analogue circuits’ limited amplitude and phase resolu-
tion is the only performance detriment. However, this architecture’s complex
circuitry adds complexity to the design and cost of the system. In contrast,
the subarray-based architecture solves this issue by reducing the number of
circuitry connections. As a result, each digital chain can only access a limited
number of antenna units, resulting in a reduced analog array for each signal.
Consequently, beamforming quality is lowered.
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2.3 Beamforming Architectures

2.3.4 Comparison of Beamforming Architectures

All of the aforementioned beamforming architectures have features that can be
compared for further observation. Analog beamforming has been widely utili-
zed in the past decade to increase the desired signal strength. Especially, 5G, 6G
and future wireless communication systems are operating at a higher frequency
with stronger FSPL. In small cell scenarios, an analog array employing massive
antenna units to realize beamforming successfully expands the coverage area of
a base station. However, because there is only one signal input for an analog ar-
ray as shown in Figure 2.5, it is insufficient to satisfy the rapid increase of higher
data rate, particularly when mobile devices are embedded with advantageous
functions such as working, streaming, and gaming. As a solution, the digital
beamforming system employing MIMO technology can significantly increase
system throughput. However, a pure digital beamforming system requires ma-
ny digital signal chains. This results in a corresponding rise in DAC/ADC, as
shown in Figure 2.8. As a result, a pure digital beamforming MIMO system
has a high price and power consumption. Although pure digital beamforming
is the ultimate goal of BS due to its superior performance, the manufacturing,
device, and power consumption costs make it prohibitively expensive for civil
mobile communication companies today. Combining digital and analog beam-
forming led to the conception of hybrid beamforming as a solution [MRH+17].
With the implementation of hybrid beamforming, sufficient data streams can be
carried by digital beamforming and propagated by analog beamforming with
decent quality. In other words, the cost of this system is not as high as that of
pure digital MIMO beamforming, and it still achieves appropriate signal pro-
pagation with an acceptable data rate reduction. As depicted in Figure 2.15, for
hybrid beamforming architecture, the subarray-based concept is more desirable
because the fully connected version does not offer a significant cost reduction
because complex circuitry is still required in this architecture. Recent research
has focused on signal processing algorithms for hybrid beamforming architec-
tures. The main goal is to reduce its channel capacity gap to get as close as
possible to the optimum digital beamforming performance. [WCLC13] eva-
luates the algorithmic robustness of hybrid beamforming utilizing a 60 GHz
channel model for an indoor environment. In [AEALH14] and [SR15], channel
estimation algorithms employing the beam training codebook for various hy-
brid beamforming architectures have been presented. Using a sparse array, the
authors of [EMLZ18] developed hybrid beamforming channel estimation algo-
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rithms. In [ZLG+21], channel extrapolation, a relatively new concept, has been
analyzed using deep learning. Further algorithms focusing on different modern
wireless communication scenarios can be referred to [RWQL17,PGD17]. The
feasibility of a 3D hybrid beamforming design for system-level measurements
has been evaluated in [JCH+16]. Indoor measurements have been conducted
to determine the block and penetration loss in [RPS+18]. Outdoor measure-
ments are also performed in [OOA+15, ZZL+19], whereas the feasibility of
mobile communications is discussed in [KLH+16]. The performance degrada-
tion caused by the digital chain reduction is minimized due to these studies,
which presents a tremendous commercial opportunity for implementing hybrid
beamforming technologies.

2.4 Conclusion on this Chapter

This chapter introduces the necessary fundamental parameters of antennas uti-
lized in this dissertation. Notably, 3D geometric coordination is defined as the
fundamental environment for antenna analysis in the later chapters. It is fur-
ther developed to the planar array definition by introducing the beamforming
formulation’s steering vector and matrix. Then, various existing beamforming
architectures are presented and compared. It supports a limited number of data
streams but has the lowest complexity for analogue beamforming. Digital be-
amforming, which is widely employed in MIMO systems, has the potential to
realize spatial diversity for SNR or spatial multiplexing for channel capacity im-
provement. However, MIMO systems that validate digital beamforming suffer
from increased circuitry complexity and power consumption, resulting in the
hybrid beamforming solution. As a compromise, hybrid beamforming combines
digital beamforming and analog beamforming. Its architecture closely resem-
bles IRS-based wireless communication systems, which will be introduced in
later chapters. In addition to the beamforming architectures, this dissertation
defines the relevant channel models in detail. In general, the channel model
is a matrix that depends on the quantity of Tx and Rx chains. The channel
matrix size for pure analog and digital beamforming models is determined by
the number of antenna units corresponding to the number of digital chains in
the digital beamforming model. The channel matrix is essential for calculating
the steering matrix/vector in analogue beamforming. In digital beamforming,
the channel matrix determines the specifics of digital signal processing, which
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will be discussed in Chapter 3. There are two channel matrices in the hybrid
beamforming architecture. The first is a channel matrix whose dimensions are
determined by the number of antenna units on the analog arrays. The second
is referred to as the effective digital channel matrix, an equivalent channel ma-
trix after analog beamforming or, in other words, incorporating the effects of
analog beamforming. These are fundamental ideas that should be emphasized
throughout the entire dissertation.
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Processing

This chapter introduces the primary communication signal processing methods,
which will be implemented into the IRS systems. They are adapted to the desired
system requirements and extended with further novelties. First, a general signal
processing following graph is depicted in Figure 3.1, with all the necessary
signal processing stages in this dissertation from Tx to Rx included. Starting
from the Tx side, the bit sequences are firstly generated and modulated to
the Tx symbols/data streams, which is 𝒔𝑇𝑥 from (2.13). Afterwards, the data
streams in symbol format are precoded, which leads to 𝒙𝑇𝑥 from (2.17). At
the output of the precoding step, the signals are modulated with the required
waveform (singlecarrier modulation or multicarrier modulation), distributed to
different 𝑁𝑑 digital chains and fed into the DAC. If analog beamforming is
considered, it takes place at the output of DAC together with further analog
conditioning such as up-conversion and filtering, and the signals are distributed
to every Tx antenna unit. Then, the signals are propagated through the wireless
channel and captured by the Rx antennas. At the Rx side, analog beamforming
(if considered) is firstly operated to transfer the signals to the number of digital
chains 𝑀𝑑 together with other analog conditioning. Opposite from the Tx side,
an ADC is utilized to transform the signal to BB. To properly recover the
received signal, timing synchronization is required before all the Rx signal
processing. Once the timing offset is eliminated, the waveform demodulator is
used as a matched filtering to the Tx waveform, which leads to the derivation of
𝒚 from (2.17). In this dissertation, the mismatch introduced by the DAC/ADC,
matched filtering, and synchronization error are assumed to be minor without
giving further attentions in the signal processing. The Rx signal processing
contains two possibilities, if training symbols are transmitted, they are utilized
to derived the channel coefficients between the Rx and Tx chains which is
known as channel estimation. For another option, the Rx signals are further
operated with the equalization based on the derived channel coefficients from
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channel estimation, as Rx digital beamforming to recover modulated signal 𝒔𝑅𝑥

from (2.13). In the end, after the demodulation, the recovered data streams are
transferred back to bit format. Detailed methods of each block will be introduced
in the following sections by organizing Tx and Rx signal processing together to
observe their relationships.
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Figure 3.1: The general signal processing chain in this dissertation.

The sections in this chapter are organized based on the corresponded groups
in Tx and Rx signal processing. Therefore, the bit generation and recovery
are regarded as a pair introduced in Section 3.1. Following the same logic,
digital modulation and demodulation are included in Section 3.2, precoding
and equalization are presented in Section 3.4, singlecarrier/multicarrier modu-
lation schemes and the corresponding demodulation methods are covered in
Section 3.5. The channel estimation and synchronization are individual signal
processing blocks introduced individually in the specific sections.

3.1 Binary Sequence Generation and Recovery

Modern wireless communication systems typically involve the transmission
of digital data, usually in the form of a binary data stream, i.e. a series of
0s and 1s. In this dissertation, both the training and data bit sequences are
generated randomly. Due to the communication system’s noise, interference,
and other distortions, the recovered bit sequence may have the incorrect values.
BER is a general standard for defining system performance. BER is computed
by dividing the total number of transmitted bits by the number of Rx bits that
have an incorrect decision in comparison to the corresponding bit in the Tx
sequence.
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BER =
𝑏𝑒

𝑏𝑡
, (3.1)

with 𝑏𝑒 the number of error bits and 𝑏𝑡 the total number of transmitted bits.

3.2 Digital Modulation and Demodulation

With the capability to carry multiple bits on one symbol, digital modulation
offers higher information capacity, high data security, faster system availability,
and superior communication quality. Therefore, its techniques are more in
demand than analog modulation techniques. Depending on the application,
there are various digital modulation techniques and combinations thereof.

3.2.1 Digital Modulation Schemes

There exist many digital modulation schemes, for example, amplitude shift
keying (ASK), frequency shift keying (FSK), and phase shift keying (PSK).
In this dissertation, PSK and ASK are mainly focused on. In general, 𝑘 bits
can be grouped to represent a symbol so that in total, 𝑀mod = 2𝑘 symbols
can be mapped correspondingly in modulation. After modulation, symbols can
be represented with complex numbers and can be divided into in-phase and
quadrature phase components in a constellation diagram.

In PSK, as its name suggests, the phase of the modulated signals are shifted
depending on the input. The simplest PSK algorithm is called binary PSK
(BPSK), with 𝑘 = 1 and 𝑀mod = 2. Since only 1 bit of data is modulated, there
are only two required phase states, normally 0 and 𝜋. The red symbols depict
the constellation diagram in Figure 3.2a for the modulated symbols. BPSK
is the most reliable modulation scheme since each symbol’s wide detection
range (see Section 3.2.2) leads to the minimum BER. However, only 1 bit is
modulated in each symbol, which means a minimum data rate. When the specific
bandwidth in a communication system is determined, more bits are expected to
be transmitted for higher spectrum efficiency. Therefore, another widely used
PSK scheme is quadrature PSK (QPSK), with 𝑘 = 2 and 𝑀mod = 4. For QPSK,
two bits are modulated to one symbol which leads to 4 different combinations
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(a) BPSK, QPSK modulation, and hard detection. (b) 16QAM modulation

Figure 3.2: Digital modulation schemes in the constellation diagram.
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on Gray mapping [LXPY11] presented by the blue symbols in Figure 3.2a. To
further increase the data rate, more bits can be added to the modulation leading
to 8PSK, 16PSK, etc., with more phase states.

Besides PSK, ASK can also be implemented in digital modulation by changing
the amplitude states. Instead of shifting phase states for different symbols,
amplitudes are adjusted. Usually, PSK and ASK are combined, which is defined
as quadrature amplitude modulation (QAM). This is a format believed to achieve
the best spectrum efficiency. With the same modulating bits, QAM can offer a
better detection range than a unique shift keying, either PSK or ASK. A typical
example of QAM is 16QAM, with 𝑘 = 4 and 𝑀mod = 16. The constellation
diagram and the corresponding symbols are depicted in Figure 3.2b based on
the Gray mapping. There are also other modulation orders for QAM, which
will not be all listed in this dissertation. Further information regarding digital
modulation can be found in [Xio06].

3.2.2 Demodulation and Hard Detection

Digital modulation occurring at Tx necessitates demodulation at Rx to reco-
ver the desired bits. Due to channel-introduced distortions, imperfect channel
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estimation and signal recovery, as well as additive noise in the system, the
recovered symbols are not optimally distributed at their modulated positions,
as shown in Figure 3.2a with blue and red circle areas. Assuming an additive
Gaussian white noise channel, the Rx symbols in Figure 3.2a are distributed
as large scatters, where most of the spread symbols will land. To recover the
bits, a detection method is necessary. This dissertation employs the hard de-
tection method. The idea is to separate the entire constellation diagram into
distinguishable ranges. Each range is assigned a unique modulation symbol.
Based on the position of each Rx symbol, the hard detection classifies the Rx
symbol as the modulation symbol prior to demodulation to bits. As depicted
in Figure 3.2a, the blue blanket marks the detection range for a QPSK sym-
bol. The symbols outside this range are interpreted as incorrect, resulting in
error bits after demodulation. This is why Gray mapping is advantageous. By
using Gray mapping, the neighbouring symbol has only 1 bit difference after
the demodulation, which decreases the BER. By observing Figure 3.2a, it can
be concluded that for QPSK, the noise amplitude weight in quadrature (Q) or
in-phase (I) direction has to be less than

√
2

2 of the symbol power to ensure
a correct decision. For BPSK, this ratio becomes 1 due to the less symbols
in the entire constellation. In other words, each symbol is distributed with a
larger range for hard detection. For 16QAM, this area will be even smaller in
comparison to QPSK. This is the reason why BPSK is mentioned to be the most
reliable digital modulation scheme. In conclusion, there is a trade-off between
spectrum efficiency and BER if digital modulation order 𝑀mod is the variable.

3.2.3 Modulation Error Ratio

The BER is one of the conventional parameters to determine the system perfor-
mance. However, when the system is operating at a high SNR, the BER of the
propagation could always be 0, which can not be further differed. Therefore,
other standards have to be utilized. This dissertation considered the modulation
error ratio (MER) for the Rx signal quality determination. MER is a quantity
to describe the average difference between the Rx complex symbols and their
associated ideal constellation points as in Figure 3.3. Using QPSK as an ex-
ample, the blue dots represent the ideal constellation points as a reference, and
the black point implies the recovered symbols with distortions. The difference
between those two vectors 𝑒 𝑗 is the error, which contains all the possible dis-
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tortions, including Gaussian noise. If, in total, there are 𝑁𝑚 restored symbols,
the definition of MER in dB can be formulated as:

MER = 10 log10

{ ∑𝑁𝑚

𝑗=1 (𝐼
2
𝑗
+𝑄2

𝑗
)∑𝑁𝑚

𝑗=1 (𝑑𝐼
2
𝑗
+ 𝑑𝑄2

𝑗
)

}
. (3.2)

The terms 𝐼 𝑗 and 𝑄 𝑗 denote the reference symbol in the constellation, with 𝑑𝐼 𝑗
and 𝑑𝑄 𝑗 to be the error distance from the Rx symbol to the reference symbol. In
this dissertation, MER is computed as a quasi signal-to-interference-and-noise
ratio (SINR) or SNR. Since modulated symbols are used as the benchmark, the
computed SINR or SNR are based on the symbol power 𝐸𝑠 as mentioned in
(2.29).

Q

Ij

Qj

ej
dQj

dIj

I

Figure 3.3: Error vector of a received symbol with QPSK constellation.

3.3 Channel Estimation

Before possible signal processing, such as precoding and equalization, channel
estimation is required for CSI knowledge. The basic idea of channel estimation
is to derive the relationship between the Tx training symbols and Rx symbols.
Based on the preliminary information of the training symbols at Rx, a method
called least square (LS) channel estimation is operated by straightforward mul-
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tiplying the Rx symbols by the inverse of the previously known Tx symbols.
For a SISO case, it can be written as

�̂� = 𝑠−1
𝑇𝑥𝑠𝑅𝑥 , (3.3)

with �̂� to be the estimated channel coefficient. This equation stands for the
case singlecarrier modulation scheme is implemented or one subcarrier of
multicarrier modulation is considered (see Section 3.5). The LS estimator has
a very low complexity when channel statistics are unknown, but it has a high
mean square error (MSE). Nevertheless, this is an excellent illustration of the
channel estimation principle. Other algorithms in this dissertation are adapted
for different system scales or purposes follow the LS algorithm’s basic concept
but improve their required aspects’ performance (see in Algorithm 4).

3.4 Signal Recovery

The channel coefficients influence the propagated signals, necessitating addi-
tional signal processing to recover the desired signal. When channel estimation
is used to determine the channel coefficients, signal recovery techniques are re-
quired to reformulate the desired data streams based on the channel estimation
results. In general, the signal processing at the Tx is referred to as precoding,
and signal processing at the Rx is referred to as equalization. There are va-
rious precoding and equalization techniques deserving of introduction in the
following sections that will be utilized in this dissertation.

3.4.1 Equalization

Equalization is a conventional method to recover the signal at the Rx side.
Since CSI is usually easily accessible at the Rx, equalization is a widely utilized
choice. There exist different equalization methods with different properties. For
channel equalization, the number of digital chains at Rx 𝑀𝑑 has to be equal to
or larger than the total number of data streams 𝑁𝑠 for a valid recovery.
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Zero Forcing Equalization

In the first place, zero forcing (ZF) equalization is the most straightforward
method among all the methods. As its name suggests, the ZF equalization tries
to eliminate the effects the channel introduced fully. To achieve this goal, the
ZF equalization applies the channel inverse to the received signal. Assuming
only equalization is operated in a pure digital beamforming system, 𝑭𝑅𝑥,𝐵𝐵 has
to fully eliminate the interference introduced by 𝑯𝑑 . Assuming a pure digital
beamforming system, the goal of ZF equalization is to fulfill 𝑭𝑅𝑥,𝐵𝐵𝑯 = 𝑰𝑁𝑠

for (2.17). Considering the possibility that 𝑯 is not necessarily an invertible
matrix, the zero forcing equalization can be expressed by

𝑭𝑍𝐹
𝑅𝑥,𝐵𝐵 = (𝑯𝐻𝑯)−1𝑯𝐻 (3.4)

assuming perfect CSI knowledge. It can be seen that the dimensions of 𝑭𝑅𝑥,𝐵𝐵 is
related to the dimensions of 𝑯, yielding 𝑀𝑑×𝑁𝑑 , which seems to be conflicting
with the definition in (2.13). This is due to the reason that 𝑯 determines the
maximum rank/number of data streams available in the wireless communication
system, but the number of data stream 𝑁𝑠 is not necessarily reaching this value.
As a solution, the data stream vector 𝑠𝑇𝑥 and 𝑠𝑅𝑥 can be extended with zero
padding to the length of 𝑁𝑑 and 𝑀𝑑 , respectively. This change is equivalent to
the reduction of beamforming matrix dimension, leading to the case that some
MIMO channels are not occupied. Alternatively, the 𝑁𝑠 data streams can be
extended to 𝑁𝑑 with the duplication of desired symbols, which exactly leads
to the MIMO spatial diversity solution mentioned in Section 2.3.2. After the
dimension of the vectors/matrices are adjusted, the recovered signal from (2.13)
after ZF equalization becomes:

𝒔𝑅𝑥 = 𝑭𝑍𝐹
𝐵𝐵,𝑅𝑥𝑯𝒔𝑇𝑥 + 𝑭𝑍𝐹

𝐵𝐵,𝑅𝑥𝒘 = (𝑯𝐻𝑯)−1𝑯𝐻𝑯𝒔𝑇𝑥 + (𝑯𝐻𝑯)−1𝑯𝐻𝒘

= 𝒔𝑇𝑥 + (𝑯𝐻𝑯)−1𝑯𝐻𝒘,
(3.5)

It can be observed that under the assumption of perfect CSI knowledge, the ZF
equalization eliminates the effects introduced by the channel. However, at the
noise term, additional weighting is added, which possibly leads to an increase
in noise distortion. This is especially visible if the channel imposes severe
attenuation to the signal, when the SNR of the system is low.
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Minimum Mean Square Error Equalization

Instead of fully eliminating the channel effect as ZF, the minimum MSE
(MMSE) equalization is proposed to minimize the MSE between the Tx
and Rx symbols. Therefore, the goal of MMSE equalization is to minimize
E{| |𝒔𝑅𝑥 − 𝒔𝑇𝑥 | |2}, which leads to the equalization matrix as

𝑭𝑀𝑀𝑆𝐸
𝐵𝐵,𝑅𝑥 = (𝑯𝐻𝑯 + 𝜎2 · INs )−1𝑯𝐻 . (3.6)

From the equation above, it can be observed that MMSE equalization considers a
trade-off between the performance of channel equalization and noise distortion.
If the term 𝜎2 · I𝑁𝑠

trends to null values, 𝑭𝑀𝑀𝑆𝐸
𝐵𝐵,𝑅𝑥

= 𝑭𝑍𝐹
𝐵𝐵,𝑅𝑥 . In other words,

MMSE converges to ZF when the SNR of the system increases.

Successive Interference Cancellation

Additional algorithms can be implemented upon the channel equalization me-
thods to improve the signal recovery quality. For example, successive inter-
ference cancellation (SIC) is a well-known algorithm. For MIMO wireless
communication, different signals via different spatial paths lead to interference
for other signals. As a solution, if the signals with promising knowledge can
be removed firstly at Rx, the amount of interference is reduced. Therefore, the
main idea for SIC is that the optimized Rx signal is perceived first, and its
contribution is subtracted from the entire Rx signal. Then the second optimized
signal is perceived from the rest of the signal, and so on. The flow graph of
SIC-based equalization is depicted in Figure 3.4. Take ZF-SIC as an example,
the recovered symbols 𝒔𝑅𝑥 can be restored after ZF equalization based on (3.5).
By taking the optimum recovered signal based on the MER, say it is 𝑠𝑜𝑝𝑡1 in
𝒔𝑅𝑥 = [𝑠1, 𝑠2, ..., 𝑠𝑁𝑑

]𝑇 (assuming 𝑁𝑠 = 𝑁𝑑 or 𝑁𝑠 extension mentioned in (3.5)
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Figure 3.4: Computing procedure of SIC-based equalization.

for simplicity) for the first iteration, the rest of the signal in the first stage is
formed by subtracting it from the received signal, that is:


𝑦
(1)
1
𝑦
(1)
2
...

𝑦
(1)
𝑀𝑑


=


𝑦1 − ℎ1,𝑜𝑝𝑡1 𝑠𝑜𝑝𝑡1
𝑦2 − ℎ2,𝑜𝑝𝑡1 𝑠𝑜𝑝𝑡1

...

𝑦𝑀𝑑
− ℎ𝑀𝑑 ,𝑜𝑝𝑡1 𝑠𝑜𝑝𝑡1


=



ℎ1,1𝑠1 + ℎ1,2𝑠2 + · · · +
ℎ1,𝑜𝑝𝑡1−1𝑠𝑜𝑝𝑡1−1 + ℎ1,𝑜𝑝𝑡1+1𝑠𝑜𝑝𝑡1+1+

· · · + ℎ1,𝑁𝑑
𝑠𝑁𝑑

+ 𝑤1

ℎ2,1𝑠1 + ℎ2,2𝑠2 + · · · +
ℎ2,𝑜𝑝𝑡1−1𝑠𝑜𝑝𝑡1−1 + ℎ2,𝑜𝑝𝑡1+1𝑠𝑜𝑝𝑡1+1+

· · · + ℎ2,𝑁𝑑
𝑠𝑁𝑑

+ 𝑤2
...

ℎ𝑀𝑑 ,1𝑠1 + ℎ𝑀𝑑 ,2𝑠2 + · · · +
ℎ𝑀𝑑 ,𝑜𝑝𝑡1−1𝑠𝑜𝑝𝑡1−1+

ℎ𝑀𝑑 ,𝑜𝑝𝑡1+1𝑥𝑜𝑝𝑡1+1 + · · · +
ℎ𝑀𝑑 ,𝑁𝑑

𝑠𝑁𝑑
+ 𝑤𝑀𝑑


(3.7)
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The term ℎ𝑚𝑑 ,𝑜𝑝𝑡1 is the channel coefficients at the 𝑚𝑑th Rx antenna while the
one with index 𝑜𝑝𝑡1 is subtracted. The equation above can be further arranged
in matrix form:


𝑦
(1)
1
𝑦
(1)
2
...

𝑦
(1)
𝑀𝑑


=


ℎ1,1 · · · ℎ1,𝑜𝑝𝑡1−1ℎ1,𝑜𝑝𝑡1+1 · · · ℎ1,𝑁𝑑

ℎ2,1 · · · ℎ2,𝑜𝑝𝑡1−1ℎ2,𝑜𝑝𝑡1+1 · · · ℎ2,𝑁𝑑

...

ℎ𝑀𝑑 ,1 · · · ℎ𝑀𝑑 ,𝑜𝑝𝑡1−1ℎ𝑀𝑑 ,𝑜𝑝𝑡1+1 · · · ℎ𝑀𝑑 ,𝑁𝑑





𝑠1

𝑠2
...

𝑠 (𝑜𝑝𝑡1−1)
𝑠 (𝑜𝑝𝑡1+1)

...

𝑠𝑁𝑑


+


𝑤1

𝑤2
...

𝑤𝑀𝑑


(3.8)

That is to say, for the first SIC iteration:

𝒚 (1) = 𝑯 (1) 𝒔𝑻 𝒙
(1) + 𝒘 (1) (3.9)

where 𝒔 (1) and 𝒘 (1) are the transmitted signal matrix and the noise matrix
without the optimum term, respectively. In this case 𝒘 (1) may also contain
remained interference that will be compensated in next iterations. The term
𝑯 (1) is the original channel matrix without the optimum receiver column. The
above equation can be treated as the new received signal and can be equalized
using ZF equalization for the second iteration. This process will repeat until the
last signal is recovered. The procedure is the same as ZF-SIC for MMSE-SIC,
but the MMSE method is implemented for each equalization step.

3.4.2 Precoding

Besides equalization, the signal can also be precoded at Tx with CSI knowledge.
Precoding is a Tx signal processing that affects the maximization of the received
signal to a specific receiver while reducing the interference to all other receivers.
Following the same logic as equalization, to properly implement precoding, the
number of digital chains at Tx 𝑁𝑑 should be equal to or more significant than
the number of transmitted data streams 𝑁𝑠 . Assuming only digital precoding is
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utilized in the system, using ZF precoding as an example, the precoding matrix
is expressed as

𝑭𝐵𝐵,𝑇𝑥 = 𝑯𝐻 (𝑯𝑯𝐻 )−1 (3.10)

The precoded data stream is 𝒙𝑇𝑥 = 𝑭𝐵𝐵,𝑇𝑥 𝒔𝑇𝑥 . If ideally precoded, we have
𝑯𝑭𝐵𝐵,𝑇𝑥 = 𝑰𝑁𝑠

. With precoding, the interferences among different siganls
caused by the MIMO channel are eliminated so that there is no need for signal
processing at receiver side, leading to 𝑭𝐵𝐵,𝑅𝑥 = 𝑰𝑁𝑠

. Thus, the recovered signal
is:

𝒔𝑅𝑥 = 𝑰𝑁𝑠
𝑯𝒔𝑇𝑥 + 𝑰𝑁𝑠

𝒘 = 𝑯𝑭𝐵𝐵,𝑇𝑥 𝒔𝑇𝑥 + 𝒘 = 𝒔𝑇𝑥 + 𝒘 (3.11)

(3.11) shows that if ideally precoded, the received signal will be the transmitted
data stream without changing the noise weight. However, the precoding changes
the signal power directly at the Tx, so an equivalent effect still exists. Therefore,
MMSE and ZF have the same property for precoding as equalization. The
SIC algorithm can also be implemented. For the sake of conciseness, only ZF
precoding is introduced in this dissertation.

3.4.3 Singular Value Decomposition

Besides the systems purely using equalization or precoding, these two tech-
nologies can exist simultaneously. For example, the method that realizes the
optimum system performance is called singular value decomposition (SVD).
In linear algebra, the SVD is a factorization of a natural or complex matrix into
the product of three matrices, including two unitary matrices and a rectangular
diagonal matrix. MIMO signal propagation based on SVD is an effective ma-
thematical technique to maximize the channel capacity. The channel matrix 𝑯
can also be decomposed with SVD into a set of parallel and independent scalar
Gaussian sub-channels as follows:

𝑯 = 𝑼𝑺𝑽𝐻 (3.12)

with the Tx subchannel beamforming matrix 𝑽 ∈ C𝑁𝑑×𝑁𝑑 and Rx subchannel
beamforming matrix 𝑼 ∈ C𝑀𝑑×𝑀𝑑 . Both of them are unitary matrices with
𝑽𝐻𝑽 = 𝑰𝑁𝑑

and𝑼𝐻𝑼 = 𝑰𝑀𝑑
, respectively. S ∈ C𝑀𝑑×𝑁𝑑 is a rectangular matrix

whose diagonal elements are non-negative real numbers, which are the singular
values of the matrix 𝑯. The diagonal elements are _1 ≥ _2 ≥ · · · ≥ _𝑁𝑚𝑖𝑛

,
where 𝑁𝑚𝑖𝑛 = min(𝑁𝑑 , 𝑀𝑑) denotes the maximum number of data streams
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that can be transmitted. For SVD, the beamforming matrices from (2.13) are
expressed by 𝑭𝐵𝐵,𝑇𝑥 = 𝑽 and 𝑭𝐵𝐵,𝑅𝑥 = 𝑼𝑯 . This illustrates that for the
compensation of transmitting and receiving part of the decomposed channel
matrix, CSI at both transmitter and receiver is required. Therefore, assuming
pure digital beamforming with 𝑯𝑑 = 𝑯, the received signal with perfect channel
estimation can finally be expressed as:

𝒔𝑅𝑥 = 𝑼𝐻𝑯𝑽𝒔𝑇𝑥 +𝑼𝐻𝒘 = 𝑼𝐻𝑼𝑺𝑽𝐻𝑽𝒔𝑇𝑥 +𝑼𝐻𝒘 = 𝑺𝒔𝑇𝑥 +𝑼𝐻𝒘 (3.13)

With the implementation of SVD beamforming, the received signals are weigh-
ted by the eigenvalues from 𝑺. Normally, its diagonal elements follow a decre-
asing order. Effectively, this means the received power of each data stream is
distributed based on the spatial channel paths’ strength, which leads to a water-
filling effect and maximizes the spatial diversity in a MIMO system. Recall the
MIMO channel capacity equation (2.30), it can be concluded that the eigenvalue
matrix Σ = 𝑺𝑺𝐻 . This is evidence that SVD is a method that aims to reach the
upper boundary of MIMO channel capacity. The term𝑼𝐻 has unitary power so
the noise level is not increasing with the multiplication to 𝒘.

3.5 Modulation Schemes

Once the data streams are digitally modulated and precoded to form the transmit
signals, they have to be modulated to a format that can be transmitted in the
time and frequency domain. To properly carry the signals, waveforms have to
be chosen carefully to avoid interferences. In this dissertation, singlecarrier and
multicarrier modulation are utilized as desired solutions.

3.5.1 Singlecarrier Modulation

Singlecarrier modulation denotes the modulation scheme that exploits the entire
utilized bandwidth to transmit signals. Since the signal is regarded as one
frame in the frequency domain, it is not necessary to introduce additional
frequency domain signal processing to avoid inter-carrier-interference (ICI).
On the other hand, different signals are propagated in time domain, which leads
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to the necessity to avoid inter-symbol-interference (ISI). The following part of
this section is based on [PS01].

The necessary condition to avoid ISI is ensuring a symbol only has a non-zero
value at its specific sampling time. Assuming a normalized symbol energy and
a single sampling point for each symbol at 𝑎 = 0, the impulse response of
the desired time domain signal 𝑔(𝑡) based on the Nyquist-ISI criterion can be
formulated as

𝑔(𝑡 = 𝑎𝑇) =
{

1, 𝑎 = 0
0, 𝑎 ≠ 0

(3.14)

with 𝑎 is an integer denoting the sampling point in the time domain, and 𝑇 is
the time step between two samples. The sufficient condition that 𝑔(𝑡) satisfies
(3.14) is that its Fourier transform follows

∞∑︁
𝑏=−∞

𝐺 ( 𝑓 + 𝑏/𝑇) = 𝑇. (3.15)

The optimum 𝐺 ( 𝑓 ) fulfills this condition considering a bandwidth 𝐵

𝐺 ( 𝑓 ) =
{
𝑇, | 𝑓 | < 𝐵

0, else
⇔ 𝑔(𝑡) = 𝑠𝑖𝑛(𝜋𝑡/𝑇)

𝜋𝑡/𝑇 . (3.16)

However, a sinc function in the time domain is noncausal, which can not be rea-
lized practically. A standard approximate solution to overcome this problem and
maintain the required sinc function properties is called raised cosine function.
A roll-off factor Z characterizes it as

𝐺𝑅𝐶 ( 𝑓 ) =


𝑇, 0 ≤ | 𝑓 | ≤ 1−Z

2𝑇
𝑇
2

(
1 + 𝑐𝑜𝑠

[
𝜋𝑇
Z
( | 𝑓 |) − 1−Z

2𝑇

] )
,

1−Z
2𝑇 ≤ | 𝑓 | ≤ 1+Z

2𝑇

0, | 𝑓 | ≥ 1+Z
2𝑇

(3.17)

The roll-of-factor of the raised cosine pulse is thereby decisive for the so-
called excess bandwidth of the pulse-shaped signal, which measures how much
bandwidth the pulse-shaped signal occupies beyond the Nyquist frequency.
Several raised cosine pulses with different roll-off-factors can be seen in Figure
3.5, of which Z = 0.35 is particularly often used in practice. It can be seen
that at each sampling point out of the desired symbol position, null values are
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always located. For frequency domain signal, instead of a perfect rectangular
shaping when Z = 0, the band leaks more out with increasing Z .

-10 -8 -6 -4 -2 0 2 4 6 8 10

t/T

-0.5

0

0.5

1
g

(t
)

Time domain waveform of raised cosine pulse shaping filters

=0
=0.35
=1

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

fT

0

0.5

1

|G
(f

)|

Frequency domain representation of raised cosine pulse shaping filters

=0
=0.35
=1

Figure 3.5: Raised cosine impulse response with different roll-off factors.

In digital communications, the raised cosine characteristic is commonly divided
into two distinct filters: a pulse-shaping filter on the transmitter side to restrict
the signal’s bandwidth and a conjugate matched filter on the receiver side to
maximize the SNR with its low-pass characteristic. Since the joint characteristic
of two filters in series is obtained by convolution of their impulse responses,
root-raised-cosine filters are utilized in these situations, resulting in an overall
raised cosine characteristic that eliminates ISI. In this case, it is advantageous
for the symmetrical pulses to represent their conjugate so that the same filter
characteristic can be used on both sides as a pulse-shaping and matched filter.
The signal is first sampled and then fed to a finite impulse response filter
structure with the desired characteristic to filter the signal in the digital domain
on the Tx side. For Rx, the signal is matched filtered and down sampled as a
reverse operation of the Tx side.
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3.5.2 Multicarrier Modulation

Singlecarrier modulation has the benefit of less complexity. However, in a prac-
tical communication channel model, multipath fading introduced by reflection
paths between Tx and Rx is very likely to exist. For a singlecarrier system,
the channel matrix from (2.13) represents the entire frequency domain channel
or a time domain channel matrix for a single tap. Neither of these options can
adequately estimate the multipath channel, which turns into interference that de-
grades the signal recovery quality. The impulse response of a multipath channel
has taps at multiple delays, while its frequency response is frequency-selective.
As a solution, multicarrier modulation is widely utilized. The bandwidth is
divided into 𝑁𝑐 subcarriers for the multicarrier modulated signal. A channel
matrix known as channel frequency response (CFT) from (2.13) can be esti-
mated at each subcarrier. By operating an inverse descrete Fourier transform
(IDFT), the channel model in the discrete time domain is represented by channel
impulse response (CIR), which includes 𝑁𝑐 samples including delay profiles
from multipath contributions.

-1 -0.5 0 0.5 1 1.5 2 2.5 3

Subcarrier index

0

0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 a
m

pl
itu

de

Figure 3.6: OFDM Modulated signals in frequency domain.

Among the existing multicarrer modulation schemes, OFDM is mostly known
and regarded as the standard waveform for 5G and 6G mobile communication.
OFDM achieves orthogonality in the frequency domain to eliminate critical ICI
for multicarrier modulations. The solution is similar to singlecarrier modula-

56



3.5 Modulation Schemes

tion but with sinc shaping in the frequency domain as depicted in Figure 3.6.
The 𝑁𝑐 subcarriers are uniform distributed over the entire bandwidth 𝐵 with
subcarrier spacing 𝐵

𝑁𝑐
. The impulse response becomes a rectangular shape by

implementing inverse Fourier transform (IFT) to the sinc frequency response.
Therefore, OFDM can be realized by implementing the rectangular shape mat-
ched filtering and Tx and Rx side. The signal convolution with a rectangular
impulse response leads to the original signal. Therefore, if OFDM modulation
is used, the flow graph for the multicarrier modulation is presented in Figure
3.7. Firstly, the signals after digital modulation and necessary precoding are ali-
gned to the subcarriers to formulate the frequency domain signal. Afterwards,
to realize the data propagation, IDFT is required to transform the signal to time
domain following

𝒙(𝑎) =
𝑁𝑐∑︁
𝑛𝑐=1

𝑿 (𝑛𝑐) exp( 𝑗2𝜋𝑛𝑐𝑎/𝑁𝑐). (3.18)

with 𝑎 and 𝑛𝑐 denoting the discrete time domain and discrete frequency domain
indexes respectively, with 𝑎 ∈ {1, 2, ..., 𝑁𝑐}, and with 𝑛𝑐 ∈ {1, 2, ..., 𝑁𝑐}.
Then, a cyclic prefix (CP) can be added to overcome ISI introduced by channel
delay and parallel-to-serial (P/S) conversion formulates the signal to a proper
transmission format before input to the channel. At Rx, serial-to-parallel (S/P)
conversion firstly takes place and the CP of the signal is removed before the
DFT. Afterwards, frequency deallocation and channel equalization take place
to recover the digitally modulated symbols. To utilize OFDM in the proposed
beamforming system, the signals at each carrier 𝑿 (𝑛𝑐) = 𝒙𝑇𝑥 in (2.17), with
the channel matrix and Rx signal also changed to discrete frequency domain
respectively.

xTx
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y

Frequency 

allocation
Add CP

Frequency

deallocation
DFT

P/SIDFT

Channel

Remove CP S/P

Figure 3.7: Block diagram of OFDM modulation scheme in this dissertation.
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3.6 Synchronization

At Rx, synchronization is required to indicate the correct beginning of the
desired sequence for all post-processing to operate properly. In this dissertation,
the Tx and Rx are assumed to be stationary during the signal processing time.
Therefore, the frequency synchronization is ignored. In time domain, Tx and Rx
have different timing references. In order to determine a correct starting time for
the Rx signal processing, time synchronization is always required. To achieve
time synchronization, the cross-correlation between the Tx and Rx signals is
computed. Cross-correlation in signal processing is a measure of the similarity
between two series as a function of the displacement of one series relative
to the other. Therefore, when the convolution of Tx and Rx signals indicates
a good match at the cross-correlation output, it indicates the correct position
of the desired signal within the entire sequence. For finite discrete functions
𝑓1, 𝑓2 ∈ C𝐿×1 of length 𝐿, the cross-correlation is defined as:

𝐶𝑐𝑟𝑜𝑠𝑠 [𝑎] =
𝐿−1∑︁
𝑙=0

𝑓1 [𝑙]∗ 𝑓2 [(𝑙 + 𝑎)mod𝐿] (3.19)

The variable 𝑎 here is the displacement index, also known as lag.

3.7 Conclusion on this Chapter

This chapter provides an overview of this dissertation’s communication signal
processing techniques. The bits are generated at random before being mapped
to symbols based on the desired digital modulation schemes. The training sym-
bols can then be employed for channel estimation to implement signal recovery
strategies based on the estimated CSI. Depending on the system’s requirements,
the symbols can be modulated with either a singlecarrier or a multicarrier. Rai-
sed cosine filtering is primarily utilized for single-carrier modulation. OFDM
is studied as the standard waveform for multicarrier modulation in 5G. In the
following chapter, detailed signal processing either employs the methods des-
cribed in this chapter or creates novel ideas based on the concepts mentioned
above.
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4 IRS Modeling in Wireless
Communication Systems

As new generations of communication technologies arise, the conflict between
the rapidly increasing traffic demand and the cost of the system becomes more
apparent. Possible modern wireless communication beamforming architectures
are listed and introduced in Chapter 2. In recent years, a novel concept known as
intelligent reflecting surface (IRS) has gained traction alongside these existing
solutions. The reflect array inspires its structure, but an IRS may support more
flexible implementations and algorithms while preserving the low-cost property.
This chapter introduces the fundamental concept of IRS, followed by two major
application types: yielding IRS as an alternative antenna array and IRS as
a signal reflector. The following sections investigate the IRS’s beamforming
capability in simulation as a fundamental. Based on the theoretical results,
the design, model, and beamforming performance of the experimental IRS
implemented in this dissertation are described in detail. As a novel concept,
there is a lack of discussions regarding the IRS’s practical limitations and
challenges. Without these considerations, however, there will always exist a gap
between the theory and experimental research of IRS. This chapter summarises
the challenges posed by IRS based on our experimental research.

4.1 Intelligent Reflecting Surface Basics

An IRS is a surface which reflects the power of the incidence signal with
desired spatial distributions to realize algorithms and functions in modern
wireless communication scenarios. The key features of an IRS are expressed
by the word intelligent. In comparison to the specular reflection created by any
metallic surface, the IRS is expected to have the following characteristics:
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Feeding antenna

Programmable 

controller

IRS

UE

Figure 4.1: General model of an IRS setup from [IRS].

• Following the concept of reflect array in Chapter 2, an IRS is a surface
which is divided into many antenna unit cells whose reflectivity can be
adjusted individually.

• By adjusting the phases of the unit cells, the direction of reflection of a
wave can be specifically set, which leads to the realization of beamfor-
ming.

• From the beamforming ability point of view, an IRS should generate de-
sired antenna array patterns to cope with variant wireless communication
scenarios. Its ability should be examined from the system point of view,
e.g. a valid channel estimation, data propagation, etc.

• From the feasibility point of view, an IRS-based system offers more
opportunities compared to the conventional beamforming architectures
in Chapter 2. By adjusting the position of the illumination source, the
IRS possibly play different roles in a wireless communication system,
such as antenna array, hybrid beamforming component, signal reflector,
etc.

All of the characteristics mentioned above are regarded as the primary focus of
this dissertation. The IRS setup model is depicted in Figure 4.1 according to
the IEEE signal processing society’s definition. A Tx is considered the source
that illuminates the EW wave onto a surface. The surface consists of a large
number of unit cells that the programmable controller can individually control.
By adjusting the phase distribution of the unit cells appropriately, the desired
beamforming is generated, which transmits the signal to the Rx. Please notice
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that the IRS can also be equipped on the Rx side. Since the implementations
are very similar, IRS is used to reflect the Tx signal and beamform to Rx as a
default setting in this dissertation.

4.2 IRS Design

The necessary constraints must be considered to properly design an IRS, in-
cluding unit cell spacing, IRS size, power reflection efficiency, and the control
circuit. These aspects are introduced in this section for the implemented IRS
in this dissertation, which is mainly based on the publication from [WXZ+21]
with reused texts and figures cO [2021] IEEE.

4.2.1 Unit Cell Design

The unit cell of the implemented IRS in this dissertation is a 1-bit unit cell. The
structure of the proposed IRS is a multilayer printed circuit board. According
to the antenna spacing in (2.12), the unit cell has a square shape with 1 mm
lengths which is half wavelength for 30 GHz, yielding 𝑑 = 5 mm. Figure 4.2a
shows the top layer that consists of a metallic patch and a PIN diode with the
type MA4AGP907 from [MA4], which are expected to reflect the incidence
EM wave properly. In Figure 4.2b, a fan-shaped structure is used on the bottom
layer to choke RF preventing undesired resonance, and a biasing line is used
to control voltages for the PIN diode, which finally determines the resonance
behaviour of the unit cell. Figure 4.2c illustrates detailed structures of the unit
element. The middle layer is the ground layer with drills through the vias from
the bottom to the top layer. The first and the third dielectric layers are made
from RO4350B (Dielectric constant Y = 3.66, loss tangent tan 𝛿 = 0.0037); the
second dielectric layer FB4 (Y = 4.3, tan 𝛿 = 0.025) is used to adhere another
two layers. The PIN diode is modeled as a series resistor-inductor-capacitor
(RLC) circuit (resistance 𝑅on = 4.2 Ω, inductance 𝐿on = 0.05 nH) when it is
turned on, and a shunt RLC circuit (𝑅off = 300 kΩ, capacitance 𝐶off = 42 fF)
when it is turned off.

The simulation results of the IRS unit cell are provided as follows. When the
top layer is illuminated by EM waves polarized in the 𝑥-axis as depicted in
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Figure 4.2: IRS unit cell design in this dissertation from [WXZ+21].

Figure 4.3a, the reflected waves will be dynamically affected by switching
the PIN diode. This is also the practical setting of the illumination side and
polarization. The EM simulation software (CST, Microwave Studio) is used to
simulate S11 of the proposed unit cell. During simulations, unit cell boundaries
are used in the 𝑥 and 𝑦-axis, and Floquet waveguide ports are used in the
positive and negative 𝑧-axis to formulate the periodic condition assuming the
simulated unit cell is located in a finite antenna array duplicating the same
unit cell design. Figure 4.3b gives the simulated S11 when the unit element
is illuminated typically by an 𝑥 polarized plane wave. The on and off states
of the unit cells are represented by the blue and yellow curves, respectively.
The amplitudes are denoted by Amp and the phases and denoted by Phase in
the curves. The results show that the S11 magnitude is generally above 0.8 in
the 2 GHz bandwidth from 27 to 29 GHz. Due to the 1-bit unit cell design, the
phase difference is expected to be 180◦ and the simulation results show a phase
mismatch less than 20◦ and matches exactly 180◦ at the desired 28 GHz. Based
on these results, the proposed unit cell design is believed for practical usage.
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Figure 4.3: IRS unit cell simulation environment and results from [WXZ+21].

4.2.2 Control Board Design

A total number of 400 (𝑁×𝑀 = 20×20) unit cells constitute the aperture of the
IRS, as shown in Figure 4.4a and b. As aforementioned, each unit cell has on and
off states which need a DC bias to control. A digital circuit board with a male
connector is designed to output 400 independent DC voltages in parallel. On
the back of the IRS, a female connector with the corresponding general purpose
input and output (GPIO) pins connecting to the specific unit cells is mounted.
By combining the digital circuit board and the IRS through the connectors, 400
units of the BPM can be configured independently and simultaneously. Figure
4.4c shows the appearance of the connectors. With this design, the IRS setup
can be placed on a rotatable platform of a microwave anechoic chamber with
a horn antenna as a feeding source and measure the array patterns as shown in
Figure 4.4d. The entire control board and the IRS operates with a input voltage
of 5 V and the average current around 0.78 A depending on the number of PIN
diodes in forward states.
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Figure 4.4: Control board design of the IRS from [WXZ+21].

4.2.3 IRS Control Sequence

As mentioned in Section 4.1, to highlight the intelligence of IRS, flexible
beamforming generation is required for different wireless communication sce-
narios. In this dissertation, the IRS is controlled by an Altera Cyclone IV
EP4CE30F29C8N FPGA with the Quartus II software can program. It is also
the core component of the control board from Figure 4.4. The voltage distribu-
tion at the PIN diodes on the unit cells is given by the name coding pattern in
this dissertation, which determines the array pattern. The solution is to prestore
different coding patterns in the FPGA as a look-up table. With a command
sequence correctly sent to the FPGA, the GPIO pins output the required vol-
tage distributions. In this dissertation, a control sequence including 16 bits is
designed for the coding pattern command. The first bit is used for error control
in command failure and retransmission. The second bit is designed for mode
control. The last 14 bits are divided into two groups; every 7 bits denote an
angle index using the binary count. The two angles represent different meanings
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when the control board works in different models. The IRS works in fixed-angle
mode when the second bit is "0". A single beam is generated if the last two
angles indicate the same direction. Double beams are generated simultaneously
by the IRS if the last two angles indicate different directions. If the second bit is
"1", the IRS works in steering mode, with the following two angles indicating
the starting and ending angle of the beam steering. Examples are presented in
Figure 4.5, with a fixed mode to −30◦ and steering model from 60◦ to 60◦.
Please notice that, as the binary sequence can not express negative angles, the
solution is to use the 7 bits indicating the addresses of the coding patterns to
different angles. In this example, −60◦ to 60◦ along \ with 2◦ angle resolution is
prestored, leading to 61 different coding patterns. Each coding pattern requires
two addresses for the prestored format. Therefore, −60◦ leads to address 0 and
60◦ address 120, yielding 0000000 and 1111000 for the 7-bit sequence.

Figure 4.5: Command structure for IRS coding pattern.

4.3 IRS Application Types

Using the novel IRS antenna architecture, experimental measurements are plan-
ned as one of the contributions of this dissertation. To achieve this objective, it
is essential to comprehend the existing applications of the IRS. Therefore, we
define two types in this dissertation based on the location of the illumination
source. For the first option, IRS nearfield illumination yields an alternative
analog beamforming antenna array. The second option is a low-cost reflective
reflector that is facilitated by farfield illumination. In the following sections, we
will discuss the technical aspects of these applications.
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4.3.1 IRS as Antenna Array

The IRS nearfield illumination indicates the condition that the feeding antenna
is located in the nearfield of the IRS. In this condition, IRS is behaving as a
low-cost electronically controllable analog beamforming antenna array, which
can be a replacement of, for example, phased array from Chapter 2.

IRS Nearfield Illumination Model

Illustrated by Figure 4.6a, an IRS application is depicted assuming a Tx BS
using an IRS antenna architecture and a UE as Rx. The feeding source is in the
nearfield of the IRS array with an illumination distance 𝑟1 much smaller than
the propagation distance from the IRS to the destination 𝑟2. In this dissertation,
this geometry is defined as nearfield illumination. Therefore, to evaluate the
path model of an IRS-based propagation, the first illumination path follows the
nearfield constraints, while the propagation path follows the farfield constraints
as mentioned in Section 2.1.1. Effectively, the illumination source behaves like
a point source, as depicted in Figure 4.6b. In this condition, the gain of IRS
with nearfield illumination 𝐺𝑛 assuming a correctly computed distance phase
𝜑(𝑚, 𝑛)𝑑 from (2.16) can be expressed as [TCC+20],

𝐺𝑛 =
𝐺𝑡𝐺𝑢𝑑𝑥𝑑𝑦 |𝐸 (\′, 𝜙′) |2𝐴2

𝑢

4𝜋

����� 𝑀∑︁
𝑚

𝑁∑︁
𝑛

√︁
|𝐸𝑚,𝑛 (\𝑖 , 𝜙𝑖) |2 |𝐸 𝑡

𝑚,𝑛 (\𝑖 , 𝜙𝑖) |2
𝑟 ′𝑚,𝑛

�����2 .
(4.1)

In this equation, 𝐺𝑡 is the gain of the feeding antenna, assuming IRS is placed
at the Tx side, and 𝐺𝑢 is the gain of each unit cell. 𝐸 (\′, 𝜙′) is the electric
field contribution from (2.1) with respect to the reflective beamforming angle
\′, 𝜙′ to the destination. 𝐴𝑢 is the aperture of the unit cell. The term in the
outer | · |2 denotes the array pattern of the IRS contributed by all the unit cells
under nearfield illumination. It can be seen that the array pattern according to
the incidence angle \𝑖 , 𝜙𝑖 differs among unit cell indexes 𝑚 and 𝑛. In addition,
the contribution from the feeding antenna to each unit cell 𝐸 𝑡

𝑚,𝑛 (\𝑖 , 𝜙𝑖) also
differs. Following the same logic, the distance from the feeding antenna to each
unit cell 𝑟 ′𝑚,𝑛 varies. The above features are caused by the point source behavior
from (4.1). As a result, the path loss model for IRS nearfield illumination can

66



4.3 IRS Application Types

(a) IRS as antenna array.

r1

r'm,n

Point source

(b) IRS point source illumination
property.

Figure 4.6: IRS nearfield illumination principles.

be derived by replacing 𝐺𝑡 from (2.6) to 𝐺𝑛, which copes with the situation
that IRS nearfield illumination is a novel alterative antenna architecture.

IRS Illumination Optimization

For the best beamforming condition, all the power from the feeding antenna will
be caught by the IRS, and all the unit cells on the IRS have the uniform power
reception property. However, this leads to the requirement of a rectangular
antenna pattern from the feeding antenna, which is, in practice, not achievable.
In addition, the beamwidth and gain of the illumination antenna have a trade-off,
as mentioned in Chapter 2. This leads to why each unit cell behaves differently,
contributing to the final array pattern as discussed in (4.1) and Figure 4.6.
Therefore, optimizing the illumination to IRS is important, especially for the
nearfield illumination case. The illumination of IRS depends on the geometry
of the IRS setup, which includes many factors such as the size of IRS, the
illumination distance, the incidence angle, the relative position of IRS and
feeding antenna, etc. Overall, all these parameters can be regarded as parts of the
effective aperture efficiency of the IRS. The aperture efficiency [𝑎 for IRS can
be further divided into spillover efficiency [𝑠 and illumination efficiency [𝑖 . The
spillover efficiency denotes the amount of power caught by the IRS compared to
the total incidence power from the feeding antenna. The illumination efficiency
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denotes the evenness of the received power at each unit cell over the entire
IRS. According to [YYE+10], the relationship between [𝑎, [𝑠 , and [𝑖 for the
IRS nearfield illumination case follows a common behavior. When the feeding
antenna is placed closer to the IRS with smaller 𝑟1, the spillover efficiency
is high since more power is caught by the array surface. However, due to the
beamwidth of the antenna pattern mentioned in Chapter 2, most illuminated
power is centralized in the main beam direction. Therefore, when the feeding
antenna is placed close to the IRS, the unit cells covered by the mainlobe are
strongly illuminated while the others are weakly illuminated. This leads to a
degradation of illumination efficiency with worse evenness. Overall, [𝑠 and [𝑖
are two conflicting factors contributing to the [𝑎. As a result, [𝑎 usually starts
with a lower value with shorter 𝑟1 since [𝑖 is poorly guaranteed. It starts to
increase and reaches the maximum value as the best trade-off point between
[𝑠 and [𝑖 . For longer 𝑟1, too much power leaks away from the IRS and [𝑎
are decreased again. The general task for the IRS illumination optimization is
looking for the best trade-off point to achieve the highest [𝑎. Please notice that
for different IRS design and setup, the optimum 𝑟1 varies. Detailed information
can be found in [YYE+10] for further interests.

4.3.2 IRS as Signal Reflector

Instead of placing the feeding antenna in the nearfield of IRS, it can also be
located in the farfield of IRS. This geometry is defined as farfield illumination
in this dissertation. Now, the IRS behaves as a signal reflector instead of an
antenna architecture. The IRS farfield illumination model is depicted in Figure
4.7a, with the illumination distance 𝑟1 in the farfield of IRS and comparable to
the propagation distance 𝑟2. In this condition, the path model of IRS farfield
assisted communication is a cascaded Friis formula (2.6) including two wireless
communication paths, yielding

𝑃𝑟 = 𝑃𝑡𝐺𝑡

(
_

4𝜋𝑟1

)2
[ 𝑓 cos\𝑖cos\′𝐴2

(
4𝜋
_2

)2 (
_

4𝜋𝑟2

)2
𝐺𝑟 . (4.2)

The term [ 𝑓 is the aperture efficiency for the IRS farfield illumination case, and
𝐴 is the aperture of the entire IRS. For further expression, the gain provided by
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(a) IRS as signal reflector.

r1

Plane wave

(b) IRS plane wave illumina-
tion property.

Figure 4.7: Farfield IRS illumination principles.

the IRS can be denoted as a repeater with input gain 𝐺𝑖 and output gain 𝐺𝑜,
which leads to

𝐺 𝐼𝑅𝑆 = 𝐺𝑖𝐺𝑜 = [ 𝑓 cos\𝑖cos\′𝐴2
(
4𝜋
_2

)2
. (4.3)

For farfield illumination, its property is presented in Figure 4.7b. Due to the
farfield illumination, the incidence wave can be regarded as a plane wave,
which leads to the condition that the incidence/reflection angle and the antenna
pattern for each IRS unit cell can be regarded as a unique value. A plane wave
incidence can represent this condition. Following the similar expression as (4.1),
the farfield IRS illumination also has its form,

𝐺 𝑓 =
𝐺𝑡𝐺𝑢𝑀

2𝑁2𝑑𝑥𝑑𝑦 |𝐸 (\𝑖 , 𝜙𝑖) |2 |𝐸 (\′, 𝜙′) |2𝐴2
𝑢

4𝜋𝑟2
1

. (4.4)

Compared to (4.1), the differences between unit cells vanish. As replacements,
𝐸 (\𝑖 , 𝜙𝑖) is used to denote the electric field contribution for all the unit cells
based on the incidence angle and similarly for the reflection angle 𝐸 (\′, 𝜙′). The
variant distances from the feeding antenna to each unit cell can be approximated
as 𝑟1, with the difference between each unit cell neglected.
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According to the farfield illumination property, the IRS gain, in this case, does
not need to/can not be optimized. The spillover efficiency is transformed to
the Friis formula, and the illumination efficiency is always 1. In other words,
IRS gain optimization is only required for nearfield IRS illumination. On the
other hand, in the urban city scenarios, there are lots of shadowing effects due
to the existence of objectives (mostly buildings). The farfield IRS illumination
from Figure 4.7a exactly solves this problem. Therefore, the shadowing effect
between the feeding antenna (BS) and the IRS is assumed to be not existing,
since the placement of IRS is flexible to ensure a promising LoS path to the
BS. For the shadowing effect from the IRS to the UE, the strongest reflection
path will be utilized as the beamforming direction if LoS path is blocked.

4.4 Theoretical IRS Beamforming Studies

Before the IRS is measured in experiments, its beamforming capability should
be simulated. This section covers the theoretical analysis of IRS beamforming,
including the computation of the IRS beamforming pattern, determination of the
phase resolution, and evaluation of robustness. This dissertation focuses on the
IRS beam steering in the \ axis, while 𝜙′ = 0◦ is kept. The reason is, increasing
the beamforming direction to 2D only increases the measurement quantity and
complexity but does not change the beamforming methods and strategies. For
simplicity, beamforming along 1D is an efficient idea for scientific study.

4.4.1 Beam Pattern Generation

As mentioned before, the general IRS beamforming follows the equation (2.16)
for the phase distribution computation at each unit cell. The additional phase
shift 𝜑(𝑚, 𝑛)𝑑 represents the distance phase from the feeding antenna to each
unit cell depending on 2𝜋𝑟 ′𝑚,𝑛

_
. Therefore for the nearfield illumination case,

these terms matter more, since for farfield illumination every 𝑟 ′𝑚,𝑛 = 𝑟1 which
leads to null phase gradient. Based on this computation, the results for the
optimum phase distribution are depicted in Figure 4.8a. The settings below are
used regarding our interested IRS size: 𝑀 = 𝑁 = 20, 𝑑 = 5 mm, operating
frequency at 28 GHz. In this example, the feeding antenna is placed at \𝑖 =

−45◦, 𝜙𝑖 = 90◦, and 𝑟1 = 150 mm. The reflective beamforming angle is \′ =
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𝜙′ = 0◦. However, an IRS in practice can not achieve infinite phase resolution,
which means the optimum phase distribution pattern, with the degrees defined
by the color by in Figure 4.8a is not achievable. Therefore, quantization is
always required to code the optimum phase pattern into discrete values based
on the achievable phase resolution. Assuming a 1-bit unit cell, the quantized
phase distribution is computed as

𝜑𝑞

(
𝑚, 𝑛, \′, 𝜙′

)
=

{
0, if − 𝜋

2 < 𝜑
(
𝑚, 𝑛, \′, 𝜙′

)
≤ 𝜋

2
𝜋, if 𝜋

2 < 𝜑
(
𝑚, 𝑛, \′, 𝜙′

)
≤ 3𝜋

2 .
(4.5)

Afterwards, the quantization phase distribution is depicted in Figure 4.8b,
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Figure 4.8: IRS phase distribution with different resolutions.
where only 0◦ and 180◦ can be observed, yielding the 1-bit IRS. Following
the same logic, the coding pattern with 2-bit IRS is presented in Figure 4.8c.
As a matter of fact, such quantization leads to some errors that possibly lead
to beamforming performance degradation. Therefore, the quantization error in
this dissertation is defined as

𝜑𝑒 =
1

𝑀𝑁

𝑀∑︁
𝑚

𝑁∑︁
𝑛

��𝜑𝑞

(
𝑚, 𝑛, \′, 𝜙′

)
− 𝜑

(
𝑚, 𝑛, \′, 𝜙′

) �� . (4.6)

In this example, 𝜑𝑒 for 1-bit IRS is around 44◦ and for 2-bit 21◦.
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4.4.2 Phase Resolution Determination

Only with the quantization error defined, it is still not clear to see how much
loss this error practically leads to. Therefore, the antenna array patterns with
the desired beamforming need to be simulated. In the simulation, the feeding
antenna power is normalized and uniformly distributed on each unit cell. At
each unit cell, a 𝐺𝑢 = 1.4 dBi is used to cope with the practical IRS unit cell
gain in this dissertation. Please notice that the losses caused by the imperfect
aperture efficiency, the specular reflection, and fabrication mismatches are not
considered in the simulation results. The simulation results are just a simpli-
fied model using the quantized phase distribution at each unit cell based on
(2.16) and (4.5). Merging the array factor equation (2.7) considering the unit
cell distribution, a simplified far-field pattern for the PM beamforming can be
expressed as

𝐸
(
\, 𝜙, \′, 𝜙′

)
= 𝑆𝑎

𝑀∑︁
𝑚=1

𝑁∑︁
𝑛=1

exp
{
𝑗
[
𝜑
(
𝑚, 𝑛, \′, 𝜙′

)
+^𝐷 (𝑚 − 1/2) sin\cos𝜙
+^𝐷 (𝑛 − 1/2) sin\sin𝜙]} .

(4.7)

In comparison to (2.7), the additional 1/2 is used to refer to the phase distribution
at the center of each unit cell. The gain 𝐺𝑢 is expressed by the term 𝑆𝑎 for the
final pattern derivation. Under these assumptions, the antenna gain of the IRS
by merging (4.7) and (2.3) considering lossless condition is presented in Figure
4.9a using different phase resolutions. It can be seen that the optimum case leads
to a maximum of 30 dBi antenna gain, with 2-bit phase resolution decreasing
1 dB and 1-bit resolution decreases 3 dB more. Reducing the phase resolution
leads to a reduction of the gain at the main beam while increasing the gain at
the side lobe. Nevertheless, the sidelobe is more than 10 dB smaller even for
the 1-bit phase resolution. In addition, for wireless communication systems, the
increase of side lobe is not that critical since it mostly leads to interference for
other UEs, which can be eliminated by division technologies. Therefore, the
increase of sidelobe level is not a main obstacle in this case. In the simulation,
the beam steering works precisely from \′ = −60◦ to 60◦. This means reducing
the phase resolution in this IRS size is not decreasing the beamforming accuracy.
Also, if, in any practical case, the angle accuracy is influenced, the problem can
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Figure 4.9: IRS beamforming simulation using different phase resolutions.

also be solved by using the relative beamforming angle instead of the theoretical
ones, which already takes the angle mismatch into account.

The antenna gain can also be studied with different array sizes as presented
in Figure 4.9b. It can be observed that the 1 dB and 3 dB degradation between
optimum to 2-bit, and 2-bit to 1-bit resolution maintains. These results cope
with the fact that the IRS gain is only proportional to the number of unit cells
as mentioned in (4.4) and (4.1). Thus, constant gain differences can always
be observed at the antenna gain using IRS with 400 and 800 unit cells. In
conclusion, the gain reduction caused by the quantization error is not size
dependent. This means, theoretically, the additional quantization loss brought
by the 2-bit to 1-bit resolution can be compensated by doubling the array size.

In the simulation, designing an IRS with 2-bit phase resolution seems to be
attractive by providing higher antenna gain. However, it is no longer that valuable
considering practical limitations. Based on [DCDP+17], it can be concluded that
a 2-bit unit cell needs a higher number of micro components, which leads to an
increased number of DC biases. The placement of these micro components and
the crossing of the DC biases increase the design complexity, which usually
results in an S11 degradation and bandwidth limitation. These features also
bring additional fabrication costs. Comparing previous unit cell designs, the
S11 magnitude of the 2-bit unit cell is more than 1 dB lower tha the 1-bit
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unit cell [DPCD+15]. In addition, the layers are increased from 4 to 6. All
these changes make the implementation of a 2-bit array less satisfactory. In
conclusion, the expected 3 dB performance improvement is not possible to be
realized even with the sacrifice of bandwidth. Most importantly, there is no
evidence to prove that a 2-bit array can be cheaper than a 1-bit array with
doubled size. Due to the aforementioned concerns, 1-bit IRS is believed to be
more attractive from the realization point of view according to the technology
at this stage. Thus, in the latter part of this dissertation, 1-bit IRS is studied.

4.4.3 Beamforming Robustness Analysis

The aforementioned primary simulation results evaluated the possibility of IRS
beamforming for future research. In practice, however, numerous mismatches
and distortions may impair the ability of IRS beamforming. Consequently,
these characteristics must be studied as additional fundamentals for IRS in
experimental research.

Illumination Distance

As mentioned in (4.1) and (4.4), the IRS gain is proportional to the square
of illumination distance. Besides this effect, it is also important to verify if a
longer propagation distance influences the beamforming performance from the
phase distribution point of view since the distance phase 𝜑(𝑚, 𝑛)𝑑 from (2.16)
vanishes with larger 𝑟1. Simulation results are provided in Figure 4.10a for the
proposed IRS while placing the feeding antenna at \𝑖 = −45◦ and 𝜙𝑖 = 0◦,
by computing the phase distribution of each unit cell based on (2.16) using
different 𝑟1 for the distance phase. It can be observed that the quantization
error and the antenna gain fluctuate stronger at shorter 𝑟1 and convergent with
longer 𝑟1. This is because, for shorter 𝑟1, the phase difference for each unit cell
𝜑(𝑚, 𝑛)𝑑 is more significant, leading to more quantization error variances. The
quantization error is converged to 44◦ and the gain to 26.3 dBi with an inversely
proportional relationship. This convergence is valid under the previously men-
tioned assumption that the illumination loss, spillover loss or the path loss are
neglected, to purely focus on the effect of illumination distance. The simulation
results show that increasing illumination distance is not a problem for the IRS
beamforming quality.

74



4.4 Theoretical IRS Beamforming Studies

0 1 2 3 4 5

r
1
 (m)

25.9

26

26.1

26.2

26.3

26.4

A
nt

en
na

 g
ai

n 
(d

B
i)

25

30

35

40

45

Q
ua

nt
iz

at
io

n 
er

ro
r 

(°
)

Quantization error
Antenna gain

(a) Gain and quantization error vs. illumination distance.

0 5 10 15 20 25 30

Angle (°)

24.8

25

25.2

25.4

25.6

25.8

26

26.2

A
nt

en
na

 g
ai

n 
(d

B
i)

1-bit quantization
QRH40 illumination

(b) Gain at different beamforming angles with/without
the illumination loss.

Figure 4.10: IRS beamforming simulation using different phase resolutions.

Illumination Loss

While discussing the aperture efficiency of IRS for nearfield illumination, the
concept of illumination efficiency was mentioned. In other words, it leads to
beamforming performance degradation due to the power distribution imbalance
among the unit cells. This is more effective for the nearfield case as each unit
cell’s incidence angle differs more from others, as mentioned in (4.1). From
Figure 4.11, it can be observed that with 𝑟1 = 210 mm and 𝑟1 = 1 m the
maximum absolute power difference changes less. This simulation was realized
considering the effects of the antenna pattern of the QRH40 antenna [QRH] as
the feeding antenna to illuminate the unit cells. As a conclusion, the maximum
power difference between the best illuminated and the worst illuminated unit
cell for 𝑟1 = 210 mm is 20.5 dB, while it is only 2.5 dB for 𝑟1 = 1 m. The
amplitude at 𝑟1 = 1𝑚 is lower considering a longer illumination distance. The
higher power is always concentrated on the left of the IRS due to the placement
of feeding antenna at \𝑖 = −45◦ and 𝜙𝑖 = 0◦, which is effectively on the left
side.

For the simulation results in Figure 4.10b, the 𝑟1 = 210 mm is used as a
representation since more obvious differences should be observed than 𝑟1 = 1 m,
which is at a distance converging to the farfield condition. As a result, for the
beam steering from \′ = 0◦ to 30◦ with 2◦ angle step, the loss caused by the
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Figure 4.11: Power distribution imbalance at different 𝑟1.

power illumination is less than 0.1 dB in comparison to the pure uniform power
distribution, which is a minimal value. In this dissertation, 𝑟1 is never chosen
to be less than 150 mm, which keeps the illumination loss low. In conclusion,
the non-uniform power distribution leads to acceptable gain degradation for
the nearfield illumination case, which is no longer a problem for the farfield
illumination case.

Positioning Mismatch

The illumination positioning mismatch may also result in additional distortions.
It may be challenging to align the feeding source perfectly, especially when
using farfield illumination. If the coding pattern from Figure 4.8 is computed
based on a specific feeding antenna position, but the exact location is inaccurate,
beamforming performance may suffer. Therefore, it is essential to examine the
beamforming’s positioning mismatch robustness.

To observe the IRS gain with different positioning mismatch, the antenna gain
vs. positioning mismatch in percentage is presented in Figure 4.12a. In this
example, 𝑟1 = 1 m is used as an example. It can be observed that the IRS be-
amforming is more sensitive if the positioning mismatch happens towards the
IRS direction and performs very robust with positioning mismatch backwards
the IRS direction. This again copes with the illumination behaviour that for
shorter 𝑟1 closer to near field, the distance phase term varies more, which leads
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Figure 4.12: IRS beamforming simulation with distortions.

to large error if they are not correctly considered. However, for farfield range
with longer 𝑟1, the distance phase term for every unit cell becomes more and
more uniform, which means that the distance phase from (2.16) is no longer
playing an important role. Such property means that the beamforming perfor-
mance is more sensitive to positioning mismatch for nearfield IRS illumination
implementation. However, since the entire setup, including the feeding antenna
and IRS, is regarded as an antenna array structure for nearfield illumination, the
geometric is always optimized and perfectly aligned without any positioning
mismatch.

It is also interesting to note that the optimal antenna gain is not achieved at
this example’s null positioning mismatch point. This is due to the presence of
quantization error. Even if everything is perfectly aligned, the quantization error
still causes performance degradation, which may be even less noticeable if the
feeding antenna position is slightly off. This is also why the antenna gain in
Figure 4.10b varies in different beamforming directions. However, the design
of coding patterns cannot rely on the uncertainty of quantization’s positive
contribution. Consequently, the coding pattern should be computed concerning
the correct feeding antenna position. If the beam steering phases are correctly
computed, the IRS provides correct beamforming with only minor degradations.
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Unit Cell Phase Offset

The last mismatch consideration is about phase mismatch. There are several
possibilities leading to a phase mismatch. Firstly, from the design point of
view, an IRS usually works in bandwidth, as shown in Figure 4.3. Due to the
resonance property, the phase difference can not be guaranteed at 180◦ through
the entire bandwidth. Secondly, the IRS unit cell phase shift is usually controlled
by the microcomponent with DC biases as feeding. Along the circuit, there are
also other RLC components adjusting the desired feeding voltage and current.
However, due to the practical fabrication, especially for the IRS design at mmw
frequency, it is sometimes hard to ensure a perfect DC input. Therefore, the
microcomponent may not work at its optimum state as a unit cell expects. The
possibilities mentioned above require that IRS beamforming is robust against
a certain amount of unit cell phase offset. In Figure 4.12b, it shows that with
180-unit cell phase offset◦, and 0+unit cell phase offset◦ for the 1-bit state, the
antenna gain degrades. Based on the general IRS design, 30◦ unit cell phase
offset is usually regarded as an acceptable threshold [DPCD+15], which only
leads to 1 dB loss. This proves that IRS beamforming is also robust against unit
cell phase offset.

4.5 IRS Beamforming Measurement Results

Based on simulations, the previous section examined the theoretical perfor-
mance of IRS beamforming. The promising results encourage additional att-
empts to experimentally measure the IRS beamforming capability to finalize its
real-world performance and assign different functionalities to various system
models.

4.5.1 IRS Nearfield Illumination Beamforming

The measurement results for the IRS as an alternative antenna array with near-
field illumination are first presented based on the previous architecture.
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(a) Optimized setup from [WXZ+21].
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(b) Measurement setup.

Figure 4.13: Setup for IRS beamforming as an antenna array.

Optimized IRS Beamforming Setup

As mentioned above, the aperture efficiency of the nearfield IRS illumination
must be optimized. Based on the suggested steps mentioned in [YYE+10], the
IRS beamforming setup is optimized as Figure 4.13a. A specifically designed
horn antenna is used as the feeding antenna, with its phase centre located at
\𝑖 = −45◦ and 𝜙𝑖 = 90◦ of the IRS. The distance between the phase centres
of the IRS and feeding antenna is 𝑟1 = 150 mm. The entire setup is placed on
a rotating stage of the anechoic chamber for the array pattern measurements
as presented by Figure 4.13b. The command determines desired beamforming
pattern to the FPGA mentioned in Figure 4.5.

Using this setup, the loss budge parameters are listed in Table 4.1. It can be
seen that most of the loss is caused by the spillover after the optimization,
which is calculated to be 3.06 dB for the specific geometry. The illumination
loss here is 0.26 dB which is slightly higher than the value in Figure 4.10b
due to a shorter 𝑟1. The 1-bit quantization error in this case is computed to be
2.27 dB instead of the 4 dB from Figure 4.9a, due to the reason that 4 dB is the
maximum quantization loss under theoretical assumptions. In practice, due to
the illumination imbalance and spillover loss, the quantization loss is effectively
nerved, which also copes with the discussion of why 2-bit phase resolution can
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Table 4.1: Loss factors of the measured IRS from [WXZ+21].

Factor Loss (dB)
Spillover loss 3.06

Illumination loss 0.26
1-bit quantization loss 2.27

Element loss 0.74
Specular reflection, edge diffraction, others 2.72

Total loss 9.05

not be expected to be as favorable as simulation results in Figure 4.9a. The
element loss corresponds to the square of the S11 magnitude in Figure 4.3. In
addition, due to the incidence angle, a certain amount of power got reflected
based on the specular reflection instead of being beamformed. This aspect is
concluded with other practical losses for the last item. Overall, the measured
gain of IRS at \′ = 0◦ is 21.35 dBi, which is 9.05 dB lower than the theoretical
value from Figure 4.9, when the aforementioned losses were not considered.

4.5.2 Comparison to Phased Array

Based on the arguments in Chapter 2, an IRS in nearfield illumination case
is expected to be a low-cost alternative antenna array architecture with proper
beamforming ability. Therefore, the biggest competitor of IRS is the phased
array. To have a practical comparison between phased array and IRS, measu-
rement results are presented in Figure 4.14. From the black curve, a maximum
of 21 dBi gain can be observed for the beamforming from our proposed IRS.
From the red curve, a 16 dBi gain can be observed for the beamforming from a
16 × 1 phased array with the element gain of each unit to be 4.1 dBi. Based on
this measurement benchmark, the pros and cons of IRS and the phased array
will be discussed.

It is hard to argue between these two candidates regarding the circuit complexity.
The IRS uses unit cell antennas, and the phased array utilizes antenna units like
conventional patch antennas. Both of them need digital control circuits for
beamforming. An IRS needs more control circuits for the phase switching
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Figure 4.14: Comparison between phased array and IRS

components since more of them are required than a phased array to achieve
the same performance. As an example in our setups, based on simulations, a
6 × 6 phased array is expected to have the similar performance as a 20 × 20
IRS from the antenna gain point of view. Assuming a 5-bit phase shifter, 6
× 6 × 5 = 180 control lines are needed. For a 20 × 20 IRS, a larger number
of 400 control lines are necessary. However, an IRS eliminates the multiple
RF feeding circuit by over-the-air illumination from a horn antenna. Overall,
this is quite a balanced competition it is hard to conclude a winner. The biggest
advantage of an IRS system is the cost, including price and power consumption.
To build up the mentioned phased array, the core component is a 5-bit phase
shifter combining analog amplitude tuning ability with the type AWMF-0108
from [AWM]. The PIN diode based IRS element is fabricated with the type
MA4AGP907 from [MA4], which is much cheaper even with increased array
size. The second benefit is power consumption. Based on the experience from
our measurement, the control circuit of the 16 phase shifters needs an input
voltage of 10 V with an operating current around 2 A. For the IRS, we use the
input voltage of 5 V with an operating current around 0.78 A.
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(a) Wide range beam steering from \ ′ = −60◦ to 60◦
from [WXZ+21].
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(b) Examination of 𝑔 = 2◦ beam steering angle
resolution from [LBE+22].

Figure 4.15: Beam Steering for the measured IRS.

4.5.3 IRS Beam Steering Ability

As a general definition, the beam steering in this dissertation is mainly along
\ while keeping 𝜙′ = 0◦ for simplicity. Based on this definition, the system is
easier to set, and the algorithms can be efficiently tested. Figure 4.15a shows the
beam steering range for the proposed IRS, with the minimum angle \′

𝑚𝑖𝑛
= −60◦

and maximum angle \′𝑚𝑎𝑥 = 60◦ defined. The gain of IRS in this measurement
condition decreases with the increasing absolute value of \′ while reaching the
minimum value of 15.44 dBi at −60◦. This is caused by the effective reduction
of array aperture with large steering angle mentioned in (4.4). For the same
reason, beam steering beyond this defined angle range can not be guaranteed
reliable performance. As mentioned in (2.12), the antenna spacing should be
further reduced to avoid beam steering blindness and increase the beam steering
resolution. However, a unit cell must occupy a certain space, so a limited angle
resolution always exists for the beam steering. In this dissertation, 𝑔 = 2◦ is
defined as the standard. In Figure 4.15b, an example of beam steering with
𝑔 = 2◦ is measured as an indication. It can be observed that the beam steering
keeps in high quality with precise gain vibration under 1 dB and angle mismatch
under 0.5◦.
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IRS Multibeam

In some situations, a single beamforming direction could be not sufficient for
a reliable communication system. For example, if multiple UEs expect the
same signal, the IRS is required to realize a broadcasting function but with
beamforming ability for a proper SNR. Also, in some cases multipath can be
implemented to enhance the capacity. These scenarios lead to the requirement to
general multiple beams instead of the single beam from Figure 4.15. Due to the
limited size of our proposed IRS and its 1-bit phase resolution, the generation
of two beams is analyzed in this dissertation. To generate two beams, the phase
distribution from (2.16) has to be modified. Instead of the steering vector of
a single beam direction \′ and 𝜙′, additional angle contributions \′′ and 𝜙′′

should be considered. If we define the reference wave of single beam case from
(2.16) to be

b′ = 𝑒− 𝑗 ^ · (𝑚𝑑 sin \
′ cos 𝜙′+𝑛𝑑 sin \

′ sin 𝜙
′ ) , (4.8)

the reference wave for double beam case will be

b′′ = 𝑒− 𝑗 ^ · (𝑚𝑑 sin \
′ cos 𝜙′+𝑛𝑑 sin \

′ sin 𝜙
′ ) + 𝑒− 𝑗 ^ · (𝑚𝑑 sin \

′′ cos 𝜙′′+𝑛𝑑 sin \
′′ sin 𝜙

′′ ) .
(4.9)

Here, \ ′′ and 𝜙
′′ indicate the beamforming direction for the second beam.

By abstracting the phase of b′′ and adding the distance phase term 𝜑(𝑚, 𝑛)𝑑 ,
the phase distribution for the double beam is derived based on [LWC+14].
In general, multiple beams can be generated by adding and averaging phase
contributions from all the desired beam directions. Some examples of double
beam combination among the angles −40◦, −20◦, 0◦, 20◦, and 40◦ are presented
in Figure 4.16. It can be observed that even when one of the two-beam angles
is kept constant, and only another is changed, its beamforming direction shifts
3◦ left or right from the desired direction. The reason is, that the phase for each
unit cell antenna element is a joint contribution of the two-beam directions. As
a consequence, not only is the power spread but also the quality of one beam
will be interfered with by another. Nevertheless, this IRS offers clear double
beams with good gain, which can be further implemented in required scenarios.
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Figure 4.16: Beamforming patterns of IRS generating double beams from [LEK+21].

Broad Beam Generation

In addition to multibeams, time efficiency can be improved in specific applica-
tions if an IRS can generate broader beams. For the DoD/DoA estimation, for
instance, broader beams can be used as a first approximation of the wireless
path’s localization. Then, for precise targeting, narrow beams can be employ-
ed. Now the problem is how to generate a sufficiently broad beam using IRS
to cover a large area. There are several potential candidates for achieving this
goal.

• According to antenna theory, a broad beam can be generated by reducing
the number of antenna units in an array. As shown in Figure 4.17a, the
solution for IRS is to randomly distribute the 1-bit state of the margin
units because IRS units cannot be turned off like phased arrays because
reflections always exist. The phases of the green units are determined by
the computation of (2.16), whereas the phase states of the blue units are
determined at random. This equates to a partially utilized IRS.

• Figures 4.17bcd demonstrate alternative methods for generating a broad
beam using a sparse array similar to a phased array. Like the previous
point, the shutdown/unused units have random state distributions. In b,
random and computed units are sequentially distributed throughout the
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(a)                   (b)                     (c)                    (d) 

Figure 4.17: Different partial and sparse array options for broad beam generation using IRS.

entire IRS. Option c distributes random and computed units column-wise,
one after the other. Only one computed unit in a small area contains 2×2
units for the option d.

• An mentioned in the last section, IRS can generate multiple beams
by combining the contribution of their steering matrices based on
[LWC+14]. Using this concept as inspiration, if multiple beams are
positioned close together, hopefully a broad beam can be created.

The measurement results for the case in Figure 4.17a with different number
of computed units are presented in Figure 4.18a. It can be observed that with
the more outer units being distributed to random states, the beam gets broader
but with fast gain degradation. Detailed parameters are given by Table 4.2.
The spare array schemes are presented by Figure 4.18b. Detailed parameters
are give by Table 4.3. However, in comparison to Figure 4.18a and Table
4.2, these schemes are not generating sufficient broader beams but sacrifice
antenna gain by scattering the power to sidelobes. The measurement results
of combining double beams are presented in Figure 4.18c. The solid curves
show the combination of two beams with an 8° gap. The dashed curves show
the combination of two beams with a 9° gap. For large gaps, the beam will be
separated into two parts, and for smaller gaps, the beams are not getting broader.
Therefore, the results in these situations are not presented for simplicity. The
8° gap beams average have 19.5 dBi antenna gain and 11° HPBW. The 9° gap
beams have 17.3 dBi antenna gain and 15° HPBW. These results outperform
the mentioned partial or sparse arrays, which is believed to be a promising
way to generate broader beams. As another important point, by combining the
broad beams next to each other, they can cover the desired beamforming area
smoothly with the maximum degradation around 1 dB.

85



4 IRS Modeling in Wireless Communication Systems

Table 4.2: Beamforming parameters of partial array

Active units 20×20 18×18 16×16 14×14 12×12 10×10
Antenna gain (dBi) 19.57 19.1 18.88 17.71 17.18 14.3

HPBW (°) 6 7 7 8 11 15
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(a) Measured antenna gain of IRS
using partial array.
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(c) Measured antenna gain based
on [LWC+14] by combining two
beams.

Figure 4.18: Broadbeam generation for the IRS.

4.5.4 IRS Beamforming Flexibility

In the last section, measurements of IRS beamforming under optimal near-
field conditions are analyzed in depth. In this section, the feeding antenna is
positioned differently than the optimal geometry, resulting in a greater illumi-
nation distance. The purpose is to find if IRS beamforming is flexible enough
to generate correct beamforming with varying system settings. The nearfield
illumination condition from (4.1) converges to the farfield illumination condi-
tion (4.4) as the illumination distance increases. Consequently, the following
measurements would be potential evidence of the feasibility of IRS farfield
illumination beamforming. This dissertation focuses primarily on single beam
steering and broad beam generation because there is no exciting scenario that
requires the generation of a double beam for a longer illumination distance.

Table 4.3: Beamforming parameters of sparse array

Scheme b c d
Antenna gain (dBi) 12.55 12.19 10.64

HPBW (°) 7 7 11
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(c) Variance of beamforming gain at
different illumination distance 𝑟1.

Figure 4.19: IRS beam steering flexibility analysis.

Beam Steering Flexibility

As a start point, the single beam steering antenna patterns measured in the
anechoic chamber is presented in Figure 4.19 with \𝑖 = −45◦ and 𝜙𝑖 = 0◦ and
the beamforming direction \′ is selected in the range from 10◦ to 30◦. This
angle range avoids the shadowing from the feeding antenna and the direction
occupation of the specular reflection path. It can be seen that beamforming
patterns can be generated with different illumination distances, with two pro-
blems visible. Firstly, it can be observed that the gain degrades with a longer
illumination distance. The measurements with 𝑟1 = 210 mm in Figure 4.19a
have smaller gain than the ones in Figure 4.15 with 𝑟1 = 150 mm, but larger
than the ones in Figure 4.19b with 𝑟1 = 360 mm. Based on the model analysis
from (4.1), the degradation is caused by additional spillover loss with larger 𝑟1.
Secondly, the measured beamforming results become less stable: The measured
curves for 𝑟1 = 360 mm in Figure 4.19b become less smooth. In addition, some
beamforming angles have lower gain than other beamforming directions. For
example, \′ = 10◦ performs worse than other beams in Figure 4.19a. On the one
hand, the placement of the illumination source is not following the optimized
condition, leading to performance degradation. On the other hand, it is also
contributed by the feeding antenna placed on the same plane of the beam stee-
ring. If there are any undesired reflections, they will be more likely to influence
the beamforming patterns, making them harder to be generated properly. One
of the examples can be observed by the pattern contributions around \′ = 45◦
caused by specular reflection, which is a constantly existing term always ta-
king an amount of reflective power. Comparing the specular reflection part in
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Figure 4.19a and 4.19b, it can be seen that the specular reflection power for
𝑟1 = 360 mm does not decrease with the longer illumination distance, but even
slightly increases. This is because when 𝑟1 gets longer, the reflection of each
unit cell of IRS is getting closer to a specular reflection to the angle of \′ = 45◦.

To analyze the IRS beamforming behavior properly, the variance of beamfor-
ming gain among different steering angles are depicted in Figure 4.19c with a
fixed feeding antenna angle \𝑖 = −45◦ and 𝜙𝑖 = 0◦ and an increasing illumi-
nation distance 𝑟1. In conclusion, with the increasing 𝑟1, the variance of the
measured beamforming pattern increases. Therefore, further experiments must
be verified to see if the beamforming works properly when 𝑟1 is further incre-
ased until the farfield condition is approximately reached. Due to the difficulty
of measuring antenna patterns in the limited space of the anechoic chamber,
further proof is presented in Chapter 8 at the system level.

Broad Beam Flexibility
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Figure 4.20: IRS beam broadening flexibility.

As mentioned in Figure 4.18, the best solution for the broad beam generation
has been figured out for the optimized nearfield IRS illumination. This section

88



4.5 IRS Beamforming Measurement Results

measures the broad beam performance at a different IRS illumination position,
yielding the same setting as Figure 4.19a. The measurement results are pre-
sented in Figure 4.20 with dashed curves denoting the pencil beams and solid
curves denoting the broad beams. Similar to the nearfield IRS illumination, the
gain is lower, but the beam width is wider. The average HPBW is 8.5◦, while the
pencil beam from IRS farfield illumination is around 6◦. However, compared to
Figure 4.18c, the beams are not broadened as much as the optimized nearfield
illumination case, with the coverage also less smooth. This is also caused by
similar reasons discussed in Figure 4.19: The additional instability and gain vi-
bration caused by higher spillover loss and undesired reflections. Nevertheless,
since the beams are more or less broadened with good coverage ability, further
analysis can be done and presented in Chapter 8.

4.5.5 IRS Loss Model Analysis

To implement IRS in different wireless communication scenarios, it is critical to
evaluate its path loss model to determine the required Tx power or the maximum
propagation distance. The path models mentioned in (4.1) and (4.4) are still at
the theoretical level, which should be proved experimentally. From [TCC+20],
IRS has been measured in both farfield and nearfield illumination cases. They
have mentioned that although these two cases differ in the theoretical equation,
the nearfield illumination converges to the farfield case also with 𝑟1 shorter
than the farfield margin. Therefore, the equation (4.4) can be approximated as
a general equation for IRS beamforming. However, in [TCC+20], a specific
incidence and reflection angle is set along the direction of specular reflection.
This may lead to over-estimated performance since the reflected power along this
direction would contain the specular reflection contributions. In this case, the
mismatches and distortion might be masked in the measurements. Therefore, in
this dissertation, an average performance through the beamforming angles \′ =
10◦ to 30◦ with 𝑔 = 2◦ is computed to verify the loss model approximation raised
by [TCC+20]. As it assumes, the path loss model of the IRS-assisted signal
propagation is raised to be mainly influenced by (𝑁𝑀/𝑟1𝑟2)2. We measure
multiple points using different 𝑟1 and 𝑟2 in Figure 4.21. In Figure 4.21a, 𝑟1 is
shifted with different distances, the blue curve is the measured antenna gain, and
the theoretical curve in red is proportional to the factor (𝑁𝑀/𝑟1𝑟2)2, with good
matches observed. In Figure 4.21b, 𝑟2 is shifted in an indoor system environment
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Figure 4.21: Measurement results for IRS path loss model analysis.

and therefore received signal power is observed (see Chapter 8 for system model
descriptions), with also good matches observed. These measurements prove the
accuracy of the path loss model published in [TCC+20], (4.1), and (4.4), which
builds up solid fundamentals for later analysis.

4.6 Challenges of IRS

After analyzing the beamforming abilities of the IRS, it is believed that IRS
can provide the necessary capabilities for various wireless communication sce-
narios. Therefore, it is essential to experimentally investigate the viability of
IRS-based systems, which is the dissertation’s primary contribution. There-
fore, compared to previous studies, the following chapters discuss some IRS
challenges.

4.6.1 Road to Experimental Studies

IRS research has been overgrown in recent years due to its popularity as a
topic of study. The IRS study involves two primary research components. The
antenna design is in the first direction. The researchers are attempting to design
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IRS with various structures, operating frequencies, bandwidths, S11 values, etc.
The articles [CQW+14,LC17,LC19,ZCL+18] produced fruitful outcomes. By
controlling the unit cells’ states, the IRS can achieve beam shaping, and beam
steering [YCY+16, WQCC16]. However, the majority of these studies attempt
to improve their antenna designs by meeting certain performance criteria, but
they rarely examine how the antennas function in the context of the entire
system, including signal processing and system coordination. Existing wireless
communication systems that employ IRS are presented in [TSJP16, TLD+19,
ZYD+19,ZSW+20,WZC+19,LEK+21,LWE+20]. They include some proof-of-
concept works and contributions to digital signal processing. However, these
works were accomplished with a single IRS and basic experiments, which
limits the system’s ability to develop more advanced algorithms. Accordingly,
the difficulties of implementing MIMO architecture in a system with multiple
IRSs are never discussed.

The second IRS research aspect is the study of communication theory. It concen-
trates on complex mathematical solutions that display improved performance
with IRS or multiple IRSs in various communication scenarios. However, since
the IRS hardware was not designed at that time, the limitations of practical
IRS equipment are generally disregarded by existing algorithms. As a result
of [LLdO+22], the following points cover the most significant obstacles:

Firstly, due to the wave reflection principle of IRS and the use of micro com-
ponents in the design structure, each phase state of each unit cell represents an
S11 level that cannot be turned off. This implies that an IRS cannot shut down
units like a phased array, and communication algorithms will likely disregard
this property. As stated in the existing IRS designs [CQW+14, WXZ+21], the
IRS unit cell phase shifts are achieved by electronically controlling the micro
components, with inexpensive PIN diodes being the most popular choice. These
components alter the resonance behaviour of the unit cells, thereby changing
the directivity of reflected beams. Therefore, 0 V is not off for such components
but rather one of their resonance states. In addition, because the unit cell al-
ways occupies a position in space, signal reflections will always radiate from it.
Consequently, such wave illumination through the air cannot be turned off like
a phased array element in a circuit. Any channel estimation algorithms attemp-
ting to derive the CSI at each IRS element (such as the sparse array concept
in [EMLZ18] and channel extrapolation in [ZLG+21]) are either impossible or
difficult to implement with reliable performance in this case. Data transmissi-
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on methods cannot work properly without accurate CSI at each PM element.
In [AEALH14], for example, its algorithms can jointly design the precoding
matrix to be as close as possible to the digital optimal precoding. However,
the scheme is difficult to implement because it requires complete CSI at each
antenna unit to calculate the optimal precoding matrix.

Secondly, as shown in Figure 4.9, it is challenging to design an IRS with a
higher phase resolution. Consequently, 1-bit resolution is typically considered,
or at most 2-bit resolution if the PIN diode design is to be preserved. This
further complicates the direct adaptation of conventional MIMO and hybrid be-
amforming algorithms. If more PIN diodes are constructed on the IRS unit cell,
better phase resolution could be attained; however, this would require highly
complicated designs, negating the low-cost advantage of using IRS. Higher or
infinite phase resolutions are considered in the current hybrid beamforming al-
gorithms, which may be unsuitable for the IRS case. For example, the minimum
phase resolution considered in [AEALH14] is 4 bits, which is more realistic
for a phased array but not for an IRS at 28 GHz. As for [SR15], only beam
patterns are mentioned to formulate the codebook and are theoretically simula-
ted without mentioning specific information regarding beam generation. Also,
in [AEALH14], with fewer RF chains, phase resolution, and array size, the gain
of their algorithms become less noticeable. If these numbers are reduced in
measurement, the advantages of the implemented algorithms may be hidden by
the hardware imperfections caused by real-world IRS.

Lastly, the illumination architecture limits the system configuration when multi-
ple IRSs are necessary. Due to the dependence of IRS beamforming on free-air
illumination, the system architecture is less flexible than those considered in
theoretical studies. In [AEALH14], the hierarchical codebook algorithm with
broader beams is presented as one of the most representative beam training stu-
dies. This paper focuses on a hybrid MIMO beamforming architecture in which
all digital beamforming chains have access to each sub-array. For IRS, the po-
sition of the feeding antenna is crucial for the entire setup, as the free space
propagation distance to each unit cell must be accurately computed. Therefore,
multiple illumination sources should share the same IRS to create an archi-
tecture equivalent to fully-connected hybrid MIMO beamforming. There are
bifocal PM solutions described in [NYE13], but the illumination sources must
be placed symmetrically from the PM perspective, and the beam scan is highly
dependent on the tuning of this spatial distribution. In addition, the interferences
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caused by the two illumination sources reduce the beamforming accuracy and
resolution, which is insufficient for recalling the algorithms in [AEALH14].

Due to these obstacles, it is difficult or inappropriate to implement existing wi-
reless communication algorithms in IRS-based systems, particularly when the
system itself has not been thoroughly studied. This may also explain why IRS-
based systems have seldom been studied. In conclusion, since IRS has become a
prevalent topic in recent years despite a lack of sufficient research, this disserta-
tion aims to prove its feasibility in wireless communication systems. Following
the trend of next-generation systems, the following chapters of this dissertation
will focus on multiplexing schemes, mobile communication, MIMO, and hybrid
beamforming. This crucial benchmark cannot be bypassed if IRS designs are to
remain competitive in the market for future wireless communication technolo-
gies. In order to accomplish this, we discuss the key functionalities of a wireless
communication system to demonstrate how the IRS beamforming control and
signal processing are merged into one system, how the novel channel estimation
is operated, and CSI can be derived under the IRS architecture challenges, how
the data transmission and recovery can be achieved, and how the feasibility of
the entire system is demonstrated. In order to conduct a comprehensive analysis,
it is necessary to include theoretical and measurement aspects, to realize proper
performance and reasonable complexity.

4.6.2 IRS Practical Considerations

Based on the observations from Figure 4.21 and (4.4), it can be concluded that
the Rx power of the IRS-assisted communication system changes with illumi-
nation distance, propagation distance, and the IRS size. Since the discussions
for Figure 4.21 prove the accuracy of (4.4), it can be implemented as a ge-
neral approximation for the IRS size, with the received power proportional to
(𝑁𝑀/𝑟1𝑟2)2. This allows us to estimate the required IRS size for practical cases.
Based on the Federal Communication Commission (FCC) effective isotropic
radiated power (EIRP) standard, we use 75 dBm as its maximum value. Then
based on the received power standards for 5G mobile phones from [pow], we
distinguish the signal strengths at different levels. The IRS antenna gain uses the
average value derived from Figure 4.19a and proportionally changes based on
the (𝑁𝑀/𝑟1𝑟2)2. Assuming the number of units along one IRS dimension to be
𝑁 = 𝑀 , the required number of units for different signal strengths is presented
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(a) Required number of IRS units for different signal
strengths.
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Figure 4.22: IRS size discussions.

in Figure 4.22a, using a few fixed illumination and propagation distances 𝑟1 and
𝑟2 at 28 GHz as examples. In general, a larger IRS supports longer distance and
provide larger Rx power. In order to reach a good signal strength, the number of
units can also be changed based on how large EIPR can be provided at the base
station, as presented in Figure 4.22b. Our implemented IRS size of 20 × 20 is
marked by the dashed line, as well as the 75 dBm EIRP standard.

Another interesting comparison would be using specular reflection as a bench-
mark. The specular reflection assumes a surface with infinite size, and the
destination is precisely at the reflection direction of the incidence wave. In this
condition, the received power follows

𝑃𝑟 =

(
_

4𝜋(𝑟1 + 𝑟2)

)2
𝐺𝑡𝐺𝑟𝑃𝑡 . (4.10)

Figure 4.23a shows clearly how large an IRS is required to outperform specular
reflection based on the distances. For example, when 𝑟1 = 𝑟2 = 100 m, the
IRS has to include 𝑁 = 290 units to achieve the same performance as specular
reflection, which is 1100 when 𝑟1 = 𝑟2 = 1500 m. Figure 4.23b shows how
large the IRS should be to achieve the same performance as specular reflection
assuming 𝑟1 = 𝑟2. It can be observed that a large size of IRS is required to
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(a) Relationship between IRS and specular reflection.
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(b) Required number of IRS units for the same perfor-
mance as specular reflection.

Figure 4.23: IRS versus specular reflection.

achieve the same performance as specular reflection. However, it is worth a
short discussion if IRS and specular reflection are always comparable. First,
an IRS provides flexible beamforming but specular reflection with a fixed
angle. Second, our IRS model is based on a practical design, but the specular
reflection caused by the building should have its lossy coefficient, which is
not yet considered. Therefore, the performance of specular reflection can be
overestimated at this moment, which could be only used as a benchmark.

By zooming to a single unit with 𝑁 = 1, a single unit is assumed for the
IRS. In this case, an antenna gain of 1.34 dBi is derived. Compared to the
simulation results for the beamforming patterns using 1.4 dBi for the unit cell
gain according to the design in [WXZ+21], only a small mismatch exists.
This proves the fact that our proposed IRS has a proper performance and the
measurement results have high accuracy.

4.7 Conclusion on this Chapter

This chapter focused on defining the novel architecture for antenna arrays: in-
telligent reflecting surface. First, its general definition was explained, followed
by introducing a promising IRS design operating at 28 GHz, including the unit
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cell performance, array architecture, and beamforming method. Then, for fur-
ther research, the IRS application type is divided into alternative antenna array
and signal reflector cases, corresponding to nearfield and farfield illumination,
respectively. For nearfield illumination, the feeding antenna is positioned in
the near field of the IRS array, and the entire architectural geometry must be
optimized. For farfield illumination, the feeding antenna is positioned in the
farfield or close to the farfield of the IRS array, and the path loss model is
calculated using the cascaded Friis formula. These two application types are
important IRS architectures that will be studied in depth using various system
models in later chapters.

Before analyzing IRS from a system perspective, its theoretical beamforming
performances are simulated, and this chapter proves beamforming’s accuracy,
resolution, and robustness. The experimental performance of IRS beamforming
with the proposed architecture was then validated through measurements. In
addition, for cases of optimized nearfield illumination, comparisons to phased
arrays and the generation of adaptive beamforming are presented via measure-
ments. They are crucial foundations for the advanced beamforming strategies in
the later chapters. Regarding farfield illumination, measurement results proved
the beamforming flexibly with variant feeding antenna position converging to
the farfield. The accuracy of the path loss models for both IRS application
types is proved by referencing the measurement results. Based on these models,
it is possible to predict the required IRS size for different illumination distances,
propagation distances, Rx and Tx powers based on the measurement results of
an IRS of known size. This novel analysis, which has never been discussed in
visible publications, helps to determine future IRS demonstration requirements
based on real-world conditions.

In addition, the IRS’s challenges were discussed in depth. The main issue with
the current IRS research stage is the lack of measurement and experimental
studies. Thus, numerous algorithms and strategies have not been demonstrated
to be effective. This is the crucial motivation for this dissertation, with proof
of concepts and adaptive solutions listed in later chapters to address these
challenges.
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5 28 GHz MIMO Testbed

Before the theoretical studies are validated into experimental analysis, the hard-
ware implemented in this dissertation are described. These devices are essential
for the measurement of IRS-based systems. Since different system scenarios are
considered, specific system models for each experiment will be introduced in
the following chapters. Therefore, this chapter mainly focuses on the general
system model and the individual components, which will be combined into
complete systems later.

5.1 General System Model

In Figure 5.1, a general system model representing the experimental setup in
this dissertation is depicted. The start of the system is a host PC, which realizes
the digital signal processing flow represented in Figure 3.1, both in real-time
or offline possible. Additionally, it also sends commands to the FPGA, which
finally controls the beamforming of IRS, as mentioned in Figure 4.5. In this
dissertation, the IRS is placed at the Tx side assuming a BS architecture.
Afterwards, software defined radios (SDRs) are used at the Tx and Rx to realize
the conversion between BB and intermediate frequency (IF). In this dissertation,
the IF frequency is generally centered at 2.66 GHz. Next, the conversion between
IF and RF frequency is realized by RF modules, which are the frontend modules
at Tx and the backend modules at Rx, including the necessary components such
as amplifiers, mixers, and filters. The RF frequency is generally centralized at
28 GHz. Finally, a local oscillator (LO) signal is generated and fed into the
Tx and Rx modules equivalently, which avoids phase offset. In the end, the
wireless channel is affected by the IRS/IRSs, either with nearfield or farfield
illumination cases. In general, to ensure synchronization between Tx and Rx
modules, the same pulse-per-second (PPS), 10 MHz reference signals are fed
to all used SDRs. The same local oscillator (LO) signal is fed to Tx and Rx
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RF modules. The operations above avoid any frequency, sampling, and phase
offsets in the system. Furthermore, unless otherwise stated, the henceforth
presented results are functions of the measured input power of the Rx SDR.
The following sections will introduce the devices mentioned above in detail. For
reproducibility, the possible replacements for the devices are also mentioned.

Tx

RF frontend

 Host PC

IRS  command
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DSP

Tx 
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Rx 
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SPI FPGA

Channel

..
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. ..
.
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.

..
.

PPS and reference

RF backend

Figure 5.1: The general model for IRS-based communication systems.

5.2 Central Control Unit

In communication systems, the core operations are usually managed by a central
control unit, which is realized by a host PC in this dissertation. The host PC in
the measurements is equipped with four cores Intel i5-7300U central processing
unit (CPU) which operate at 3.33 GHz. Besides, the operating system is a 64-bit
version of Ubuntu 18.04.3, and the installed GNU Radio release is the GNU
Radio 3.7 Legacy version. The host PC controls the signal generation and
signal post-processing using MATLAB, and also controls the SDR operations
and sends command for beamforming of IRSs through the serial peripheral
interface (SPI) to FPGAs. In general, the host PC can be replaced with any
type. With a more powerful CPU, the system can support higher sampling rate
leading a wider bandwidth as well as faster signal processing.
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5.3 Signal Processing Tool

The generate communication signals, the device utilized in this dissertation is
called software defined radio (SDR). This section provides a brief introduction
and implementation strategy for the SDR devices utilized in this dissertation.
Other radio frequency systems-on-chip (RFSoC) can be utilized and developed
to achieve comparable performance as alternative choices.

SDR devices are used to convert signals between BB and IF. Ettus Research’s
universal software radio peripheral (USRP) X310 devices are being used as
a SDR option in this dissertation. Figure 5.2 depicts the USRP platform for
designing and deploying next-generation wireless communications systems. In
addition to sufficient hardware performance, the open-source software archi-
tecture of X310 supports a cross-platform USRP hardware driver (UHD) so
that the host PC can access USRP hardware functions, which facilitates GNU
Radio as the development framework. Each USRP X310 contains two built-in
transceiver card slots for two separate daughterboards that can establish two Tx
or Rx digital chains. Multiple USRPs can be connected to an Ethernet switch
for parallel operation at higher MIMO orders. To realize a reliable performance,
it is default to use only Tx channels or only Rx channels on a single USRP to
avoid mutual interference in this dissertation. In order to achieve a high data
throughput, the recorded samples are transferred between the USRPs and the
host computer via one Ethernet interface per device.

Figure 5.2: USRP X310 from Ettus Research [USR].

The SDRs are controlled by the host PC using the GNU Radio software. Its
primary function is to control the transmission of signals. This software can be
programmed by Python scripts or a graphical user interface. In Figure 5.3, the
control of Tx USRP is used to illustrate an example. As the signal generation
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is performed in MATLAB, the GNU Radio flowgraph for the transmitter side
consists of only two file sources that read previously generated binary files.
Then, using the GNU Radio "Float To Complex"block, the real and imaginary
components of the generated complex signal are read from separate files and
combined into a stream of complex samples. This complex stream is ultima-
tely sent to the USRP Sink block provided by the "gr-UHD"module, which
configures the USRP during initialization and sends the samples to the USRP
hardware via Ethernet, where it is converted into an analog signal, fed to the
RF frontend module, and transmitted by the antenna. Thus, the UHD: USRP
Sink has many configurable parameters that can be matched to the hardware
setup, beginning with the device’s Internet Protocol (IP) address in the local
network and extending to the synchronization options, sample rate, and desired
intermediate frequency for the up-conversion. Since the USRP X310 has two
daughterboards, each with a TX/RX port and an RX port, the user must specify
which subdevices are connected to the antenna setup.

Figure 5.3: An example of GNU Radio flow graph interface for the Tx SDR control.

The blocks in Figure 5.3 are the software’s default blocks, which can be utilized
directly. There are also opportunities to design a custom block that validates the
necessary signal processing. Further information on developing GNU Radio
software is available in [Gnu].

Multiple SDRs require synchronization among them for proper functioning.
There are two ways to ensure synchronization. For the first solution, the
10 MHz references and PPS signals are generated by an external source. For
instance, the OctoClock CDA-2990 from Ettus Research from [Oct] in Figure
5.4 is used for measurement and is a helpful accessory for multi-USRP systems
that require synchronization to a common timing source. In this situation, each
SDR utilizes the same external reference signal. In the second solution, one
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Figure 5.4: OctoClock CDA-2990 from Ettus Research [Oct] connecting with SDRs for synchro-
nization.

SDR uses its internal reference and outputs this signal to all other SDRs via a
daisy chain connection. In this instance, all SDRs utilize the external reference
signal except for the SDR, which serves as the reference source. Since the Oc-
toClock from Figure 5.4 is a professional tool to provide reference signals, it
offers more reliable performance than the daisy chain option, which is why it
is favorable in Figure 5.1.

5.4 IRS Control Interface

To realize proper control of the IRS, a reliable interference needs to be establis-
hed to the central control unit (host PC). As shown in Figure 4.5, beamforming
is achieved by controlling the input voltage to the PIN diodes with an FPGA.
The connection between the host PC and the FPGA in this dissertation is the
MCP2210 USB-to-SPI protocol converter with GPIO Pins from [mcp]. SPI is
a high-speed, full-duplex protocol with a master-slave architecture developed
on Motorola’s MC68HCXX series of processors. In this dissertation, it is used
to transmit the command that configures the beamforming pattern of IRS. The
device converts the protocol between the computer’s USB port and the SPI bus
connection to the FPGA. SPI governs the communication between slave and
master devices in general. Four logic signals are specified for the SPI bus:

• SCLK: Serial Clock (output from the master)

• MOSI: Master Out Slave In (data output from the master to the slave)
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• MISO: Master In Slave Out (data output from the slave to the master)

• CS: Chip Select (Select the slave when multiple slaves exist)

The SPI protocol enables the transmission of binary data bit by bit, as opposed
to conventional serial communication, which requires transmitting at least 8
bits of data at once. In addition, the SPI protocol also facilitates data exchange
because the data input and output lines are independent, allowing simultaneous
data reading and writing. Since the main focus of this dissertation is not the
development of SPI, the detailed information is neglected. For further interests,
a tutorial [Dha18] can be referred.

5.5 RF Modules

The signal conversion between IF and RF frequency is realized by RF frontend
and backend modules designed at IHE, which have been presented in [Eis21].
The circuitry of the modules is presented in Figure 5.5. Each module contains
four RF chains connected to four digital chains with the SDR input/output. The
inner structure of RF modules is illustrated in Figure 5.6. Starting with the
Tx side, the 2.66 GHz IF signal at the output of SDRs is up-converted with
RF frontend module to 28 GHz with the mixer HMC264LC3B [HMCb] using
twice the local oscillator (LO) frequency, which is 12.67 GHz. After undergoing
an RF band pass filtering, the RF signal will be amplified using a low-noise
amplifier (LNA) of the type HMC751LC4 [HMCa] and a power amplifier (PA)
of the type HMC863ALC4 [HMCc]. The total RF frontend gain is expected
to be 32 dB with −7 dBm as the input 1-dB compression point, and the output
of the RF frontend module will be connected to the feeding antenna of the
IRS. The signal down conversion is the reversion of up-conversion using the
RF backend module with an expected gain of 33 dB, and the received baseband
signal at the Rx SDRs output will be processed in the host PC. Only LNAs are
used in the RF backend module to keep the noise level as low as possible at the
Rx. To avoid LO mismatch distortions, the same LO signal with a level between
4 dBm and 8 dBm is fed into the RF front- and backend modules via a splitter. A
low pass filter is equipped at the input of Rx SDR to protect the equipment from
undesired signal contributions. Based on the final measurements considering
additional losses via the circuitry, the average gain of the RF frontend module

102



5.6 Conclusion on this Chapter

(a) RF frontend module. (b) RF backend module.

Figure 5.5: Photo of RF modules implemented in this dissertation.

chains is around 24 dB, with the difference between each pair of channels less
than 1dB. For the RF backend, the gain is around 26 dB. Since the author
of this dissertation is not the designer of these modules, only its principles are
introduced. For detailed information on the RF modules, please refer to [Eis21].
From the system point of view, the RF modules are replaceable parts which can
be adjusted with different system requirements.

5.6 Conclusion on this Chapter

This chapter defines the general system model for the IRS-based wireless com-
munication system, from which the following chapters derive the fundamental
system architectures. The system’s devices are introduced to validate their coor-
dination and cooperation. This system model provides a potential solution for
incorporating IRS into the system and aligning the beamforming control and
signal processing chains.
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6 IRS Beamforming Strategies for
Wireless Communication

After proving the capability of IRS beamforming, it is reasonable to believe
that an IRS-based wireless communication system merits further investigation.
This chapter establishes experimental systems for different communications
scenarios utilizing a single IRS as an alternative antenna array using nearfield
illumination. The measurement outcomes include primary proof of concept and
complex mathematical research.

6.1 IRS Beamforming Strategies and System
Performance

In this section, IRS-based systems are established utilizing the beamforming
options mentioned in Section 4.3.1. The main task is to prove such systems’
basic feasibility for further investigations.

6.1.1 Basic SISO realization using intelligent surface

As the first attempt to prove the functionality of the IRS-based wireless com-
munication system, a SISO system is demonstrated. This section reuses some
texts and figures in [LWE+20] cO [2020] IEEE. The system model in Figure
6.1 is the simplest version of Figure 5.1, using the hardware components men-
tioned in Chapter 5. For a SISO chain, only one SDR is required for Tx and
Rx side, with one digital chain occupied. Moreover, only one chain from the
RF modules is needed. At the Tx side, an IRS is set up using the optimized
nearfield illumination as an alternative antenna architecture with beamforming
ability and trying to get access to the Rx via wireless path.
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(b) The SISO measurement results and IRS beamfor-
ming patterns from [LWE+20].

Figure 6.2: IRS SISO system measurement environment and results.

For the initial attempts to avoid any additional distortion, the system is de-
monstrated in an anechoic chamber presented in Figure 6.2a, including all the
necessary components from Figure 6.1. With a fixed geometric Rx antenna, the
IRS Tx is placed on a rotating tower similar to the beam pattern measurements
from Section 4.3.1. The Tx signals are QPSK sequences as described in Figure
3.2a. In this model, the general hybrid beamforming equation from (2.31) with
𝑁𝑠 = 𝑁𝑑 = 1 and 𝑀𝑟 = 𝑀𝑑 = 1 stands. Since there is no analog beamforming
at the Rx, so the term 𝑭𝑅𝑥,𝑅𝐹 can be removed or regarded as 𝑭𝑅𝑥,𝑅𝐹 = 𝑰𝑁𝑟

.
The IRS of 400 unit cells determines 𝑁𝑡 = 400, with the coefficients in 𝑭𝑇𝑥,𝑅𝐹

computed based on (2.16) regarding desired beamforming direction. For each
beamforming direction, the analog beamforming from the IRS is determined,
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which can be regarded as a part of the effective channel for digital beamforming
mentioned in (2.17). Therefore, the system leads to an effective SISO chain so
the least square channel estimation from (3.3) can be directly used to derive
the estimated channel matrix for digital channel matrix �̂�𝑑 . Afterwards, by
utilizing the ZF equalization from (3.5), the recovered signal can be derived,
and the quasi SNR can be derived by computing the MER of the recovered
symbols sequence using (3.2). The system SNR using the different beamfor-
ming patterns can be derived by rotating the tower in corresponding directions.
The results are given by the curves in Figure 6.2b with 10◦ angle resolution
from \′ = −60◦ to 60◦. It can be seen that the measured beamforming patterns
match well with the desired beamforming directions. The angle mismatches
are smaller than 1◦ with the highest gain around 14 dB. The solid curve above
the farfield patterns in Figure 6.2b expresses the SNR for the corresponding
beamforming directions. As an observation, the SNR values are proportional
to the measured antenna gain.

Please notice that the measured gain in Figure 6.2b is smaller than the ones in
Figure 4.15 because the IRS for this measurement was a prototype for a simple
proof of concept. However, in comparison to the double beam measurements
from Figure 4.16, the same IRS is used, and reason results are derived: the
generated double beams have 3 to 4 dB less gain than the single beam from
Figure 6.2b, due to the halved power and quantization errors.

6.1.2 Channel Estimation using IRS

The measurement from the last section was realized by pre-knowledge of the Rx
position from the IRS point of view, which is practically unavailable. Therefore,
to further realize different wireless communication scenarios, algorithms for
channel estimation have to be discovered to determine the IRS’s beamforming
direction. Due to the challenges mentioned in Section 4.6 regarding the CSI
derivation at the IRS unit cells, beam training is a promising way to realize
proper channel estimation. In the following sections, different beam training
algorithms regarding the feasibility of IRS will be discussed.
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Exhaustive Search Algorithm

From the results in the last section, it can be concluded that for the channel
estimation of an IRS-based wireless communication system, the final goal is
to align the beamforming direction properly and formulate the effective digital
channel matrix 𝑯𝑑 . In other words, since 𝑯𝑑 contains the contribution of the
IRS beamforming as mentioned in (2.17), it is important to optimize the analog
beamforming part first. One of the beam training solutions is known as an
exhaustive search. Since the analog beamforming matrix 𝑭𝑇𝑥,𝑅𝐹 is realized
by tuning the phase states of the IRS unit cells, the optimum combination
can be found by exhaustively reviewing all the phase combinations. However,
this leads to a very high complexity since, in total, (𝑁𝑀)2 combinations are
required to be examined, assuming 1-bit IRS phase resolution. Fortunately,
since the wireless communication channels are usually path-dependent, a more
efficient solution is to search and determine the optimum path between Tx
and Rx instead of exhaustively examining the phase combinations. This leads
to the idea of searching for the DoD or DoA. First, an interesting exhaustive
search area has to be determined, saying the system is interested in the best
path in this range, usually defined by angles. As mentioned in Figure 4.15,
the interested beam steering in this dissertation is along one dimension with
𝜙′ = 0◦ and the starting angle \′

𝑚𝑖𝑛
= −60◦ till the ending angle \′𝑚𝑎𝑥 = 60◦

with angle increment of 𝑔 = 2◦. Under this assumption, the optimum path can be
discovered using a peak detection regarding the metric performance following

\′𝑜𝑝 = argmax\ ′𝑄(Θ′), (6.1)

with𝑄(Θ′) to be the quality factor with respect to the beamforming direction set
Θ′ containing all the possible \′, and \′𝑜𝑝 to be the detected beamforming direc-
tion implemented in (2.16) to derive the optimized 𝑭𝑇𝑥,𝑅𝐹 . In this dissertation,
three different metrics can be used to indicate the quality factor:

• Rx power: The Rx power 𝑃𝑟 from (2.6) can be used as the quality factor
to search for the strong existing path. When the beamforming points to a
stronger path, the Rx power increases.
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Figure 6.3: Exhaustive search for channel estimation using different performance metrics from
[LLdO+22].

• Cross-correlation: The cross-correlation 𝐶cross between the Tx and Rx
signal can be used as the quality factor based on (3.19). When a stronger
path is occupied, the Tx and Rx signals have higher cross-correlation
values.

• MER: The MER derived from (3.2) is a reliable quality factor. When the
IRS beamforming formulates a better wireless communication channel,
the system has better SNR/SINR, which is finally corresponded to a
higher MER value.

Using the three metrics for (6.1) as the quality factor, analog beam training
can be operated, and the estimated DoD can be derived. The similar system
model from Figure 6.2a is set up in an indoor environment without interference
from other UE. In this case, all three metrics show consistent performances
and indicate the measured DoD at 0◦ as presented in Figure 6.3 using QPSK as
training symbols. The power is proportional to the square of the Rx signal’s am-
plitude, while the cross-correlation is determined by the Rx power multiplied
by the power-uniform Tx signal. Consequently, the maximum and minimum
values of the cross-correlation quality factors have a smaller difference. When
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Table 6.1: Properties of different metrics.

Metric Advantages Disadvantages
Rx power Simple computation Distorted by interference

Cross correlation Overcomes some distortions Convolution with
medium complexity

MER Most accurate Highest complexity

the IRS beamforming is not directed to the strongest DoD, it is possible to
observe that the MER curve overlaps the power curve at higher values but drops
more rapidly for lower Rx power. This inconsistency is a result of the multipath
indoor environment. When the beamforming direction precisely aligns with the
optimal DoD, only the beamforming sidelobes contribute to the reflection path.
In these situations, the interference caused by the reflection path is relatively
low, and neither the power nor the MER is affected. When the beamforming
is aimed in different directions, multipath interference will increase. The ad-
ditional interference is complexly added to the desired signal, resulting in a
combined power value for the Rx power. This value is not necessarily low,
as it depends on the phases of these paths. Similarly, interference, a delayed
desired signal, also contributes to the correlation. However, such interference
results in the rotation of the constellation or the signal spreading after reco-
very, degrading MER. Therefore, this effect cannot be detected accurately by
observing the Rx power, but it becomes more apparent when observing the
MER. In addition, the system has additional practical side effects, such as
reflections from the transmission lines of the RF modules, leakage between
channels, etc. In other words, the system is distorted not only by noise but also
by other effects, which is why MER is considered a quasi-SINR and not SNR
in this dissertation. Overall, these results illustrate the expected behaviour of
the three metrics. Comparing their advantages and disadvantages are revealed
by the characteristics listed in Table 6.1. The MER provides the most precise
results for computations until the final signal processing step. The Rx power is
significantly more efficient because the power value can be easily observed at
any stage of the Rx, but it provides the poorest performance, particularly in the
presence of interference. Cross-correlation can be viewed as a trade-off between
the two alternatives above.
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(a) (b)

Exhaustive Search Hierarchical Codebook 

Figure 6.4: Expressions for channel estimation algorithms. (a): Exhaustive search algorithm. (b):
Hierarchical codebook algorithm with 𝑆 = 4.

Hierarchical Codebook Algorithm

An exhaustive search algorithm needs to generate all the beamforming patterns.
Although the time cost is reduced compared to observing all unit cell phase
combinations, it is still a time-consuming algorithm. As a solution, there is
another algorithm called hierarchical codebook which increases the time effi-
ciency of beam training by separating the entire area of interest into different
sectors [AEALH14]. Based on the reuse of texts and figures from [LLW+21] cO
[2020] IEEE, this section focuses on how the hierarchical codebook algorithm
is realized by IRS channel estimation.

The comparison of exhaustive search and hierarchical codebook algorithm is
presented in Figure 6.4. When the DoD is known in an area without its precise
position, exhaustive search algorithms scan the pencil beam in this area and find
the path based on the metrics mentioned in (6.1). The hierarchical codebook
algorithm divides the entire area into a few sectors with a broader range. The
peak detection using the metrics first takes place among the 𝑆 sectors. Once the
best sector is determined, higher-level sectors or pencil beams can be used for
further searches. In this case, the time efficiency increases since the sectors are
usually much broader than a pencil beam coverage which needs fewer time slots
to finish the scan of the entire area. For IRS, broader beams can be generated, as
mentioned in Figure 4.18c, so an IRS-based system can realize the hierarchical
codebook algorithm. In addition to the pencil beams generated in Figure 4.15,
an experimental comparison to exhaustive search sharing the similar system
model in Figure 6.1 can be achieved.

In this experiment, the Rx power 𝑃𝑟 is used as the metric and measured at the
Rx SDR input. The DoD is defined to be at an unknown direction within the
range from \′ = −10◦ to \′ = 10◦, and the training duration of 𝑡𝑠 = 0.5 ms
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Figure 6.5: Figures for channel estimation measurements. (a): Exhaustive search algorithm. (b)(c):
Hierarchical codebook algorithm with 𝑆 = 4 and 2.

is set for each angle for the beam steering. Three different measurements are
designed for comparison in Figure 6.5:

• Exhaustive search: From \′ = −10◦ to \′ = 10◦ with 𝑔 = 2. Figure
6.5a shows the performance of the exhaustive search algorithm with 11
stages observed in 5.5 ms. By implementing a peak detection, the DoD
is estimated to be at 2◦, corresponding to the 7th stage from the entire scan.

• Hierarchical codebook with 𝑆 = 4: This is realized by using the broad
beam from Figure 4.18c with the gap of 8◦, which separates the entire
area into four sectors. According to the observation, the peak appears
correctly at the third sector where 2◦ is covered. Afterwards, the correct
DoD can be discovered by using an exhaustive search from 0◦ to 4◦ in
the third sector. This procedure requires 3.5 ms.

• Hierarchical codebook with 𝑆 = 2: Broader beams can be generated from
Figure 4.18c with the gap of 9◦, which separates the entire area into two
sectors. According to the observation, the peak appears correctly at the
second sector where 2◦ is covered. Afterwards, the correct DoD can be
discovered by using an exhaustive search from 2◦ to 8◦ in the third sector.
This procedure requires 3 ms.

In general, if we operate the entire beam scanning from−\◦𝑠 to \◦𝑒 with angle step
𝑔◦. Assuming the time duration for each scanning stage is 𝑡, the total required
detection time for the exhaustive beam training algorithm is ((\𝑒 + \𝑠)/𝑔 +
1) × 𝑡. For hierarchical codebook algorithm with 𝑆 sectors for the first level and
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exhaustive search for the second level, the required detection time is reduced
to ((𝑆 + (\𝑒 + \𝑠)/(𝑆 × 𝑔) + 1) × 𝑡. In practice, the detailed number of term
(\𝑒 + \𝑠)/(𝑆 × 𝑔) should be considered based on the pencil beam width. For
example in Figure 6.5b and 6.5c, 3 and 4 number of pencil beams are used since
they already covered the determined sector area by observing the beam width
in Figure 4.18c and 4.15. In conclusion, hierarchical codebook algorithms with
the least number of sections usually have better time efficiency. However, at the
same time, it suffers from possibilities for wrong detections. It can be already
observed that the power level in Figure 6.5(c) gets less reliable due to the lower
Rx power using a broader beam with less gain. In practice, a trade-off needs
to be considered. The time consumption can be only reduced when a correct
estimation can be guaranteed. Besides, since the received power using a narrow
beam is higher, a higher MER should be also expected, which in principle,
increases the reliability of the channel estimation. This effectively results in
a shortened time slot for each beam training step. Nevertheless, as a prove of
concept, this effect is not yet considered in this experiments, which could be
included for further studies.

6.1.3 Single Intelligent Surface in Multipath Scenarios

In the scenarios mentioned above, there is only a single dominating wireless
path, usually the line of sight (LoS) path between the Tx and Rx. Therefore,
the channel estimation results show a unique peak for the DoD in Figure 6.3.
However, in wireless communication, many multipath scenarios are much more
complex than a single path model. This section will study multipath scenarios to
verify how IRS works in these conditions, with reused portions from [LEK+21]
cO [2020] IEEE.

Channel Estimation for Multipath

The aforementioned channel estimation algorithms also work with multipath
between Tx and Rx(s). For example, a SISO multipath scenario is depicted in
Figure 6.6. Although the SISO architecture maintains, there are two possible
paths between them. The experimental system setup is in Figure 6.7a, with
the two paths formulated by metallic reflections. A measurement of exhaustive
search from \′ = −40◦ to \′ = 40◦ is implemented with 𝑔 = 2◦ presented

113



6 IRS Beamforming Strategies for Wireless Communication

Tx

RF Frontend

 Host PC

RF Backend

Rx

SDR

SDR

LO

SPI FPGA Two ref lection paths

IRS

Reference

Figure 6.6: The block diagram of IRS wireless communication system under multipath SISO sce-
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(a) Measurement system setup for SISO multipath
scenario.

(b) Rx signal quality analysis for exhaustive channel
estimation in multipath SISO scenario.

Figure 6.7: IRS multipath SISO system measurement environment and results from [LEK+21].

in Figure 6.7b. The blue bars show the amplitude of the raw Rx signal at
the input of the SDR within each training duration observed. The red curve
denotes the average desired signal power after post-processing the digital signal
at each angle. Due to the environment in the anechoic chamber, there is no
other signal source for interference, so a good match happens between the two
curves. Most importantly, the peak angles can be found at −18◦ and 18◦, which
are exactly the reflection path created for the multipath SISO system. These
measurements show that the beam training algorithm designed for IRS also
works when multipath exists.

114



6.1 IRS Beamforming Strategies and System Performance

SISO Multipath Scenario

In a multipath scenario for a SISO system, the signal contributions through
the different paths add coherently at Rx. This leads to undesired interferences
if there are no additional operations. Nevertheless, if the phase of the two
signals can be adjusted and constructively added up, the Rx power increases
by 10log10 (𝑎) dB (with 𝑎 to be the number of multipath) if the transmit power
is split uniformly to the multipath. Moreover, splitting the power into different
directions will increase the robustness of signal propagation, considering the
shadowing results from vehicles or buildings. The experiments in this section
continue with the system model and setup from Figure 6.6 and Figure 6.7a.

Once the directions of the two paths are estimated by Figure 6.7b, a double beam
generated by the IRS from Figure 4.16 can be implemented. The purpose of this
experiment is trying to prove that reasonable power relationships exist among
measurements in different channel conditions, which provides fundamentals
for deep studies in later chapters of this dissertation. Firstly, the Rx power is
recorded by blocking one path with the absorber and leaving another free. In
other words, the measurement is interested in the Rx power for each path/beam
from the IRS double beams. Based on the measurement, the Rx signal powers
at the input of Rx SDRs are measured to be −41 dBm and −40 dBm dBm at
\′ = −18◦ and 18◦ respectively. Next step, both paths are realised and prove
the signal combination quality at the Rx. In this measurement, we try to adjust
the distances for the two propagation paths to be identical for a perfect signal
summation. In principle, if the phases of two signals are matched perfectly,
the Rx power should reach −34.5 dBm. However, the measured power is only
−36.15 dBm. The phase mismatch causes this loss since at 28 GHz slight di-
stance mismatch still leads to a significant phase difference. As a comparison,
instead of the double beam, signal beams pointing to \′ = −18◦ and 18◦ provide
Rx power of −37.64 dBm and −37.83 dBm respectively. These two values are
used as a benchmark that denotes the power of signal transmission through a
single path, even with two paths available. It can be seen that using the two
propagation paths together with a double beam, the performance surpasses the
implementation of a single beam in one particular direction. This result agrees
with the concept of phase-coherent channels that can offer additional gain. Ho-
wever, precise phase mismatch adjustment is required compared with incoherent
phase conditions. Otherwise, destructive interference happens. This dissertati-
on achieves the proper coherent phase by adjusting proper distance as proof of
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Figure 6.8: IRS multipath SIMO system measurement system model and results from [LEK+21].

the IRS multipath SISO concept. Additional signal processing against multi-
path fading is not considered. Nevertheless, this setup can improve the SNR by
implementing the phase-coherent combination from different paths. Due to the
sensitivity of phase-coherent mismatch, it is more likely to place in a stationary
scenario like the signal propagation between BS or indoor environment data
transmission among different wireless fidelity (WiFi) nodes.

SIMO Multipath Scenario

Besides the multipath between a SISO system, a multipath also exists for a
SIMO system. When multiple Rxs require the same signal, the IRS can realize
a functionality similar to a broadcasting case with the help of multibeam from
Figure 4.16. Assuming two Rx chains with 𝑀𝑟 = 2, the system is an extension
of the SISO model with two Rx spatially distributed at different positions as
depicted in Figure 6.8a.

In this experiment, additional analysis is applied for the double beam accuracy
of the IRS. Please notice that the IRS in this measurement is also a proto-
type same as the one implemented in Figure 4.16. As concluded, one of the
generated beams suffers from performance degradation due to another beam’s
interference. Therefore, it is important to verify this effect for proper system
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performance. As the initial step, the channel estimation at the two Rxs is pre-
sented in Figure 6.8b. It can be seen that the peak power appears at −20◦ for
channel 1 to Rx 1, with the neighboring power at −22◦ lower than the peak but
slightly higher than the one at −18◦. The dashed curves show the beamforming
patterns for the single beams at these three angles in Figure 6.9a. The real angle
direction is at −20◦ given by the dashed straight line based on the beamforming
pattern gain. The gain rank of the single beam shows corresponding performan-
ce as power from an exhaustive search. As mentioned in the IRS double beam
property, changing one of the beam directions may lead to the offset of the
second one, even though its direction remains unchanged. As an investigation,
by changing only one of the beam direction, we generate three different double
beam combinations −20◦, 38◦, −20◦, 40◦ and −20◦, 42◦. The beam offset of
−20◦ can be observed from Figure 6.9(a). Afterwards, we transmit signals from
the IRS transmitter to Rx 1, and Rx powers at the input of Rx SDR are shown
in Table 6.2. A relationship of Rx power −20◦, 42◦ > −20◦, 40◦ > −20◦, 38◦ is
derived. Go back to the beamforming patterns, we can see that this order corre-
sponds correctly to the gain rank of the double beam farfield patterns aligning
at −20◦.

Now we perform the same analysis for Rx 2. In this measurement, we steer the
second Rx around 40◦ to show that the IRS beamforming is flexible for any
angle direction. As shown in Figure 6.8b, the peak appears at 40◦ for Rx 2. It can
be observed that the Rx power at 38◦ is slightly lower than 40◦, but for 42◦, the
power degrades largely, which is possibly caused by environmental distortions.
As an indication, the practically measured benchmark angle is referred at 39◦
in Figure 6.9(b). Following the same step as fir Rx 1, the Rx power for the three
double beam combinations has the order −20◦, 40◦ > −20◦, 38◦ > −20◦, 42◦
with the differences 0.59 dB and 4.76 dB. Again, a larger reduction which is
more than the beamforming gain difference, can be observed for the −20◦, 42◦
case. Traceback to the farfield patterns, it can be found that the −20◦, 42◦
combination is pointing in the same direction as the single beam at 42◦, where
the power also decreased significantly.

The results lead us to conclude that due to the placement of the devices, such
as the looking direction and the height mismatch between the Rx antenna and
IRS, it is impossible to repeat the signal transmission conditions precisely as
measured for the farfield pattern. Therefore, some unexpected distortions may
occur like the results for the beamforming close to 42◦ in Figure 6.9b. However,
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Figure 6.9: Beamforming patterns of IRS for the SIMO experiment from [LEK+21].

Table 6.2: Rx signal power with different beam angle combinations from [LEK+21].

Angle combination Rx Power Rx 1 Rx Power Rx 2
−20◦, 38◦ −6.03 dBm −4.97 dBm
−20◦, 40◦ −5.59 dBm −4.2 dBm
−20◦, 42◦ −4.53 dBm −9.46 dBm

the farfield patterns can be utilized as references and they provide excellent
indications of the system performance. Given that the Rx power measurements
are consistent, it can be concluded that these observations are accurate and that
the IRS SIMO system functions appropriately.

6.2 Advanced Communication Technologies
using Intelligent Surface

From a system perspective, the primary proofs of the IRS implementation
concept have been demonstrated in the previous section. In this section, the
system complexity will be increased based on the results of previous successful
experiments in order to get closer to modern communication scenarios.
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6.2.1 Fast Beam Switching for TDMA

As mentioned in Figure 6.8, an IRS can support broad casting using a mult-
ibeam strategy. Due to the implementation of a single IRS, this scenario only
applies when multiple destinations require the same data. This is useful for
disaster announcement, governmental and general information, which does not
occur constantly. However, in most cases, different mobile UEs have data that
should not be disclosed or shared with others. Therefore, additional multiple-
xing technology is required for a system based on the IRS to function under
these conditions. In this section, TDMA implementation is detailed. TDMA
has the advantages of flexible control, less in-band interference, and bandwidth
saving compared with CDMA and FDMA, which is the reason for its consi-
derations in [MZSS16, MDS95, MCR+93, Stu95]. The texts and figures in this
section are partially reused from [LEW+21] cO [2021] IEEE.

Scenario Formulation

Due to the planar shape of the IRS, it is imagined to be easily mounted on
the outer wall of a building as a compact BS depicted in Figure 6.10a. Due to
the IRS’s planar shape, it is anticipated that it can be easily mounted on the
exterior wall of a building as the compact BS shown in Figure 6.10a. If the IRS
can implement rapid beam switching among multiple mobile UEs, the TDMA
scenario is formulated by distributing the specific time slots for each mobile
UE. Utilizing the IRS properties, a cost-effective and adaptable urban mobile
radio access network is created. The IRS is expected to provide rapid beam
steering settling to achieve such goals. To achieve the highest data throughput,
as little time as possible should be wasted between beam steering for time slots
between UEs. In the former IRS studies, only the settling time between different
beamforming states has been investigated as in [YYX+16, PYXL20, KIT+11].
Its beam steering ability has never been considered in an entire communication
system, considering the effects of variant system settings and requirements of
signal processing.

The experimental system for the TDMA scenario is very similar to the SIMO
multipath measurements in Figure 6.6. To simplify the system complexity, two
UEs are used in this experiment. The difference with Figure 6.6 is that the
beamforming is not using the double beams generated in Figure 4.18c, but the
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Figure 6.10: IRS TDMA system scenario and experimental setup from [LEW+21].

single steerable beams mentioned in Figure 4.15 at different time slots. The
system setup is presented in Figure 6.10b. The QRH40 antennas located at
different positions are regarded as separate Rx UEs. Due to the verification of
IRS beamforming robustness in the SIMO multipath scenario, the IRS system is
set up in an indoor environment, one step closer to practical implementations.
Further TDMA operations can be executed with detailed information in the
following sections.

IRS Settling Time

Similar to the previous work, it is essential to examine if the implemented
IRS can generate/switch beamforming that is fast enough to support TDMA
multiuser scenario. If the beam switching is too slow or the reaction between
different beam directions takes long time, the TDMA scenario cannot work
efficiently. As an examination, Figure 6.11 shows the settling time of the IRS
beam switching observed from the oscilloscope. The Tx SDR generates a
constant signal, and an oscilloscope is used at the output of the RF backend
module for the observations. Although we are transmitting at a constant signal
level, it can be seen that the Rx power switches to a lower level as soon as the
beam is turned away from the Rx. This switching operation takes 0.33 µs until
a constant power level is reached. Our demonstration is one of the fastest beam-
switching IRS systems compared with the previous work in [YYX+16,PYXL20,
KIT+11], with the minimum of 2 µs was achieved. Additionally, impacts from
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Figure 6.11: Settling time of the IRS beam switching.

the RF modules are also considered, which is the first system point of view
analysis. Even though an IRS is proved to achieve fast beam switching as a
possible replacement of a phased array, the effects brought by the fast switching
and the settling time have never been investigated in a system, which brings
novelty to this experiment.

Experimental Results

For this measurement, we assume a scenario where the UEs’ positions are
unknown initially but stay constant over a certain time. Before data transmission,
the dominant DoD is determined for each user by an exhaustive search algorithm
introduced in Section 6.1.2. The training data for the DoA estimation consists
of QPSK symbols with an RRC pulse shaping filter with a 0.35 roll-off factor,
as introduced in Chapter 3. Based on the setup from Figure 6.10b, two Rx
antennas are placed at −1.5◦ and −11.8◦ with 2 m and 2.03 m distance from the
IRS Tx. Figure 6.12a shows the normalized Rx power at each Rx over the DoD.
Due to the 𝑔 = 2◦ angle resolution, the estimated channel positions are −2◦ and
−12◦, respectively. The results again prove that the algorithm could precisely
identify the dominant DoD towards each UE. The system performance can be
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Figure 6.12: TDMA channel estimation and data propagation results.

further evaluated with a proper settling time proved in Figure 6.12b, with the
normalized Rx signal processed in the host PC is presented. In this case, each
user occupies a time slot of 0.25 ms for data reception, proving that both users
are allocated precisely to scheduled time slots thanks to the fast settling time.

A TDMA system with fast beam switching requires a prompt beamforming sys-
tem and poses a challenge to signal processing. Considering a constant sampling
rate, more swings occur for the same number of symbols being transmitted with
a faster switching time. In other words, more symbols are likely to be at the
unstable switching edges, as observed in Figure 6.11. This means that the Rx
symbols could be no longer clean and distinguishable.

Nevertheless, since we know that the instability starts from the edges, the best
solution to avoid undesired bit errors is to use guard symbols at the edges of
transmitted frames. The scatter plots in Figure 6.13 show the properties by
comparing the 16QAM Rx symbols without and with guard symbols. In this
measurement, 125000 symbols have been received from 1000 frames, where
each frame occupies 0.25 ms. One guard symbol is used at each edge of the
entire frame. Single carrier modulation scheme is considered and an equivalent
SISO chain takes place in each TDMA time slot, so the LS method from (3.3)
can be directly used for the channel estimation. Afterwards, ZF equalization
(3.5) is used to recover the symbols. As a result, the symbols with strong phase
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Figure 6.13: 16QAM symbols without/with guard symbols

and amplitude mismatches in Figure 6.13a are eliminated in Figure 6.13b. The
dispersed distribution of symbols belonging to the same constellation point
results from the amplitude and phase fluctuations among the frames for the
same user at different sweep slots.

For TDMA, it is also essential to see how fast the beams can be switched to
support more users simultaneously. In the following experiments, 125000 Rx
symbols with a sampling rate of 2 MHz are analyzed. Five switching speeds of
0.5, 0.25, 0.124, 0.64, and 0.04 ms were measured and correspond to 250, 125,
64, 32, and 20 symbols per frame accordingly, as the symbols are oversampled
with four samples per symbol.

Table 6.3 presents BER measurements of QPSK, 8QAMand 16QAM modula-
ted signals without guard symbols, which clearly shows how the BER increases
with faster beam switching speed and higher modulation order. In addition,
the BER increases more rapidly with shorter switching times, leading to si-
gnificant performance degradation at 0.04 ms. As a combination of the effects
above, the measurements show that if an error-free transmission is required, the
fastest beam switching time of QPSK is 0.062 ms. For 8QAM and 16QAM,
the time should not be shorter than 0.125 ms and 0.5 ms, respectively. As
concluded, the larger BER is likely to result from the instability of the sym-
bols at the edges. To show the effect of guard symbols, Table 6.3 gives the
average BER for all investigated modulation schemes in combination with dif-
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Table 6.3: Measured BER without/with guard symbols

M

BER Time
0.5 ms 0.025 ms 0.0125 ms 0.062 ms 0.04 ms

QPSK (M=2) 0/0 0/0 0/0 0/0 5e-5/0
8QAM(M=3) 0/0 0/0 0/0 4.3011e-5/0 4e-4/0

16QAM (M=4) 0/0 1.6e-5/0 1.9355e-4/0 7.7419e-4/0 0.0026/0.0017

ferent switching times. The amount of redundancy caused by guard symbols is
0.8%, 1.6%, 3.2%, 6.4%, 10% for 0.5, 0.25, 0.124, 0.062 and 0.04 ms switching
time respectively. As a result, the goal of the error-free transmission is mostly
satisfied, except for 16QAM with 0.04 ms, which particularly suffers from a
high BER. This shows that the system instability at this switching speed can
not serve higher modulation schemes with a dense constellation.

Practical Considerations

Besides the reason for system capability research, the purpose of reaching a
faster switching time is to prove the ability to serve more UEs simultaneously
with low latency. The system fulfills the requirement of < 10 ms frame or < 1 ms
subframe in 5G transmission standard based on [OSAA19], and the 4 ms frame
or 0.2 ms subframe duration specified in the TDMA standard. Moreover, the
fastest possible switching time at 0.04 ms is much beyond the mentioned TD-
MA frame and subframe definition supporting future standard improvements.
However, the tense of switching time leads to additional BER or guard symbols
redundancy. To practically consider the usage of an IRS-based TDMA system,
trade-offs of the system parameters such as the requested switching time, the
necessary switching time, and acceptance of guard symbol redundancy should
be considered based on specific requirements. From the data rate point of view,
according to Table 6.3, it is always possible to choose a higher-order modula-
tion scheme if the channel SNR is sufficiently high. Thus, 16QAM is, in our
case, the favourable choice except when a 0.04 ms ar faster switching speed is
required.
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6.2.2 IRS for UE Tracking in Mobile Communication

With the verification of IRS settling time from Figure 6.11, the IRS-based sys-
tem also has the potential to realize the UE beam tracking, which is more reali-
stic in mobile communication scenarios as an important milestone. This section
presents the scenario, theoretical algorithms, and the experimental results for
a UE tracking IRS system. These are the fields that have never been studied
before in any IRS-based wireless communication system. This section contains
reused of texts and figures from [LBE+21] cO [2021] IEEE and [LBE+22] cO
[2022] IEEE.

Scenario Formulation

As a recent popular topic, studies regarding 5G tracking at 28 GHz have been
demonstrated in [AAFK20, HLT+18, HTBW20, HTYW19, MSS+17, KTH+17,
NMO+20,LHS+17] based on the 3GPP 5G NR standards [GPR+18b,GPR+18a,
LGZH20,WLW18]. However, these system architectures suffer from high power
consumption and system complexity. As the proper feasibilities of IRS are
proved with the experiments in the previous sections, the IRS-based system is
expected to realize tracking function for mobile communication scenarios with
lower cost and power consumption. Different from a MIMO system, the channel
state information between each unit cell to the Rx is not simply accessible due
to the IRS difficulties mentioned in Section 4.6. Therefore, the first tracking
attempt is also based on beam training ideas from Section 6.1.2. By adaptively
adjusting the existing 5G beam management, a novel algorithm for IRS UE
tracking is created.

As mentioned in (4.1), the maximum IRS gain can be achieved when the
phase distribution from (2.16) corresponds to a beam direction that perfectly
matches the DoD. This is true for the case that the exact DoD is the same as the
beamforming direction, for example, when the channel estimation algorithms
have detected the correct DoD. This optimum condition also stands for the
real-time tracking system, saying the actual UE position at \𝑟 and 𝜙𝑟 . The
optimum tracking is the realization when \′ = \𝑟 and 𝜙′ = 𝜙𝑟 for the entire
duration. However, this condition can not always be satisfied in a real-time
system. The main reason is the limited phase resolution of IRS, as mentioned
in Figure 4.15. The visible results from it already show that the beamforming
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Figure 6.14: System model of the IRS-based beam tracking system at 28 GHz.

of the IRS does not offer full angle resolution due to the quantization error
from (4.5). In addition, considering the computation time and interface latency
in a practical system, the overhead caused by beam training operations is not
negligible. Therefore, a suitable algorithm has to be discovered for IRS based
system.

The system model is similar to the SISO case but with a mobile Rx as UE in
Figure 6.14. The system was set up in an indoor environment, as shown in Figure
6.15. The IRS Tx, which is assumed to be the BS at a fixed position, steers the
beam and tracks the mobile UE, which is represented by a horn antenna moving
along a 1.6 m mechanical trace with controllable speed. The vertical distance
between the trace and IRS is 1.9 m, yielding a DoD range from 25◦ to −20◦
from the IRS point of view.

Adaptive IRS Beam Management Algorithm

In conclusion, the IRS-based tracking system must live with a certain amount
of beamforming mismatch for the above situation and still validate the proper
signal processing. Therefore, to realize real-time tracking, a new Rx power
index 𝑃𝑟 (\𝑟 , \′) is introduced. This is the Rx power based on (2.6) using
the optimum phase distribution based on (2.16) regarding the beamforming
direction \′ while the real UE is located at \𝑟 . The real-time tracking strategy
relies on a permanent observation of 𝑃𝑟 (\𝑟 , \′), that is highly dependent on
the alignment of the IRS beam direction \′ and the actual target direction
\𝑟 , and can thus serve as a reliable indicator for the tracking mismatch when
interpreted over time. As previously mentioned, the term 𝜙′ is neglected, as it is
assumed to be a constant of 0◦. A threshold 𝜎𝑡 is necessary to keep the balance
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Figure 6.15: Indoor system setup of IRS mobile communication tracking.

between the optimum tracking condition and the introduced training overhead,
which is controllable for different tracking requirements and conditions. In this
dissertation, we define the threshold to be

𝑃𝑟 (\𝑟 , \′) ≥ 𝜎𝑡 · 𝑃𝐵 𝑓 , (6.2)

where 𝑃𝐵 𝑓 is the reference power with the optimum IRS beamforming direction
from the signal processing point of view. To realize this goal, an adaptive
IRS beam management algorithm is created. As presented in Figure 6.16, the
beam management is inspired by the 3GPP 5G NR concept from [GPR+18b,
GPR+18a,LGZH20,WLW18], with some modifications fitting the IRS system
and minimizing the training overhead. Detailed descriptions are presented in
Algorithm 1.

To initially determine the first beamforming angle and to start the tracking, it
is derived by the exhaustive channel estimation from Section 6.1.2 among
the Rx power set 𝑷𝑟 (\𝑟 ,Θ′) with \′ in the entire angle range of Θ′ =

{\𝑠 , \𝑠 + 𝑔, \𝑠 + 2𝑔, ..., \𝑒}. This is regarded as an initial detection (full scan) in
Figure 6.16. By operating a power peak detection among 𝑷𝑟 (\𝑟 ,Θ′), the beam-
forming is directed to \′ = \′

𝐵 𝑓
. The entire tracking duration is counted in time

domain with 𝑡, which is a discrete variable initialized at 0. The updating rate of 𝑡
depends on how often the system computations take place. The reference power
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Algorithm 1 : IRS tracking management and analysis
Input parameters: \𝑠 ,\𝑒,𝑔,𝑄𝑢,𝜎𝑡 ,𝑘 ′;
𝑐 𝑓 = 0, 𝑐𝑟 = 0, 𝑡 = 0;
1. Full scan and angle initialization:
Θ′

𝑓
∈ {\𝑠 , \𝑠 + 𝑔, \𝑠 + 2𝑔, ..., \𝑒}

\′
𝐵 𝑓

= argmax\ ′ 𝑷𝑟 (\𝑟 ,Θ′);
𝑐 𝑓 = 𝑐 𝑓 + 1, 𝑡 = 𝑡 + 𝑡 𝑓 ;
2. IRS beam steering to \′ [𝑡] = \′

𝐵 𝑓
and quality check;

if 𝑃𝐵 𝑓 = 𝑃𝑟 (\𝑟 , \′) [𝑡] ≥ 𝑄𝑢 then
3. Observation:
while 𝑃𝑟 (\𝑟 , \′) [𝑡] ≥ 𝜎𝑡 · 𝑃𝐵 𝑓 do

\′ [𝑡] = \′
𝐵 𝑓

;
if 𝑃(\𝑟 , \′) [𝑡] > 𝑃𝐵 𝑓 then

𝑃𝐵 𝑓 = 𝑃(\𝑟 , \′) [𝑡];
end

end
4. Beam refinement:
Θ′
𝑖
∈
{
\′
𝐵 𝑓

− 𝑘 ′/2, \′
𝐵 𝑓

− 𝑘 ′/2 + 𝑔, .., \′
𝐵 𝑓

+ 𝑘 ′/2
}

\′
𝐵 𝑓

= argmax\ ′ 𝑃𝑟 (\𝑟 ,Θ′
𝑖
);

𝑐𝑟 = 𝑐𝑟 + 1;
continue

else
break and back to 1.

end
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𝑃𝐵 𝑓 is recorded based on the instant Rx power 𝑃𝑟 (\𝑟 , \′) [𝑡] and a quality fac-
tor 𝑄𝑢 is defined to intercept incorrect detections corresponding to the quality
check in Figure 6.16, in case of system operation failure. If the quality check
is not passed, a full scan takes place again for the angle initialization. Once the
observation stage is entered, the beamforming direction stays only if the instant
signal power 𝑃𝑟 (\𝑟 , \′) [𝑡] is qualified. There are two possibilities here: Firstly,
if the instant power is larger than the reference power, the reference power will
be updated to the current instant power. This is designed in case of a slightly
suboptimal beam alignment and thus lower Rx power at the start of observation.
If the reference power is set incorrectly low, the proper beam alignment during
the tracking duration is not well guaranteed. Secondly, if the instant power is
higher than the reference power with the threshold ratio 𝜎𝑡 · 𝑃𝐵 𝑓 , the observati-
on continues while the beamforming angle is kept. Due to the movement of the
mobile UE, once the real-time signal power 𝑃𝑟 (\𝑟 , \′) [𝑡] drops below 𝜎𝑡 ·𝑃𝐵 𝑓 ,
the beam refinement is triggered. To minimize the training overhead, a small
rescan with the width 𝑘 ′ centralized at the last detected direction \′

𝐵 𝑓
formulates

the new angle set Θ′
𝑖
∈
{
\′
𝐵 𝑓

− 𝑘 ′/2, \′
𝐵 𝑓

− 𝑘 ′/2 + 𝑔, ..., \′
𝐵 𝑓

+ 𝑘 ′/2
}
, denoted

by the beam refinement (narrow rescan) in Figure 6.16. Again, by operating a
peak detection among 𝑷𝑟 (\𝑟 ,Θ′

𝑖
), the beamforming angle \′

𝐵 𝑓
is updated and

loops back to the beam steering step. Overall, the algorithm relies on a search
criterion which has the complexity 𝑂 {𝑛} for each beam refinement iteration.

The following parameters can be implemented to analyse the proposed tracking
algorithm’s performance. Firstly, the training overhead is defined to be the total
training duration spent on beam scans over the entire tracking duration. The
total training duration is expressed by

𝑇𝑡𝑟 = (𝑐 𝑓 · 𝑡 𝑓 + 𝑐𝑟 · 𝑡𝑟 + (𝑐 𝑓 + 𝑐𝑟 ) · 𝑡𝑑)/𝑇𝑡𝑜𝑡𝑎𝑙 , (6.3)

with 𝑐 𝑓 and 𝑐𝑟 the counters of the number of full scans and rescans in Algorithm
1. Whenever a full scan or rescan happens, the corresponding counter increases
by 1. The parameters 𝑡 𝑓 and 𝑡𝑟 can be further extended to 𝑡 𝑓 = 𝑡𝑠 ·((\𝑒−\𝑠)/𝑔+1)
and 𝑡𝑟 = 𝑡𝑠 · (𝑘 ′/𝑔 +1), respectively, denoting the required time for the full scan
and rescan. Here, 𝑡𝑠 is the occupied time slot for each beam direction through
the exhaustive search. The term 𝑡𝑑 from (6.3) is the computation latency spent
for the peak detection, which is required for the detection after each scan. In our
system, 𝑡𝑠 is set to 0.3 ms and 𝑡𝑑 is measured to be 4 ms. The terms (\′𝑒−\′𝑠)/𝑔+1
and (𝑘 ′/𝑔 + 1) denote the number of beamforming candidates in full scans and
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refinement scans. Afterward, by dividing with the total tracking time 𝑇𝑡𝑜𝑡𝑎𝑙 , the
training overhead is derived.

Secondly, to compute the averaged parameters, the total number of samples
along time 𝑡 is defined as 𝑁𝑎. The average power is then denoted by

𝑃𝑎 =
1
𝑁𝑎

𝑁𝑎∑︁
𝑡=0

𝑃(\𝑟 , \′) [𝑡] . (6.4)

Following the similar logic, the average angle mismatch 𝐴𝑎 is computed based
on the beamforming direction differences with real UE position through time,
which is expressed as

𝐴𝑎 =
1
𝑁𝑎

𝑁𝑎∑︁
𝑡=1

(\′ [𝑡] − \𝑟 [𝑡]). (6.5)

GNU Radio Realization

As mentioned in Chapter 5, the system is operated using the GNU Radio
software, which drives the SDRs at the host PC. For this experiment, due to the
newly created adaptive beam management algorithm, there is no possibility to
implement the default signal processing blocks as the example in Figure 5.3.
As a solution, a control angle block designed based on the out-of-tree module
from the GNU Radio is implemented, following the indications from [Gnu].

Firstly, the logic of the control angle block is introduced. The basic flow graph
is presented in Figure 6.17, which can be regarded as a detailed realization of
the beam management flow in Figure 6.14. This control angle block implements
the core functionality of beam management and aggregates various signal pro-
perties to control beamforming and derive the required DoD. It has several
operating modes, similar to the SPI functionalities mentioned in Figure 4.5 to
trigger beam scanning or fixing. The block switches between two operating
states referred to as observation and beam refinement. The observation stage is
located at the left part of the flow graph in Figure 6.17. The block constantly
compares a client defined signal quality indicator (SQI) to the threshold and
reference, corresponding to the observation stage in Algorithm 1. The SQI can
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Figure 6.17: Working principle of the control angle block.

be chosen from the metrics mentioned in Table 6.1, and Rx power is used in this
experiment. The reference is updated or the processing switches to the beam re-
finement (right part of Figure 6.17) as soon as the threshold is exceeded. When
the block enters the beam refinement state, it sends a beam steering command
to the IRS via SPI based on Figure 4.5 and starts buffering the scan data (SC
Data) until the scan is complete, in other words, end of scan (EoS). Afterwards,
the control angle block evaluates the scanning buffer corresponding to the beam
refinement stage in Algorithm 1 and sends a fixed beam command to the IRS to
adjust the beam direction for the new \′ after the detection. If any failure occurs
that a valid scan is not detected, the target detection will be triggered again.

Next, it is worth discussing the appearance of this control angle block in the
GNU Radio graphic interface, which is an excellent chance to present how the
out-of-tree modules are designed for our required purposes in this dissertation.
The control angle block is a sync block with five input and four output ports in
Figure 6.18. The first input port is an asynchronous message port for the general
system messages. The second port on the input side is provided for raw symbol
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Figure 6.18: Graphic interface of the control angle block.

data. A third port is for the quality metrics input for the system performance
evaluation, like MER for correctness observation, whereas a fourth port is
available for root mean square (RMS) signal power input. Finally, the fifth input
port is an additional control port and is intended to provide information on
whether the incoming samples belong to a beam training period or not. The
data from all input ports, except for the raw symbol data port, is daisy-chained
to the four output ports of the block, attaching GNU-Radio stream tags to the
start and end samples of a scanning period for debugging purposes.

As a core component of the IRS tracking as well as the signal processing module
in other experiments in this dissertation, the control block is highly configurable
from the GNU Radio graphic interface, as shown in Figure 6.18. The block’s
first input parameter in the GNU Radio context menu is the so-called ”Threshold
Criterion”, which defines the 𝜎𝑡 in the observation stage. It allows the user to
select one of the metrics ”Signal Power”, ”Bit Error Ratio”, or ”Modulation
Error Ratio” using a drop-down menu, where the signal power is finally used
to observe the 𝑃𝑟 (\𝑟 , \′) [𝑡]. The ”Scanning Criterion” is the third option in the
blocks property tab and offers a similar choice for the target detection state, as
it defines which signal property should be considered for use with the target
detection algorithm. For this input parameter, the options of ”Signal Power”,”
Signal Correlation”, and” Modulation Error Ratio” are kept. The following two
block parameters are the ”Reference real-part” and ”Reference imaginary-part”
and only need to be specified if the” Signal Correlation” scanning criterion has
been selected. The ”Symbol Rate”, ”Rescanning Width 𝑘 ′”, and ”Scan-time per
Angle 𝑡𝑠” parameters also directly influence the behaviour of the block in the
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target detection state, as they are used to calculate the number of input samples
for a single scanning or rescanning operation. The last option in the block menu
offers the user to enable a so-called” Debug Mode”, which changes the block
behaviour in a way that no SPI commands are sent anymore, which is especially
useful when the block should be tested with pre-recorded data in the case that
no hardware is attached.

In the end, the complete flowgraph for the online-tracking system as a represen-
tative example of GNU Radio signal processing in this dissertation is shown in
Figure 6.19, which is structured as follows: All variable definitions and settings
are located in the upper left corner, while the transmitter part of the flowgraph is
located slightly beneath on the upper right side. The QPSK Rx is located in the
centre-left of the flowgraph, together with two ”File Sink” blocks to store the
raw measurement data and two graphics under interface (GUI) blocks to visua-
lize the data during the measurement. The IRS tracking part of the flowgraph
begins directly behind the Costas Loop (a default block from GNU Radio for
phase synchronization), where the signal splits up into five different signal pro-
cessing lines that are directly fed into the ”Control Angle” block. The first one
goes from the ”QPSK MER” block through the differential decoder to the ”Bit
Error Ratio” block, where the BER is calculated and asynchronously sent to the
”Control Angle” block. The second input port of the” Control Angle” block is
directly fed by the unnormalized complex symbol output of the Costas Loop.
At the same time, the third signal processing line goes through the “AGC3”
block (a default block from GNU Radio for gain and decay control) and into the
”QPSK MER” block, where MER is calculated from the normalized complex
symbols and forwarded to the control angle block after further smoothing by
a moving average filter. For the fourth signal processing line, the output of the
”Costas Loop” is average filtered using the ”RMS” block to calculate the enve-
lope of the RMS symbol magnitude that can then be processed by the ”Control
Angle” block instead of the actual symbol power. Lastly, the scan detection is
implemented with the help of the” Peak Detector 2” block, whose output value
is passed to the fifth input port of the” Control Angle” block, indicating whether
a beamforming direction is determined or not. The demodulated binary signal,
the BER and MER, the RMS symbol magnitude, and the scan detection signal
are then passed on to various GUI blocks, allowing the signal quality to be
observed during the measurement.
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Figure 6.19: Complete GNU Radio flow for the IRS tracking.

Tracking Observation

Figure 6.20 shows a tracking observation of an UE traveling the distance of
1.6 m at a speed 𝑣 = 10 m/min in 9.6 s. The threshold is 𝜎𝑡 = 0.6 and the
angle training width is 𝑘 ′ = 16◦. In Figure 6.20a, The red solid curves show the
simulation results of the tracking signal behaviour with the threshold presented
by the dashed line. Due to the difficulty of considering all the environment
and hardware delay effects, the purpose of the simulation is to prove the basic
tracking behaviour. To comparison to the measurement results from the solid
blue curve, the trigger positions of the beam refinements are different to align
with simulation results due to environmental influences, but the power envelopes
are well fitted. Due to the change of link distance, the Rx power reaches its
maximum at around 5 s, where the UE approaches the minimum link distance.
Meanwhile, the Rx antenna has a fixed facing direction instead of pointing
to the IRS Tx constantly, which leads to additional power degradation. Figure
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Figure 6.20: Tracking observation for 𝑣 = 10 m/min, 𝜎𝑡 = 0.6, and 𝑘′ = 16◦.
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Figure 6.21: IRS tracking system performance analysis.

6.20b presents the mismatch between the real UE position and the beamforming
direction, with the maximum difference around 2◦, which proves that the IRS
beamforming system tracks the user with good performance.

System Performance Analysis

Figure 6.21 shows the performance analysis based on the experimental evaluati-
on. The training overhead, average Rx power, and average angle mismatch defi-
ned in (6.3), (6.4), and (6.5) are evaluated based on different system settings. In
each figure, the observations can be divided into beam refinement/rescan width
𝑘 ′ (solid curves) and target speed 𝑣 (dashed lines) analysis regarding threshold
𝜎𝑡 from 0.5 to 0.9 with 0.1 increment. For training width, the exemplary values
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of 𝑘 ′ = 4◦, 8◦, 20◦ are chosen for evaluation. From Figure 6.21a, it can be obser-
ved that the training overhead is directly related to the threshold 𝜎𝑡 , as the beam
has to be refined more frequently for higher thresholds. It can also be concluded
that a wider training width corresponds to a higher training overhead since more
angle steps result in longer scanning times. A special case is 𝑘 ′ = 4◦, where the
training overhead increases for 𝜎𝑡 smaller than 0.7. In this condition, the UE
leaves the 4◦ rescanning range when the beam refinement is triggered too late
with a low threshold. For speed, 𝑣 = 10, 20, 40, 70, 80 m/min are analyzed. As
𝑣 increases, the total time to travel the constant distance 𝑑 = 1.6 m decreases.
However, for a constant 𝜎𝑡 , the number of beam refinement operations stays
the same regardless of the 𝑣, as it is mainly related to power observation. Thus,
the relative training overhead increases with the target speed, since the training
overhead depends on the constant computation latency and IRS beam steering
speed. Analogous to the beam training width results, decreasing the threshold
leads to less beam refinement operations and less tracking overhead, which
is generally true until 𝑣 = 70 m/min. Beyond it, there are increases in training
overhead at 𝜎𝑡 = 0.5, which means the beam allocation becomes less optimal
for a fast-moving target with a late beam refinement triggering. From Figure
6.21b, it can be concluded that the average power decreases for lower 𝜎𝑡 since
the weaker Rx powers are tolerated before the beam directions are updated. In
principle, an increased 𝑘 ′ also leads to a lower average power due to a higher
training overhead from Figure 6.21a. Again, the unusual behaviour is seen in the
4◦ curve resulting from losing the target. At 𝑣 = 10 m/min, 𝜎𝑡 = 0.9 is the best
choice since a high power level can be maintained. However, a higher 𝜎𝑡 also
means a higher training overhead, especially at a faster 𝑣. On the other hand, a
lower 𝜎𝑡 leads to a power level degradation. As a result, 𝜎𝑡 = 0.7 is the best
choice as a trade-off to achieve the highest average power. As the special case
𝑣 = 80 m/min, using 𝜎𝑡 = 0.7 degrades the average power due to frequent scans
challenge the system interfaces. In Figure 6.21c, the average angle mismatch
is larger with smaller 𝜎𝑡 due to a lower beam refinement rate leads to longer
durations with imperfect beamforming alignment. Consistent with Figure 6.21a
and Figure 6.21b, for 𝑘 ′ = 4◦ the angle mismatch suddenly increases with 𝜎𝑡

below 0.7.

By observing these figures altogether, the curve with 𝑣 = 80 m/min is a special
candidate. The goal of experiments at this speed is to develop the maximum
achievable speed of the system, which is also why 𝑘 ′ = 20◦ is utilized in case of
target missing problem. At this speed, due to the extremely high beam refinement
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rate, the hardware and software interfaces of the system get stressful, with
degradation of performance and even unachievable measurement at 𝜎𝑡 = 0.9.
This property is potentially appeared at 𝜎𝑡 = 0.9 and 0.8 with 𝑣 = 70 m/min in
Figure 6.21a, but becomes more obvious at 𝑣 = 80 m/min.

Practical Considerations

According to the analysis of the measurement results above, an adaptive tracking
system should be set up as follows. To minimize the beam training overhead,
threshold and training width always have to be as low as possible. However, this
is contradictory, as the threshold limits the training width. If the threshold is
too low, the system might lose the target for low training widths, as presented in
Figure 6.21a. On the other hand, if the threshold is too high, beam refinements
are triggered too often, leading to high training overhead and challenging com-
munication interfaces, especially at higher speeds. Thus, the maximum user
speed must be defined based on a relevant threshold factor and training width
to implement the system practically.

As an overview of system performance, we manage to track the user with
80 m/min speed, which corresponds to an angular speed of 37.5◦/s. The avera-
ge angle mismatch through the entire tracking duration is between 0.5◦ and 2.5◦
with proper tracking parameter settings not exceeding the interface communi-
cation time. According to the measurement results, it can be concluded that the
training overhead of the system is between 0.75% to 10%, mainly depending on
the speed. These flexible adjustments maximize the data rate instead of wasting
resources for beam refinement in unnecessary conditions. Moreover, if a low
tracking overhead is requested with sufficient Rx power, this can be managed by
putting the IRS BS further away from the movement area, which corresponds
to a slower angular speed. As an indication, a vehicle with 33 to 67 km/h speed
travelling on a street that is 50 m away from an IRS BSis comparable to our
indoor measurement between 20 to 40 m/min as the relative direction to the IRS
changes similarly, and could probably be trackable with a training overhead of
2 to 5%. The advantage of such an IRS tracking system is the flexible training
overhead. Instead of a fixed number of pilot or beam training slots in conven-
tional solutions, beam training is only triggered when necessary. This adaptive
solution is implemented into the novel IRS-based system, which formulates the
major novelty.
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6.2.3 Predictive Tracking using IRS

The algorithm mentioned above, novel and customized to an IRS-based sys-
tem, can lower the training overhead through flexible beam management flow.
Nevertheless, each beam refinement steps rescan still adds to computation red-
undancy. As a result, the following predictive algorithms will be shown to
prevent beam rescans while maintaining proper tracking performance. This
moves Algorithm 1 one step closer to demonstrating the practicality of IRS-
based systems for solving real-world issues. The creation of tracking algorithms
is thoroughly explained in this section.

Angular Speed Prediction (ASP) Algorithm

Two potential aspects can be investigated to enhance the system’s performance,
according to the beam management algorithm mentioned in Algorithm 1. The
first step in every beam refinement is a rescan, which chooses the best beam
from a smaller set of candidates based on the chosen metric. This increases the
training overhead because scanning might not always be necessary if enough in-
formation about UE movement is available. Second, too many beam refinement
scan triggers may cause system failures, leading to additional initializations to
adjust the UE position. The training overhead brought by beam refinement res-
cans is anticipated to be further reduced if algorithms with predictive features
can be used to realize beam alignments based on the predicted UE position.

As a solution, the first predictive algorithm being created is called angular speed
prediction (ASP) with its descriptions in Algorithm 2. To avoid duplications,
the beamforming quality check mentioned Algorithm 1 is removed here but still
exists in experiments. Similar to Algorithm 1, for the first step, a full exhaustive
scan takes place in order to localize the initial UE position \′ based on the
peak Rx power from the set 𝑷𝑟 (\𝑟 ,Θ′), which consumes a time duration of 𝑡 𝑓 .
The counters 𝑐 𝑓 and 𝑐𝑟 record the number of full scans and rescans for later
performance analysis. Instantly, the beamforming direction and the time after
the peak power detection are recorded and added to the beam tracking history
as \′

𝑙
[1] = \′ and 𝑇 [1] = 𝑡, respectively. The reference power 𝑃𝐵 𝑓 is recorded

after the scan based on the detected \′
𝐵 𝑓

, and the observation through time 𝑡

starts with a predefined threshold 𝜎𝑡 . Same as Algorithm 1, the reference power
𝑃𝐵 𝑓 is a varying value, which increases along with the Rx power. Due to UE

138



6.2 Advanced Communication Technologies using Intelligent Surface

Algorithm 2 : ASP algorithm
Input parameters: \𝑠 ,\𝑒,𝑔,𝜎𝑡 ,𝑘 , 𝑐 𝑓 = 0, 𝑐𝑟 = 0,𝑡 = 0;
1. Full scan and angle initialization:
\′ = \′

𝐵 𝑓
= argmax\ ′ 𝑷𝑟 (\𝑟 ,Θ′), 𝑐 𝑓 = 𝑐 𝑓 + 1;

𝑐𝑡 = 𝑐𝑟 + 𝑐 𝑓 , 𝑡 = 𝑡 + 𝑡 𝑓 , \′𝑙 [1] = \′
𝐵 𝑓

, 𝑇 [1] = 𝑡;
2. Observation and prediction:
𝑃𝐵 𝑓 = 𝑃(\𝑟 , \′) [𝑡];
while 𝑃(\𝑟 , \′) [𝑡] ≥ 𝜎𝑡 · 𝑃𝐵 𝑓 do

if 𝑃(\𝑟 , \′) [𝑡] > 𝑃𝐵 𝑓 then
𝑃𝐵 𝑓 = 𝑃(\𝑟 , \′) [𝑡];

end
if 𝑐𝑡 > 1 then

enter prediction with

𝑣𝑎 [𝑐𝑡 ] = (\′𝑙 [𝑐𝑡 ] − \′𝑙 [𝑐𝑡 − 1])/(𝑇 [𝑐𝑡 ] − 𝑇 [𝑐𝑡 − 1]); (6.6)

\′𝑝𝑟 [𝑡] = \′𝑙 [𝑐𝑡 ] + (𝑣𝑎 [𝑐𝑡 ]) (𝑡 − 𝑇 [𝑐𝑡 ]); (6.7)

\′𝑝𝑟 [𝑡] − \′
𝐵 𝑓

= \′
𝑑
;

if |\′
𝑑
| ≥ 𝑔/2 then

\′ = \′
𝐵 𝑓

+ 𝑔 · ( |\′
𝑑
|)/\′

𝑑
;

end
end
𝑡 = 𝑡 + 1;

end
3. Beam refinement:
Θ′
𝑖
∈
{
\′
𝐵 𝑓

− 𝑘/2, \′
𝐵 𝑓

− 𝑘/2 + 𝑔, .., \′
𝐵 𝑓

+ 𝑘/2
}

\′ = \′
𝐵 𝑓

= argmax\ ′ 𝑷𝑟 (\𝑟 ,Θ′
𝑖
), 𝑡 = 𝑡 + 𝑡𝑟 ;

𝑐𝑟 = 𝑐𝑟 + 1, 𝑐𝑡 = 𝑐𝑟 + 𝑐 𝑓 , \′𝑙 [𝑐𝑡 ] = \′
𝐵 𝑓

, 𝑇 [𝑐𝑡 ] = 𝑡;
back to 2
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movement, the beamforming direction \′ is maintained until the Rx power drops
below 𝜎𝑡 · 𝑃𝐵 𝑓 . As soon as the Rx power 𝑃(\𝑟 , \′) [𝑡] falls below 𝜎𝑡 · 𝑃𝐵 𝑓 , a
beam refinement is triggered and a narrow range exhaustive rescan with width
𝑘 ′ is executed consuming a time of 𝑡𝑟 . By implementing another peak detection
for the Rx power within the angle set Θ′

𝑖
, \′

𝐵 𝑓
is updated and added to the

tracking history in the form of \′
𝑙
[𝑐𝑟 ], 𝑇 [𝑐𝑟 ]. When there are more than one

recordings in the tracking history list yields 𝑐𝑡 = 𝑐 𝑓 + 𝑐𝑟 > 1, the angular
speed 𝑣𝑎 is estimated following (6.6) based on the two latest beamforming
angles and time recording with indexes 𝑐𝑡 − 1 and 𝑐𝑡 . Based on this angular
speed, the angle prediction through 𝑡 is computed in (6.7), which hopefully
prevents beam refinement rescans. Once the current beamforming direction
\′
𝐵 𝑓

has a mismatch \′
𝑑

of more than half of the angular step resolution 𝑔, beam
steering is triggered 𝑔 degrees towards the predicted direction \′𝑝𝑟 [𝑡], which is
updated without heading to beam rescan. However, the beam rescans can be still
activated once the Rx power falls below the threshold, which normally means
the prediction is no longer accurately following the UE movement behavior and
needs another rescan for adjustment.

Angle Correction (AC) Algorithm

The ASP algorithm described in the last subsections strongly relies on the
accuracy of its beam scanning results. Hence, it cannot prevent the prediction
from being gradually offset to the actual UE position during the observation
phase, as the PM only has a limited angular resolution that already impairs
the initial speed estimate. Therefore, a fine-tuning algorithm is required to
increase the preciseness of the prediction. As a solution, we developed an
angle correction (AC) algorithm which provides additional angle and timing
information during the observation stage.

In ASP algorithm we employ an estimator for the target speed that uses two
possibly erroneous position measurements from Algorithm 2, \′

𝑙
[𝑐𝑡 − 1] and

\′
𝑙
[𝑐𝑡 ] which can be modeled as follows:

\′𝑙 [𝑐𝑡 − 1] = \𝑟 [𝑐𝑡 − 1] + 𝑒[𝑐𝑡 − 1], 𝑒[𝑐𝑡 − 1] ∼ U
[
−𝑔

2
,
𝑔

2

]
(6.8)

\′𝑙 [𝑐𝑡 ] = \𝑟 [𝑐𝑡 ] + 𝑒[𝑐𝑡 ], 𝑒[𝑐𝑡 ] ∼ U
[
−𝑔

2
,
𝑔

2

]
(6.9)
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with \𝑟 [𝑐𝑡 − 1] and \𝑟 [𝑐𝑡 ] being the real target positions and 𝑒[𝑐𝑡 − 1] and
𝑒[𝑐𝑡 ] being the estimation errors due to to the uniform quantizer nature of the
scan. The speed estimation is described as the first order difference quotient
with Δ𝑡 = 𝑇 [𝑐𝑡 ] −𝑇 [𝑐𝑡 −1] showing the time interval between two independent
angle measurement

𝑣𝑎 =
\′
𝑙
[𝑐𝑡 ] − \′

𝑙
[𝑐𝑡 − 1]

Δ𝑡

=
\𝑟 [𝑐𝑡 ] − \𝑟 [𝑐𝑡 − 1]

Δ𝑡︸                    ︷︷                    ︸
𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒

+ 𝑒[𝑐𝑡 ] − 𝑒[𝑐𝑡 − 1]
Δ𝑡︸                 ︷︷                 ︸

𝑒𝑟𝑟𝑜𝑟

. (6.10)

Statistical Considerations

First, we compute the expectation of our velocity estimate

E{𝑣𝑎} = E
{ \𝑟 [𝑐𝑡 ] − \𝑟 [𝑐𝑡 − 1]

Δ𝑡
+ 𝑒[𝑐𝑡 ] − 𝑒[𝑐𝑡 − 1]

Δ𝑡

}
(𝑎)
=

\𝑟 [𝑐𝑡 ] − \𝑟 [𝑐𝑡 − 1]
Δ𝑡

+ 1
Δ𝑡

·
(
E{𝑒[𝑐𝑡 ]}︸    ︷︷    ︸

0

−E{𝑒[𝑐𝑡 − 1]}︸          ︷︷          ︸
0

)
(𝑏)
=

\𝑟 [𝑐𝑡 ] − \𝑟 [𝑐𝑡 − 1]
Δ𝑡

where step (a) is due to the non-statistical character of \𝑟 [𝑐𝑡 − 1],\𝑟 [𝑐𝑡 ] and
Δ𝑡, in the context of the estimator, and the linearity of the expectation operator.
Step (b) due to the fact that the random variables 𝑒[𝑐𝑡 − 1] and 𝑒[𝑐𝑡 ] have
the expectation E{𝑒[𝑐𝑡 − 1]} = E{𝑒[𝑐𝑡 ]} = 1

2 (
𝑔

2 − 𝑔

2 ) = 0. This shows that
the estimator performs well on average, although the significance of single
estimates still has to be examined.
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The variance of both \′
𝑙
[𝑐𝑡 − 1] and \′

𝑙
[𝑐𝑡 ] can be calculated as follows

Var{𝑋U[𝑎,𝑏]} =
(𝑏 − 𝑎)2

12

⇒ Var{\′𝑙 [𝑐𝑡 − 1]} = Var{\′𝑙 [𝑐𝑡 ]} =
𝑔2

12

(6.11)

Assuming that the two separate measurements of \′
𝑙
[𝑐𝑡 − 1] and \′

𝑙
[𝑐𝑡 ] are

statistically independent, we can calculate the variance of the speed estimation
as follows

Var{𝑣𝑎} = Var
{ \′

𝑙
[𝑐𝑡 ] − \′

𝑙
[𝑐𝑡 − 1]

Δ𝑡

}
(𝑎)
=

1
Δ𝑡2

· Var{\′𝑙 [𝑐𝑡 ] − \′𝑙 [𝑐𝑡 − 1]}

(𝑏)
=

1
Δ𝑡2

·
(
Var{\′𝑙 [𝑐𝑡 − 1]} + Var{\′𝑙 [𝑐𝑡 ]} − 2 cov{\′𝑙 [𝑐𝑡 − 1], \′𝑙 [𝑐𝑡 ]}

)
(𝑐)
=

1
Δ𝑡2

·
(
Var{\′𝑙 [𝑐𝑡 − 1]} + Var{\′𝑙 [𝑐𝑡 ]}

)
=

𝑔2

6 · Δ𝑡2

whereby we made use of the following properties of the variance

(a) Var{𝑎 · 𝑋} = 𝑎2 · Var{𝑋}

(b) Var{𝑋 − 𝑌 } = Var{𝑋} + Var{𝑌 } − 2 cov{𝑋,𝑌 }

(c) cov{𝑋,𝑌 } = 0, if X and Y are statistically independent.

Suppose we now regard the calculated variance as a measure for scattering the
estimated speed values around their expectation. In that case, we can conclude
that the scattering is directly proportional to the square of the angular resoluti-
on and inversely proportional to the square of the time difference between two
position measurements. In other words, if no additional steps are taken, shorter
time intervals between two angle measurements will significantly worsen the
impact of the angle quantization error on the speed estimate. Additionally, this
result fundamentally restricts the system’s ability to accurately follow highly
dynamic target movements because of the fixed angular resolution of the PM.
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The system must deal with shorter beam refinement intervals to track dynamic
targets because we only use a first-order prediction model, which lowers pre-
diction accuracy and, as a result, the capacity to follow the target with the best
beam alignment. This highlights the requirement for an AC algorithm that seeks
to correct the quantization errors by retrieving additional angle and timing data
during the observation phase.

Algorithm 3 : AC algorithm
2. Observation and prediction:
𝑃𝑚𝑎𝑥 = 0, 𝑃𝐵 𝑓 = 𝑃(\𝑟 , \′𝐵 𝑓

) [𝑡];
while 𝑃(\𝑟 , \′) [𝑡] ≥ 𝜎𝑡 · 𝑃𝐵 𝑓 do

if 𝑃(\𝑟 , \′) [𝑡] > 𝑃𝐵 𝑓 then
𝑃𝐵 𝑓 = 𝑃(\𝑟 , \′) [𝑡];

end
if 𝑃(\𝑟 , \′) [𝑡] > 𝑃𝑚𝑎𝑥 then

𝑃𝑚𝑎𝑥 = 𝑃(\𝑟 , \′) [𝑡];
\′
𝑙
[𝑐𝑡 ] = \′

𝐵 𝑓
, 𝑇 [𝑐𝑡 ] = 𝑡;

end
if 𝑐𝑡 > 1 then

enter prediction with
𝑣𝑎 [𝑐𝑟 ] = (\′

𝑙
[𝑐𝑡 ] − \′

𝑙
[𝑐𝑡 − 1])/(𝑇 [𝑐𝑡 ] − 𝑇 [𝑐𝑡 − 1]);

\′𝑝𝑟 [𝑡] = \′
𝑙
[𝑐𝑡 ] + (𝑣𝑎 [𝑐𝑡 ]) (𝑡 − 𝑇 [𝑐𝑡 ]); \′𝑝𝑟 [𝑡] − \′

𝐵 𝑓
= \′

𝑑
;

if |\′
𝑑
| ≥ 𝑔/2 then

\′ = \′
𝐵 𝑓

+ 𝑔 · ( |\′
𝑑
|)/\′

𝑑
, 𝑃𝑚𝑎𝑥 = 0;

end
end
𝑡 = 𝑡 + 1;

end

The beamforming direction should be slightly ahead of the UE movement
to derive the highest Rx power for IRS tracking with limited angular step
resolution. Consequently, the Rx power will firstly increase to the optimum
beamforming direction for the ideal instant \′ = \𝑟 , then it starts to decrease until
the beamforming direction is updated for the next observation stage. The AC
algorithm aims to update the tracking history and keep it as close as possible to
this ideal instant. Since the AC algorithm shares the same angle initialization and
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beams refinement stages as the ASP algorithm, we only focus on the observation
and prediction stage in Algorithm 3. In addition to the ASP algorithm, a local
maximum recording 𝑃𝑚𝑎𝑥 is defined as a reliable reference in the tracking
history list and initialized as 0. For each tracking duration within an unchanged
beamforming angle, the Rx power 𝑃(\𝑟 , \′) is utilized not only for updating
the reference power but also for identifying local maximum power. The direct
method to determine the local maximum can be realized by searching for the
peak Rx power level and the time index through one tracking observation stage.
However, such information brings huge latency to the system since no update
can be operated before one observation stage is ended. As a solution, in this
dissertation, the local maximum is constantly updated for each time index 𝑡.
Similar to the threshold floating, once 𝑃(\𝑟 , \′𝐵 𝑓

) [𝑡] > 𝑃𝑚𝑎𝑥 , the algorithm
regards the instant beamforming angle and time to be the local maximum for
the refinement of tracking history. After the beamforming direction is updated
satisfying |\′

𝑑
| ≥ 𝑔/2, 𝑃𝑚𝑎𝑥 is set back to 0 since another observation round is

started with new local maximum required.

Result Analysis

Due to the measurement systems at different times, the settings for the predictive
algorithms are slightly different to Figure 6.14. For a fair comparison, the
Algorithm 1 is also repeated in the following results, with the parameters listed
in Table 6.4.

All the results are presented in Figure 6.22 with the simulation results from
Figure 6.22a to 6.22c, and measurement results from Figure 6.22d to 6.22f.
In these figures, blue curves denote the Rx power 𝑃(\𝑟 , \′) [𝑡], and the yellow
curves show the observation power 𝜎𝑡 · 𝑃𝐵 𝑓 . For simulation, the power is
a normalized value; for measurement, the power is measured at the input of
Rx SDR. Each sudden drop of Rx power indicates one operation of beam
refinement. As a benchmark, the tracking algorithm from Algorithm 1 is named
a non-prediction (NP) algorithm for detailed analysis.

Starting with simulation, the results of the NP algorithm are presented in Figure
6.22a, with the most beam refinements triggered. In Figure 6.22b, the number of
beam refinements is primarily reduced by the ASP algorithm with an exemplary
beam refinement at around 5 s. The observation power is reached at this moment,
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Table 6.4: System setting parameters

Start angle \𝑠 −60◦

End angle \𝑒 60◦

Angular resolution 𝑔 2◦

Threshold 𝜎 0.65
Beam refinement width 𝑘 ′ 20◦

UE movement speed 10 m/min
UE movement distance 1.53 m

Tracking duration 9.18 s
Bandwidth 1 MHz

and a rescan is triggered to search for the current reliable position information.
After this refinement, a sudden power level increase can be seen, which means
that the beamforming directions from the last angle steps were sub-optimum
due to the prediction mismatch. The solution to this problem can be clearly
observed in Figure 6.22c. With the help of the AC algorithm, there is only one
necessary rescan at around 2 s to fulfill the triggering of prediction. Afterwards,
the local maximum updating of the algorithm offers reliable UE angular speed,
angular speed, and position estimation that no further rescans are necessary.

For each tracking algorithm, one example is depicted from Figure 6.22d to 6.22f
focusing on the measured Rx power and observation power. In the example from
Figure 6.22d, a typical failure can be observed for the beam refinement at appro-
ximately 2.5 s. In this case, the real-time computation suffers from a failure that
loses the UE position. The more beam refinements are operated over the entire
tracking, the more such failures will occur statistically. This shows precisely
why beam refinements times are aimed to be reduced in this dissertation. It can
be seen in Figure 6.22e that the number of beam refinement rescans is primarily
reduced by the ASP algorithm. The rescans are triggered more often during the
UE movement away from the IRS BS because fast power degradation makes
the threshold levels easier to violate. However, the threshold can not be reduced
casually as this increases the probability of losing beam alignment with the
target. This problem can be addressed using the AC algorithm in Figure 6.22f.
With the angle correction using the constantly updated local maximum, the
number of rescans becomes very low also when the UE moves away. However,
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(c) AC simulation

0 2 4 6 8
Time (s)

0

0.5

1

1.5

2

2.5

P
ow

er
 (

W
)

10-4

(d) NP measurement

0 2 4 6 8
Time (s)

0

0.5

1

1.5

2

2.5

P
ow

er
 (

W
)

10-4

(e) ASP measurement

0 2 4 6 8
Time (s)

0

0.5

1

1.5

2

2.5

P
ow

er
 (

W
)

10-4

(f) AC measurement

Figure 6.22: Figures for IRS tracking system performance analysis. (a) to (c): Simulation results.
(d) to (f) measurement results. Blue curves denote the Rx power and yellow curve
denotes the tracking observation.

due to the noise, a multi-path effect accompanied by the indoor environment,
and the target movement contribution towards or away from the IRS, there can
still be mismatches, meaning the beam refinements can not be fully elimina-
ted. Nevertheless, the performance improvement is noticeable compared to the
other two algorithms. Overall, both Rx power and observation power change as
expected for all three algorithms. The measurement results also meet the same
conclusion as the simulation results.

To analyze the performance of these tracking algorithms, we calculate the
training overhead, average power, and average angle mismatch mentioned (6.3),
(6.4), and (6.5). In addition, the average prediction mismatch 𝐴𝑝 is computed
based on their differences with the real UE position, which is expressed as

𝐴𝑝 =
1
𝑁𝑎

𝑁𝑎∑︁
𝑡=1

(\′𝑝𝑟 [𝑡] − \𝑟 [𝑡]). (6.12)

As the best candidate, an example of the AC algorithm measurement in Figure
6.22f is presented by Figure 6.23. The red line indicates the UE’s actual positi-

146



6.2 Advanced Communication Technologies using Intelligent Surface

Figure 6.23: Angle analysis for AC algorithm corresponding to Figure 6.22f.

on, and the blue curve depicts the IRS beam steering. The difference between
the aforementioned curves expresses the angle mismatch provided by the yellow
curve. The green curve represents the prediction mismatch for tracking predic-
tion, and the purple curve depicts the predicted angle. There are slight angle
mismatches in prediction and beamforming due to limited IRS beamforming an-
gle resolution. The predicted angle and beamforming direction overlap when
the angle initialization and beam refinements are initiated.

As mentioned in the last section, the IRS tracking system with the NP al-
gorithm outperforms former tracking systems with flexible training overhead,
which keeps redundancy as low as possible. In Table 6.5, we firstly compare
how the novel prediction algorithms further improved the system performance.
The performance parameters are derived by averaging the values over several
measurements. The training overhead 𝑇𝑡𝑟 is primarily reduced by the ASP al-
gorithm and further improved by AC, same as the conclusion in Figure 6.22.
Correspondingly, higher average power 𝑃𝑎 can be derived with lower training
overhead since the data propagation during the beam refinement stage is not
considered as valid duration. Following the same logic, the angle mismatch 𝐴𝑎

is improved by two aspects in the prediction algorithms. Firstly, the latency
caused by beam refinement will introduce degradation of angle accuracy. Se-
condly, with fewer beam refinements, system failures are less likely to occur.
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Table 6.5: Comparison for different tracking algorithms

𝑇𝑡𝑟 𝑃𝑎 𝐴𝑎 𝐴𝑝

NP 1.25% 9.96 × 10−5 W 1.064◦ N/A
ASP 0.47% 1.12 × 10−4 W 0.903◦ 0.801◦

AC 0.31% 1.22 × 10−4 W 0.806◦ 0.714◦

The NP algorithm has no prediction mismatch since no predictive computation
is operated. The prediction mismatch is lower compared to the practical angle
mismatch due to the limited angular step resolution of the implemented IRS
and system latency. It can be concluded that the tracking ability is improved
with increasing order by NP, ASP, and AC algorithm. The proposed new algo-
rithms improve the performance only with an additional cost of memory for the
tracking history and local maximum information.

In the end, a further comparison, including other tracking systems, is shown
in Table 6.6 and described as follows. The benchmark literature cover beam-
forming tracking measurements for variant wireless communication at 28 GHz
for fair comparisons. Since the fastest angular speed of 37.5◦ and the low an-
gle mismatch is already presented in [LBE+21] and Figure 6.21, we focus on
the training overhead and the number of beam candidates in this paper. In the
previous works, the algorithms are based on implementing a certain number
of time slots for tracking localization. In our work, after implementing the AC
algorithm, the training overhead maintains low even with the most number of
beams in the codebook. The reason is that many scans can be avoided by im-
plementing prediction algorithms. In addition, the property of floating training
overhead from [LBE+21] and 6.21 is maintained, which keeps the minimum
training time and high tracking accuracy compared with other works using a
fixed amount of pre-assigned training slots being operated periodically over
time.

6.3 Conclusion on this Chapter

In this chapter, the IRS nearfield illumination application type is concentrated
on creating novel wireless communication system models using a single IRS
as an alternative antenna array. It is assumed that the IRS is equipped at a

148



6.3 Conclusion on this Chapter

Table 6.6: Comparison to tracking performances in other literatures

𝑇𝑡𝑟 Beams

This work 0.31% 61 beams from
−60◦ : 2◦ : 60◦

[OIA+16,MSS+17] 4/34 slots = 11.67% 16 beams from
(−30◦ : 10◦ : 40◦) × (0◦ : 10◦ : 10◦)

[KTH+17] 1/50 slots = 2% 48 beams

[NMO+20] 4/50 slots = 5% 28 beams from
(−36◦ : 6◦ : 36◦) × (0◦ : 10◦ : 10◦)

BS on the Tx side. The measurements began with a SISO proof of concept
system with pre-knowledge of DoD, and the system’s MERs were measured
in different IRS beamforming directions. The accuracy of the DoD estimation
was then used to study and validate various IRS channel estimation algorithms,
such as exhaustive search and hierarchical codebook algorithms. The ability
of IRS beamforming studied from Chapter 4 to accommodate various wireless
communication multipath scenarios was further enhanced. Next, the IRS-based
system was combined with advanced communication technologies. First, a
demonstration of an IRS TDMA system was presented, along with a study of
the system’s settling time. The IRS was proved to potentially support future
developments by realizing TDMA with beam switching speeds faster than LTE
specifications. Second, a tracking system was developed using inspiration from
IRS’s ability to steer a beam rapidly and precisely. The IRS beamforming could
track a moving UE with low training overhead and angular mismatch. The
5G 3GPP standards were used to adapt the tracking beam management. The
training overhead in a tracking system was further reduced by the design and
measurement of prediction algorithms, which also improved the average power
reception over the tracking duration.

The main innovation of this chapter is integrating an IRS-based system with
contemporary wireless communication technologies. On the one hand, this is a
significant milestone which can not be skipped. On the other hand, such expe-
riments drive IRS research up to application levels from independent antenna
design or communication theory. The positive outcomes proposed that an IRS
might be a viable option for upcoming wireless communication. On the other
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hand, considering predictive tracking in measurements proved IRS’s capacity to
solve real-world scenarios, which had never been covered in previous literatures.
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7 Hybrid MIMO Beamforming
System using IRS

The development of multiple IRSs in wireless systems can be examined further
based on the insensitive studies of a single IRS performance in the previous
Chapters. As a result, the hybrid MIMO beamforming system shown in Figure
2.15 is created using the innovative architecture realized by IRSs. This chap-
ter focuses on the channel estimation, data propagation, and signal recovery
of the first IRS-based experiment hybrid beamforming system. This chapter
contains reuse of texts and figures from [LLdO+22] cO [2022] IEEE.

7.1 System and Mathematical Model

In the proposed hybrid MIMO beamforming system using IRS, the wireless
transmission link between multiple antenna BS and UE is proposed. Since
BS is always immobile, it is easier to be equipped with complex hardware and
power supplies. Therefore, the IRSs are designed to operate at the BS side, same
as the definition in Chapter 6. On the UE side, multiple antennas are equipped
regardless of their type. The transmitted signal covers a certain bandwidth with
the OFDM scheme allocated to the subcarriers, as mentioned in Figure 3.6. The
system is defined to be stationary within a sufficient time for signal processing.
The signal model follows Figure 2.14 to evaluate such a system. The signals
are defined to be the allocated symbols at the frequency domain. Therefore,
the mathematical model follows the general hybrid beamforming mentioned in
(2.31), with the effective channel matrix representing the CFR. In this system,
the total number of Tx antenna 𝑁𝑡 = 𝑁𝑑𝑁𝐼 formulates the number of rows
in 𝑭𝑇𝑥,𝑅𝐹 , with 𝑁𝐼 = 𝑀𝑁 . Due to the architecture property of the IRSs, the
proposed hybrid beamforming architecture follows the subarray based model
mentioned in Figure 2.15b. Thus, 𝑭𝑇𝑥,𝑅𝐹 becomes a diagonal matrix expressed
as
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7 Hybrid MIMO Beamforming System using IRS

𝑭𝑇𝑥,𝑅𝐹 =



𝚽1 0 0 0 0

0
. . . 0 0 0

0 0 𝚽𝑛𝑑 0 0

0 0 0
. . . 0

0 0 0 0 𝚽𝑁𝑑


(7.1)

considering that each feeding antenna illuminates one IRS. In (7.1), 𝚽𝑛𝑑 ∈
C𝑁𝐼×1 is the analog beamforming vector for the 𝑛𝑑th PM. Considering the
definition that only digital beamforming exists at Rx, 𝑭𝑅𝑥,𝑅𝐹 becomes an
identity matrix with rank 𝑀𝑑 = 𝑀𝑟 which can be omitted as mentioned in
(2.13). In the end, the Rx data stream for the IRS hybrid MIMO beamforming
system is

𝒔𝑅𝑥 = 𝑭𝑅𝑥,𝐵𝐵𝑯𝑭𝑇𝑥,𝑅𝐹𝑭𝑇𝑥,𝐵𝐵𝒔𝑇𝑥 + 𝑭𝑅𝑥,𝐵𝐵𝒘. (7.2)

7.2 Interleaved OFDM

One challenge for a MIMO or hybrid MIMO system is to realize channel
estimation. This topic has become a trendy research direction in the wireless
communication technology field, which is listed in Section 1.2. For a MIMO
system, the channel coefficient can not be derived directly using the LS method
from (3.3) since the interference from other MIMO channels will contribute to
the desired channel coefficient, leading to inaccuracy. This dissertation imple-
ments the interleaved OFDM technology for channel estimation. This idea was
initially born for radar sensing from [SSBZ13] but can be adapted to communi-
cation systems. Based on the fundamental introduction of OFDM from Figure
3.6, the multicarrier modulation can allocate the desired signals at different
carriers along the frequency. With the help of OFDM, the signals at different
subcarriers are orthogonal with others. Therefore, by distributing different sub-
carriers at different Tx antennas, the signals are both spatially and frequency
orthogonal, leading to the precise derivation of the CSI between each pair of
Tx and Rx chains in a MIMO system at the specific subcarrier.
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Figure 7.1: Theoretical interleaved OFDM subcarriers at Rx.

The detailed interleaved OFDM technology is introduced as follows. In this
dissertation, 𝑁𝑐 subcarriers are uniformly assigned in a bandwidth of 𝐵. For the
sake of conciseness, the OFDM in this chapter mainly focuses on the frequency
domain signal processing descriptions with enough cyclic prefix issued to avoid
ISI as default. Therefore, the training symbols can be presented as 𝒔𝑡𝑟 ∈ C𝑁𝑐×1

covering all the allocated subcarriers. The principle of interleaved OFDM is
distributing sparse subcarriers to each Tx antenna without overlapping with
other ones. A subcarrier selection matrix 𝑮𝑛𝑑 ∈ C𝑁𝑐×𝑁𝑐 is defined for the 𝑛𝑡ℎ

𝑑

Tx RF chain with diag(𝑛𝑑 +𝑁𝑑 ∗ (𝑎−1)) = 1 and all other elements to be 0, and
𝑎 ∈ {1, 2, 3, ..., 𝑁𝑐/𝑁𝑑}. Afterward, the training symbols for the 𝑛𝑑th antenna
can be be expressed as

𝒔𝑡𝑟𝑛𝑑 = 𝑮𝑛𝑑 𝒔
𝑡𝑟 . (7.3)

At Rx, each antenna receives signals from all the subcarriers, with each subcar-
rier containing the channel coefficient contributed by the specific Tx antenna as
shown in Figure 7.1. By computing the ratio between received symbol 𝑠𝑛𝑐𝑚𝑑

and
training symbols 𝑠𝑡𝑟 ,𝑛𝑐 using the LS method from (3.3) at the 𝑛𝑐 subcarrier, the
estimated channel coefficients from the digital channel matrix �̂� for the 𝑚𝑑th
Rx chain at the 𝑛𝑡ℎ𝑐 subcarriers are

ℎ̂𝑛𝑐𝑚𝑑
= 𝑠𝑛𝑐𝑚𝑑

/𝑠𝑡𝑟 ,𝑛𝑐 . (7.4)
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By repeating the same training symbols 𝑃 times, the final channel coefficient
can be computed by averaging

ℎ
𝑛𝑐

𝑚𝑑
=

1
𝑃

𝑃∑︁
𝑝=1

ℎ̂𝑛𝑐𝑚𝑑
(𝑝). (7.5)

7.3 Hybrid Channel Estimation Algorithm

The problem of digital channel estimation should be resolved with the help
of interleaved OFDM technology. The entire channel estimation algorithm for
the proposed IRS hybrid MIMO beamforming system still needs to be deve-
loped, combining the digital channel estimation with the analog beam training
algorithm.

7.3.1 Analog Beam Training

Similar to the derivation of the 𝑭𝑇𝑥,𝑅𝐹 from Chapter 6, algorithms such as
exhaustive search and hierarchical codebook can also be utilized in the hybrid
MIMO beamforming system. However, due to the existence of multiple antenna
units, yielding multiple Rx and digital chains based on our singleuser MIMO
assumption, the peak detection for the DoD has to be utilized through all
the Rx signals. Therefore, the goal for analog beamforming, defined by the
quality indicator 𝑄(Θ′) in (6.1), is to maximize the performance over all Rx
channels and angles of interest, which mathematically optimizes the set of
phases 𝜑 (𝑚, 𝑛, \′, 𝜙′) from (2.16) for 𝚽𝑛𝑑 . This relationship can be expressed
as

𝚽𝑛𝑑 (𝑚 + 𝑀 ∗ (𝑛 − 1)) = 𝜑
(
𝑚, 𝑛, \′, 𝜙′

)
= argmax\ ′ ,𝜙′=0◦

1
𝑀𝑑

𝑀𝑑∑︁
𝑚𝑑

𝑄(Θ′).
(7.6)
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7.3.2 Interpolated Digital Channel Estimation

The goal for hybrid beamforming is to minimize the error between the op-
timum beamforming 𝑭𝑜𝑝𝑡 and 𝑭𝑇𝑥 [AEALH14], which can be denoted by
min

𝑭𝑜𝑝𝑡 − 𝑭𝑇𝑥


𝐹

, where ‖·‖𝐹 is the Frobenius norm. With the analog be-
amforming matrix 𝑭𝑇𝑥,𝑅𝐹 derived by the analog beam training, the estimated
beamforming direction \′𝑛𝑑 for the 𝑛𝑑th IRS is determined. Therefore, the ef-
fective digital channel matrix becomes

𝑯𝑑 = 𝑯𝑭𝑇𝑥,𝑅𝐹 , (7.7)

which is the estimation goal for digital beamforming. Based on the matrix
computation, the size of 𝑯𝑑 is reduced to 𝑀𝑑 ×𝑁𝑑 with the computational cost
largely saved. Following (7.3) to (7.5), the channel coefficients at each Rx can
be computed. By considering all the subcarriers and averaging through training
intervals, we use 𝑯𝑚𝑑

to denote the channel matrix derived at the 𝑚𝑑th Rx
chain. This contains all the digital channel coefficients between the different Tx
antennas to the specific Rx antenna due to the interleaved OFDM carriers. To
derive the elements from each Tx, the generation matrix in (7.3) can be used
and

𝑯
\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

= 𝑮𝑛𝑑𝑯𝑚𝑑
(7.8)

expresses the channel coefficients from the 𝑛𝑑th Tx antenna via the estimated
DoD \′𝑛𝑑 derived from the analog beam training. However, it can be seen
that these coefficients only cover the interleaved sparse subcarriers, which are
not enough to realize full MIMO gain utilizing the whole bandwidth. Thus,
interpolation algorithms are required to derive the full estimated effective digital
channel matrix �̂� for all the subcarriers.

The interpolation steps can be found in Algorithm 4. For initialization, the
number of Tx antennas 𝑁𝑑 , Rx antennas 𝑀𝑑 , and subcarriers 𝑁𝑐 are known.
As the input of the algorithm, the measured and averaged 𝑯

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

is loaded,
which has zero elements between the valid subcarriers due to the interleaved
gaps. After IDFT, the measured CIRH

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

is derived. This CIR has a periodic
property due to the interleaved subcarriers and down sampling is required
to abstract the desired 𝑁𝑐/𝑁𝑑 samples, which yields H

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

. Afterward, in
order to recover the full 𝑁𝑐 samples, a zero-padding (ZP) is implemented
and the zero-padded-CIR (ZP-CIR) Ĥ

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

is derived. Finally, the ZP-CIR
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undergoes a DFT to produce the CFR and the missing carriers from 𝑯
\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

are

interpolated yielding channel coefficient estimates �̂�
\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

over all subcarriers.
This algorithm is operated through all the 𝑀𝑑 Rx chains to get the complete
estimated effective channel matrix �̂�. Detailed analysis of this algorithm will
be presented altogether with measurement results in the following sections.

Algorithm 4 : Interpolation Algorithm
Initialization: 𝑁𝑐, 𝑀𝑑 , 𝑁𝑑

for 𝑚𝑑 = 1 to 𝑀𝑑 do
Input: Measured interleaved CFR 𝑯

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

1. H
\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

= IDFT
{
𝑯

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

}
2. Down sampling H

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

to 𝑁𝑐/𝑁𝑑 samples
3. Zero padding H

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

back to 𝑁𝑐 samples
4. �̂�

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

= IDFT
{
Ĥ

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

}
end

7.4 System Description

As an IRS MIMO hybrid beamforming system, it occupies the most number
of devices in this dissertation. Therefore, it is essential to describe the detailed
settings clearly, to support the further analysis of the results.

7.4.1 Complete System Setup

In this section, the IRS MIMO hybrid beamforming system is introduced as
the most advanced setup in this dissertation. In the following result analysis
sections, a reduced number of digital chains might be used but can be regarded
as partially activating the complete system. The system model of our proposed
setup is presented in Figure 7.2. The scenario considers singleuser downlink
communication from a BS equipped with 𝑁𝑑 = 3 IRSs to a full digital UE
equipped with 𝑀𝑑 = 4 receive antennas, corresponding to the same number of
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RF channels. The implemented devices follow the ones described in Chapter
5. Two SDRs are required for both Rx and Tx sides to realize this MIMO
dimension. The IRS hybrid MIMO beamforming system is demonstrated in an
indoor environment via a 2 m link distance, as shown in Figure 7.3. The LoS
channel dominates the signal transmission with possible reflection paths in this
condition. For OFDM signals, 𝑁𝑐 = 2048 active subcarriers are assigned in the
1 MHz bandwidth. QPSK symbols are transmitted.

IRS hybrid Tx

RF Frontend

 Host PC

Programmable

Metasurfaces

Digital Rx

DSP

Tx SDRs

Rx SDRs

LO

SPI FPGA

MIMO channel

Reference and PPS

Figure 7.2: System model for PM hybrid MIMO beamforming.

PM setup

USRP X310
and

OctoClock

Host PC
and

LO source
UE antenna 

array

Figure 7.3: Measurement environment for the IRS hybrid MIMO beamforming system for singleu-
ser scenario.
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Figure 7.4: General digital signal processing flow graph operated by PC.

7.4.2 Signal Processing Flow

The signal processing flow for the IRS hybrid MIMO system operated in the
host PC from Figure 7.2 is depicted in Figure 7.4. The signal processing flows
are defined into three aspects: Tx signal processing, Rx signal processing, and
channel estimation related processing. The signals for different data streams
are initially in bit format and modulated to QPSK symbols, with its generation
mentioned in Figure 3.2a. If the training symbols are generated for channel
estimation, interleaved OFDM signals are allocated based on the descriptions
in the last section to enable frequency and spatial orthogonality among the
signals from different IRSs. If the signals are generated for data transmission,
conventional OFDM allocation takes place with all the subcarriers allocated
with transmitting signals, as mentioned in Chapter 3. Afterwards, precoding
is an alternative based on the data transmission methods from (3.11). Then,
a guard band can be inserted to avoid interference. Before the signals are fed
into antennas, IDFT, sufficient CP, and P/S conversion should be considered.
After applying the channel, CP should be removed after the S/P conversion
at the Rx side, and DFT converts the signals back to the frequency domain.
Since the guard band is filled with null symbols, it can be removed before the
post-processing. If the signals are training symbols, interleaved OFDM channel
estimation from the last section is operated, and MSE can be computed here
to analyze the channel estimation performance. If the signals are received for
data transmission, equalization based on the methods from Section 3.4 takes
place to derive the recovered signals, which are further deallocated to the
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corresponding subcarriers and data streams. After QPSK demodulation, the
signals are transferred back to bit format, where the BER can be computed
using (3.1). For the beam training metrics introduced in Figure 6.1, the power
can be directly analyzed after the Rx antennas to avoid further signal processing.
The cross-correlation between the training symbols and the received signal is
computed after removing the guard band since this avoids the computation for
null subcarriers. The MER has to be analyzed once the QPSK symbols are
recovered, which requires the most signal processing blocks but achieves the
most reliable performance. For the signal processing order, the communication
frame starts with the training symbols. Beam training first takes place, and
the OFDM interleaved channel estimation is operated in the optimum DoD
beamforming direction. Once the CSI is derived, data transmission takes place.

7.5 Experimental Results

Measurements can be carried out to confirm the accuracy of the algorithms
and prove the practicability of the IRS MIMO hybrid beamforming system ba-
sed on the mathematical model and the algorithms mentioned in the previous
sections. The experiment results include comparisons with various digital be-
amforming methods as well as channel estimation, data propagation, and signal
recovery. These research results support the comprehensive study of the IRS
hybrid MIMO system.

7.5.1 Channel Estimation Results

Channel estimation, the first step in communication signal processing, must
be carried out to estimate the CSI for signal recovery methods. The channel
estimation results are divided into analog beam training and interleaved OFDM
digital estimation, maintaining the structure from the previous section.

Analog Beam Training

Using the similar beam training strategy mentioned in Section 6.1.2, and com-
bining with the multi-antenna consideration in 7.6, the analog beam training
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Figure 7.5: IRS MIMO hybird beamforming system beam training results.

for all 3 IRSs is presented in Figure 7.5a. The DoD from the IRS point of
view is measured to be −4◦, 0◦, and 10◦. An exhaustive search algorithm from
Section 6.1.2 is implemented for each IRS. Since the properties of different
metrics have been discussed in Table 6.1 and Figure 6.3, the averaged power
is implemented here as a representation. By making the combined observation
for beam training at all the Rx antennas, the delivered results become more
reliable due to MIMO gain. Using MER as an example, a comparison of SISO
beam training using one of the Rx antennas and the SIMO beam training using
the entire Rx array is presented in 7.5b. The ZF equalization from (3.5) is im-
plemented for both cases, and a significant difference can be observed for the
SIMO system considering the contribution of 3 Rx chains due to the benefits
of MIMO diversity, which makes the channel estimation more robust.

Digital Channel Estimation

Once the analog beamforming part 𝑭𝑅𝐹,𝑇𝑥 is derived, the effective digital chan-
nel matrix is formulated as (7.7). To have a better visibility, the Algorithm 4 is
transformed into the flow graph in Figure 7.6(a). For the first step, the measured
and averaged 𝑯

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

can be derived by implementing LS channel estimation
(3.3) between each Tx and Rx antenna pairs with the help of interleaved OFDM
at the optimum beam training angle duration. By observing Figure 7.6(b) as
an example using the subcarriers from 𝑛𝑐 = 1000 to 1100, 𝑯\ ′𝑛𝑑

𝑛𝑑 ,𝑚𝑑
has zero
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elements between the valid carriers due to the interleaved gaps. After IDFT, the
measured CIR H

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

shows a periodic property observed as three same peaks
in Figure 7.6(d) due to the interleaved subcarriers. Each period of CIR shows a
single high peak, and a few other smaller peaks due to the domination of LoS
transmission and a few weak reflection paths contributed by the indoor envi-
ronment in this dissertation. Afterward, the under-sampling operation picks the
first 𝑁𝑐/3 samples of the CIR and undergo ZP back to 𝑁𝑐 samples, which leads
to the ZP-CIR Ĥ

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

in Figure 7.6(c). The CIR undergoes a DFT to produce the
CFR and the missing carriers from 𝑯

\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

are interpolated yielding channel

coefficient estimates �̂�
\ ′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

over all subcarriers as shown in Figure7.6(e).

To prove the accuracy of the interpolated channel estimation, channel coef-
ficients are also measured between a single active Tx and Rx chain. In this
case, full subcarriers are assigned to this pair of the transceiver chain, which
yields measurements through the entire bandwidth expressed by Figure 7.6(e).
A good matching between the measured and interpolated channel coefficients
can be observed, proving that the CSI can be properly derived efficiently by
implementing interleaved channel estimation. Considering all the Tx and Rx
combinations of 𝑛𝑑 and 𝑚𝑑 , the total estimation of the effective channel matrix
is denoted as �̂�. Due to the interleaved OFDM signal processing, all the Tx and
Rx chains can be active and operate the computation simultaneously. Moreo-
ver, the aforementioned digital signal processing can be operated by using the
samples received at the peak angle quality \′𝑛𝑑 duration from the analog beam
training, which further reduces the channel estimation latency.

Determination of OFDM Frame

In order to correctly estimate the channel, it is also necessary to decide how
sparse the interleaved subcarriers should be. Two coefficients determine the
performance. The first coefficient is the number of subcarriers 𝑁𝑐. With a
determined bandwidth, the subcarriers are uniformly distributed with the sub-
carrier spacing 𝑁𝑐/𝐵. Therefore, the fewer subcarriers distributed, the less CFR
needs to be measured. The second coefficient is the interleave index. The mi-
nimum interleave index is 𝑖𝑐 = 𝑁𝑑 to ensure the orthogonality between each
Tx antenna. This number can also be increased to reduce the number of mea-
surements. However, changing the coefficients mentioned above should also
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Figure 7.6: Digital channel estimation based on interpolated OFDM carriers. (a) Signal processing
flowgraph. (b) Measured interleaved carriers from 𝑛𝑐 = 1000 to 1100 at one Rx chain.

(c) ZP-CIR Ĥ
\′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

after zero-padding (d) CIR H
\′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

after IDFT of 𝑯
\′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

. (e)

Estimated �̂�
\′𝑛𝑑
𝑛𝑑 ,𝑚𝑑

covering all interested carriers after interpolation.

consider the spacing between the two measured carriers for each Tx antenna. If
the frequency gap is too large, there will be missing information leading to an
ill-estimated CFR, which results in improper signal recovery.

The number of DFT points decides how many subcarriers are needed to repre-
sent CFR. There are upper and lower bounds for determining the DFT points.
On one hand, enough subcarrier should fulfill 𝑁𝑐/𝐵 < 𝐵𝑐, where 𝐵𝑐 is the
coherence bandwidth. Coherence bandwidth is the bandwidth over which the
channel frequency response does not change significantly within it. Otherwise,
the subcarrier spacing in frequency becomes too small, and ICI occurs if the
channel is time selective or if there are any Doppler shifts. However, since
our proposed system is stationary, or at least stationary in a period for signal
processing, the upper boundary of 𝑁𝑐 is not critical.

The lower boundary of 𝑁𝑐 is critical for us due to the required channel estimati-
on accuracy. In order to determine the number of FFT points, the SISO system
transceiving with full bandwidth is considered. With LS channel estimation as
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in equation (3.3), it is possible to obtain the channel coefficients for the subcar-
riers. Figure 7.7 shows the phase of the channel matrix with 𝑁𝑐 as 64, 128, 256,
512, 1024 and 2048 in measurement, since amplitude is stable in the narrow
bandwidth of 1 MHz, its performance is neglected. For lower numbers, e.g. 64,
128, 256, subcarriers cannot represent the whole channel because the spacing
between every two points is too large, with the frequency periodicities between
the measured points neglected. For example, the curve with 128 subcarrier in
Figure 7.7 covers a wide frequency range with a straight line between measu-
red points, which leads to loss of phase information. Subcarriers get enough
for higher numbers, and the measured CFRs with 1024 and 2048 subcarriers
overlap with the result from 512.
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Figure 7.7: Phase of the measured CFR using 64, 128, 256, 512, 1024 and 2048 subcarriers.

However, to implement the proposed interleaved OFDM channel estimation,
the interpolation index should also be considered. For ZP-CIR, the interpolated
phase will not consider multiple ripples within the two measured points. There-
fore, the frequency spacing between the two measured points should not contain
multiple frequency periodicities. When interpolating the CFR, the minimum
number of interleaved steps is the same as the number of transmit antennas,
which is 𝑁𝑑 . However, the number of interleaved steps can arbitrarily change
and will influence the results’ performance. For the completeness of measu-
rement, 𝑖𝑐 of 1,2,3,4,6,8 interleave index are measured for the performance of
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(a) Equalization results using different 𝑖𝑐 .
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(b) Equalization results with 𝑖𝑐 = 8.

Figure 7.8: Channel interpolation analysis.

𝑖𝑐 1 2 3 4 6
MER(dB) 28.84 26.93 26.91 26.64 26.61

Table 7.1: MER of OFDM interpolation using different interleaved factors 𝑖𝑐 .

a single Tx and Rx chain for simple representation using 𝑁𝑐 = 2048. After
interpolating the full matrix, equalization can be performed, and the results
are shown in Figure 7.8. It can be observed that until 𝑖𝑐 = 6, the constellation
clusters of the recovered QPSK symbols are very similar and overlapping with
each other. Therefore, the MER from Figure 7.8a are listed as in Table 7.1.

The results proved that when the interleaved step is smaller, the carriers that
needed interpolation are closer, and interpolation will be more precise with
higher MER. When 𝑖𝑐 is 1, there is no interpolation, and the MER is much
higher than the others. When 𝑖𝑐 becomes larger, the MER reduces slowly, but
until 𝑖𝑐 = 6, the CFR can be interpolated well, showing very similar constel-
lation clusters in Figure 7.8a. However, when it comes to 𝑖𝑐 = 8 as in Figure
7.8b, it is impossible to estimate the whole CFR because the spacing between
neighbouring estimated points is large such that the spectrum is interpolated in-
correctly. This case is the same as using 256 subcarriers to estimate the channel
from Figure 7.7. With such large spacing between the measured coefficients,
the ambiguities lead to phase rotations, with some symbols at the interpolated
carriers wrongly recovered with a wrong phase contribution, as can be obser-
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ved in Figure 7.7. In order to interpolate the measured channel coefficients and
obtain a proper performance under interleaved OFDM, 𝑁𝑐 has to be larger than
2048/6×3 = 1024 since 𝑖𝑐 is at least 𝑁𝑑 = 3 based on the proposed IRS system
setup. To achieve a proper performance with reason computational effort, 2048
subcarriers are determined to transmit data in this dissertation.

In the end, the complete frame structure in the frequency domain is therefore
determined as in Figure 7.9. In total, 4096 subcarriers are used altogether,
including 1792 guard subcarriers at the edges of the spectrum, as a standard
strategy in OFDM to avoid frequency leakage. In the middle, 256 subcarriers
are spared for DC, which is not transmitting any data because of DC distortion
possibly caused by LO self-mixing, which usually happens with SDRs and the
implemented RF modules. The DC subcarriers are also neglected in the CFR
interpolation. The rest 𝑁𝑐 = 2048 subcarriers are allocated with data in the
frequency domain.
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Figure 7.9: OFDM frame structure in this dissertation.

7.5.2 Data Propagation and Signal Recovery

Once the estimated effective channel matrix �̂� has been derived successfully,
it can be utilized for data propagation and signal recovery. On the one hand,
data propagation builds up the last important part of the entire communication
system. On the other hand, with the help of signal recovery, the accuracy of
the proposed channel estimation algorithm can be proved. Detailed studies are
introduced to concretely analyze the system, focusing on different aspects in
the following sections.
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(a) Precoding results for SISO.
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(b) Equalization results for SISO.

Figure 7.10: Constellation diagrams for recovered signals.

SISO Results

Firstly, SISO results can be illustrated in Figure 7.10a and 7.10b with signal
processing methods of ZF precoding from (3.11) and equalization from (3.5).
In this case, 𝑁𝑑 = 𝑀𝑑 = 1, which is very similar to the SISO measurements
from Figure 6.1. The measurement is briefly repeated here for the analysis of
MIMO gain in comparison with other MIMO dimensions. As a result, their
MER, transmit power, and SDR normalized received power are listed in Table
7.1. As the first appearance, the SDR normalized power is an automatically
quantized value shown in the host PC. This value is linearly corresponding
with a real-world power, with the value 0.5 corresponding to −40 dBm from
the input of Rx SDR. In Figure 7.11, it can be observed that with the increase
of Rx power, the MER does not increase linearly as SNR. This is caused by
the interference from leakage and undesired reflections due to the hardware
imperfection that can never be eliminated, with its contribution increasing
with the Rx power. These undesired contributions affect the MER with limited
performance. Therefore, the MER of the system has a soft upper boundary.
Please notice that, with different channels and measurement environments, the
same MER value has different corresponding Rx power levels. In other words,
the numerical relationship in Figure 7.11 does not always hold, but the curve’s
trend is constant.
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Figure 7.11: An example for relationship of SDR normalized power and System MER.

Go back to the SISO signal recovery in Table 7.2, it can be observed that
equalization for SISO outperforms precoding for SISO. The reduced Tx power
causes this after the precoding. However, no matter which method is chosen,
the ratio between noise and signal will stay the same according to the transmit
power. Since the MER is regarded a quasi SNR, the MER from precoding
is used as the benchmark for the simulation, which leads to the simulated
MER for precoding very close to the measured results in Table 7.2. From this
table, the average transmit power for precoding is 8.26 times smaller than the
equalization, resulting in 9.2 dB reduction in MER for precoding in simulation.
In measurements, the results are affected by the behavior from Figure 7.11.
When unitary power is transmitted and equalization is implemented, an MER
of 29.9279 dB is derived instead of the theoretical 27.49 + 9.2 = 36.69 dB for
equalization case.

MER(dB) Transmit
power

Received
power

Simulated
MER(dB)

Precoding 27.63 0.12 1 27.49
Equalization 29.93 1 (unitary) 8.19 36.63

Table 7.2: Results for SISO precoding and equalization.
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MER(dB) Transmit
power

Received
power

SIMO equalization 30.27 1 41.39
MISO Precoding 28.32 0.04 1

Table 7.3: Results for MISO precoding and SIMO equalization.

SIMO and MISO Results

After the verification of the system characteristics using a SISO system, the
results of SIMO equalization and MISO precoding are shown in Table 7.3. Since
only one data stream is transmitted for both cases, the constellation diagram
is similar to the ones in Figure 7.10, only with different MERs. Therefore, the
figures are omitted for simplicity. For SIMO results, Due to the imbalance of
different SISO, the actual total power increasing in the SIMO system is actually
5 times lager. The reason is that the three received signals are in different quality,
for channel matrix 𝑯𝑑 =

[
ℎ1,1, ℎ2,1, ℎ3,1

]𝑇 in SIMO situation, the estimated
magnitude of channel coefficients of �̂� are separately 2.8, 3.3, 4.6, and the worst
one was used in the SISO measurement. However, due to the system limitation
mentioned above, although MRC could be utilized in this case, only a small
amount of SNR increase is visible, which is bounded to 30.27 dB.

For MISO precoding, the gain due to the diversity order can be better visualized.
With proper combining scheme, the average power of transmit signal is 0.04,
which is 4.36 dB lower than the SISO case in Table 7.1. The Rx power for
MISO and SISO has the same normalized value 1, due to the property of
precoding from (3.11). Based on the measured MISO MER in Table 7.4, the
MISO has 28.32 - 27.63 + 4.36 = 5.05 dB diversity gain, which theoretically
should be 4.77 dB. This difference is because the channel SISO used is the
second strongest channel in the MISO system. For channel matrix in MISO
with 𝑯𝑑 =

[
ℎ1,1, ℎ1,2, ℎ1,3

]
and the measured magnitude of the elements in �̂�

are 2.85, 2.80 ,2.38, which leads to a small extra gain for measurement results.
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(a) Precoding results for 3×3 MIMO.
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(b) Precoding results for 3×3 MIMO after MRC.

Figure 7.12: Constellation diagrams for recovered signals using ZF precoding.

MIMO Results

For the next step, the MIMO dimension of the hybrid beamforming system is
increased to different ranks shown in Table 7.4.

MER(dB)
Signal 1

MER(dB)
Signal 2

MER(dB)
Signal 3

MER(dB)
after MRC

Transmit
power

Capacity
(bit/s/Hz)

MIMO 3×3
precoding 26.72 24.63 22.34 28.03 0.24 14.39

MIMO 3×3
equalization 25.98 25.58 26.36 30.87 3 18.02

MIMO 3×4
equalization 28.37 27.63 27.89 31.40 3 18.27

MIMO 3×3
SVD 29.11 27.67 21.11 N/A 3 19.63

MIMO 3×4
SVD 28.70 27.54 19.62 N/A 3 20.64

Table 7.4: Results for 3×3 and 3×4 IRS hybrid MIMO system

The MER results of ZF precoding for the recovered signals in a 3×3 IRS hybrid
MIMO system are 26.72, 24.63, 22.34 dB as in Figure 7.12a with different
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(a) Equalization results for 3×3 MIMO.
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(b) Equalization results for 3×4 MIMO.

Figure 7.13: Constellation diagrams for recovered signals using ZF equalization.

colors. For different MER, variant sizes of clusters can be clearly observed.
For a 3×3 MIMO system, multiple data streams can be transmitted, and the
MER result for each recovered signal should be similar to the MISO precoding
result. However, the channel estimation of a 3×3 MIMO matrix leads to more
channel coefficients which suffer from more interferences, leading to smaller
MERs compared to Table 7.3. If the transmit data stream is the same, it is
possible to combine the equalized signal using MRC on the Rx side. After
MRC, the combined MER for precoding is 28.0258 dB. An improved MER
can be observed in comparison to transmitting different signals at the Tx side,
thanks to the transmit diversity gain.

For ZF equalization with the dimension of 3×3, the same problem as ZF
precoding remains. The derived MER for each individual recovered signal can
not outperform the result in Table 7.3. Again, this is a reasonable trade-off
since higher number of data streams can be transmitted simultaneously. As
additional analysis, using MRC with the same signal being transmitted, the
MER is increased due to the transmit diversity. The same behavior also stands
for the 3×4 MIMO dimension. By comparing channel equalization for 3×3 and
3×4 MIMO system, it is obvious that there is more gain for more receivers as
shown in Figure 7.13a, 7.13b and in Table 7.4. The QPSK clusters in Figure
7.13b are smaller than the ones in 7.13a, corresponding to larger MER in Table
7.4. Therefore, the improvement of recovered signal quality due to the extension
of the MIMO scale can be clearly observed.
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For beamforming using SVD, the results are shown in Figure 7.14a and 7.14b.
The corresponding MER can be seen in the last two rows from Table 7.4. The
water-filling effect can be observed with the 1st recovered signal having the best
quality and the third signal having the worst. This meets the fact from (3.13)
that the singular values of 𝑺 decrease from the first-order diagonal element to
the lower ones. In Table 7.4, the MIMO channel capacity is computed based
on (2.28). For precoding, the channel capacity is the lowest. This is caused
by illumination leakage between different IRSs. After the implementation of
precoding, the output power at each feeding antenna of IRS differs, which
leads to a different power distribution profile to the condition when training
symbols with the same power among Tx antennas are transmitted. Therefore,
the channel estimation leads to additional mismatches and decreases the channel
capacity. For equalization and SVD, the transmit power is three times the unitary
power uniformly distributed among the illumination antennas, which solves the
problem from precoding. Logically, SVD has the largest capacity among all
the results, with 3×4 MIMO outperforming 3×3 MIMO, which is also the
design reason for this method. However, SVD has a bad fairness performance
for different channels or UEs. In practice, this has to be considered because
the total capacity may not be the most significant target under some conditions.
Sometimes, it can be more important to avoid bad quality for each channel
or UE. Since SVD is a designed algorithm to achieve the maximum spatial
multiplexing, the attempt of MRC is not leading to the maximum diversity.
Therefore, the MRC results for SVD are not computed.

7.5.3 Digital Beamforming Comparison

Based on the measurement above, the MIMO properties can be visible in the
novel IRS hybrid MIMO beamforming system. In order to further prove the
system feasibility and the accuracy of the channel estimation algorithm, the
performances of ZF and MMSE methods, as well as the combination with SIC,
can be studied and verified at the Rx signal. First of all, simulation results based
on the measured 3×3 effective matrix �̂� are implemented in simulations as in
Figure 7.15. The solid red, green, and blue curves are the ZF equalization results
for three recovered signals in the MIMO system, and we can see that MMSE
equalization outperforms ZF equalization due to the trade-off consideration
of noise and interference term mentioned (3.6). When the MER is lower, the
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(a) SVD results for 3×3 MIMO when transmitting
different data streams.
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(b) SVD results for 3×4 MIMO.

Figure 7.14: Constellation diagrams for recovered signals using SVD.

difference between ZF and MMSE equalization is more obvious. At higher
MER of system, MMSE has only slightly higher performance compared with
ZF equalization, since when the noise term is relatively low, MMSE converges
to ZF.

SIC equalization algorithm uses iterative computation and recovers the signals
one by one, as described in Figure 3.4. It can also be simulated as in Figure 7.15
based on the estimated channel �̂�. For the first signal results, the MMSE-SIC
curve overlaps with MMSE equalization, and ZF-SIC superimposes with ZF
equalization because the signal at the first iteration has no previous cancella-
tion of any interference from other signals. Starting from the second signal,
equalization methods based on SIC show benefits. Besides, the later the signal
is recovered, the higher its improvement since it can be spotted that the diffe-
rence between SIC and non-SIC equalization is the highest for the third signal.
This is because more interference signals are eliminated when subtracting the
optimum signal in each iteration. Comparing MMSE-SIC and MMSE-ZF, the
improvement of MMSE-SIC against MMSE equalization is lower. This is be-
cause MMSE already considers a fair amount of interference that overlaps with
some contributions of the SIC method.

Regarding measurements, for the 3×3 MIMO system, the results of different
equalization methods are listed in Table 7.5. For ZF-SIC equalization in the
1st iteration, the third signal is the best-equalized signal with the highest MER
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Figure 7.15: Simulation results of different equalization methods in MIMO system for three signals.

MER(dB) Signal 1 Signal 2 Signal 3
ZF equalization 25.98 25.58 26.36

ZF-SIC equalization 27.15 26.09 26.36
MMSE equalization 26.02 25.61 26.37

MMSE-SIC equalization 27.11 26.84 26.37

Table 7.5: 3×3 MIMO equalization results using different equalization methods

from Table 7.5, and it will be selected and subtracted from the received signal.
The resulting signal will perform ZF equalization for the 2nd iteration, and the
resulted MER is 27.15 dB and 25.88 dB. Then the first signal has the highest
MER and is chosen for the 2nd iteration. Finally, the second signal has an
MER of 26.09 dB. MMSE-SIC equalization follows a similar process. In the
1st iteration, the 3rd signal is selected based on Table 7.5 and the resulting MER
for 1st and 2nd signals are 26.48 dB,26.84 dB. The second signal is selected
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7 Hybrid MIMO Beamforming System using IRS

for the 2nd iteration, and the equalized MER for signal 1 is 27.11 dB. For
both ZF and MMSE equalization, the improvement for SIC-based equalization
can be clearly observed in the 3×3 IRS hybrid MIMO system by comparing
the SIC and non-SIC results in Table 7.5. Comparing ZF and MMSE results,
MMSE outperforms ZF in all signals and equalization methods. However, the
improvement is not very obvious since the proposed system is operating at a
high SNR region with low noise and interference term. All the measurement
results mentioned above prove that the IRS hybrid MIMO system reacts to the
correct behavior of the existing methods and verify the accuracy of the channel
estimation.

7.5.4 General Performance

Instead of observing the system performance at a fixed configuration, the average
MER derived by ZF equalization is tuned in a broader range by changing the Rx
power. This effectively expresses the system performance under different signal
strengths. The BER in Figure 7.16a is derived by analyzing 20460 recovered bits
based on (3.1). For MER higher than 13 dB, the BER stays 0 for our examined
bits. The normalized MSE values in Figure 7.16b are derived by averaging
10230 estimated channel coefficients. The normalized MSE values for the Rx
signals are also presented as additional evidence. The normalized MSE values
are at levels comparable to [ZLG+21]. All the results mentioned above show
that the IRS hybrid MIMO beamforming system challenges are solved, and our
proposed hybrid channel estimation algorithm realizes proper data transmission
even with the unknown CSI at each IRS unit cell, which solves the challenges
properly mentioned in Section 4.6.

7.6 IRS hybird MIMO Beamforming Multiuser
Results

For completeness, the proposed system will also be investigated in a multiu-
ser scenario. The difference compared to a singleuser is that the UEs cannot
exchange data assuming the mobile communication environment. The system
model is similar to Figure 7.2, but the Rx chains can no longer exchange data
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Figure 7.16: IRS hybrid MIMO channel estimation performance.

for cooperative signal recovery since independent UEs are considered. In ad-
dition, each IRS is not supposed to support all UEs since the spatial positions
are considerably distributed. In this experiment, the Rx UEs in Figure 7.17
employ the dielectric resonance antenna designed in [KEJ+20]. The analogue
beam training strategy has to be correspondingly modified in this condition.
Assuming the estimated DoD from the 𝑛𝑑th IRS to the 𝑚𝑑th UE to be \′𝑚𝑟 ,𝑛𝑡

,
the global performance has to be optimized through all the combinations among
𝑁𝑑 IRSs and 𝑀𝑑 UEs. After this operation, each PM is allocated to a specific
user considering 𝑁𝑑 = 𝑀𝑑 in this experiment. However, there will always be
power leakage to undesired users due to the sidelobes of 1-bit IRS beamfor-
ming presented in Figure 4.15. Therefore, additional analysis and solutions are
required.

7.6.1 Equivalent Multi SISO

The first solution is to regard this multiuser MIMO system as combining several
SISO systems since each IRS is responsible for one UE. A simple ZF algorithm
based on LS is implemented for channel estimation and signal recovery. Howe-
ver, this will distort the desired signal since the interference from other IRSs is
not eliminated. As example is presented in 7.18 using 2 UEs. For both constel-
lation diagrams, the QPSK symbols are spread to sub-QPSK symbols for each
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7 Hybrid MIMO Beamforming System using IRS

Figure 7.17: Placement of DRA antennas in multiuser scenario.
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(b) Recovered signal at UE2.

Figure 7.18: Multiuser recovered symbols with interference.

cluster caused by interference from the signal for another UE. UE1 suffers from
a higher interference level, leading to a severe spreading of QPSK symbols.

7.6.2 FDMA

It is reasonable to separate the spectrum to different users to avoid interference
among the users, which is the FDMA method. For the 3×3 MIMO system,
bandwidth is equally divided into three non-overlapping parts, and each pair of
Tx and Rx possesses one part. Therefore, the MIMO system can be interpreted
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(b) Recovered signal at UE2.

Figure 7.19: Multiuser recovered symbols using FDMA strategy.

as 3 SISO systems, and each SISO system occupies 1/3 of the bandwidth
compared with before. Each receiver undergoes its channel estimation and
signal recovery, shown in 7.19a. With the FDMA strategy, interference from
other UEs is only located at the unused band of the desired signal, leading to
high-quality recovered symbols.

7.6.3 Precoding for Interference Cancellation

FDMA method is simple to realize, but this decreases the capacity since only
a part of the bandwidth is used for each UE. Another method which solves
this problem is precoding for interference cancellation. For precoding, signal
processing only takes place at the transmitter side, which fulfills the UE privacy
requirement for the multiuser scenario. With ZF precoding at Tx, the interfe-
rence from the other channel can be eliminated, and the received signal is shown
in 7.19b. Different colour represents a different received signal, and their MER
can be listed in Table 7.6. It can be seen that the FDMA generally outperforms
precoding methods. Because the channel estimation dimension is smaller and
there is no interference from undesired channels, resulting in a higher MER.
However, precoding enables to occupy the entire bandwidth for each transmit-
ter, increasing the channel capacity and data rate. In this experiment, 1 MHz is
occupied based on the frame structure in Figure 7.9, QPSK symbols are trans-
mitted and a guard interval of 20% is added in each OFDM symbol duration.
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7 Hybrid MIMO Beamforming System using IRS

Considering three data streams in the MIMO dimension, 5 Mbps data rate is
achieved for the precoding case. For FDMA, since only 1/3 of the subcarriers
are occupied for each data stream, the data rate is reduced to 1.67 Mbps. In
conclusion, FDMA eliminates the interference better which realizes a higher
system MER with the sacrifice of da ta rate in comparison to the precoding
method

MER(dB) Signal 1 Signal 2 Signal 3 Data rate(Mbps)
FDMA 27.56 28.34 27.98 1.67

Precoding 26.74 24.38 25.11 5

Table 7.6: MER results using FDMA and precoding in multiuser scenario.

7.7 Conclusion on this Chapter

This chapter demonstrated and studied the first IRS MIMO hybrid beamforming
system. By investigating the advanced idea, fruitful results were produced.
The novel system analysis included data propagation, channel estimation, and
signal processing analysis. A novel hybrid channel estimation algorithm was
developed by combining beam training and the interleaved OFDM algorithm for
channel estimation. Further data recovery was performed using the precisely
estimated CSI. Various data recovery techniques and plans were utilized in
various MIMO dimensions. The features of various data recovery techniques
and MIMO gains were presented clearly and accurately. This proved the new
channel estimation algorithm’s accuracy and the viability of the newly proposed
IRS MIMO hybrid beamforming system. The outcomes provided compelling
evidence of the IRS’s potential to advance communication in the future. Along
with the MIMO singleuser scenarios, the multiuser scenario was successfully
studied while considering its specific characteristics.
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8 IRS for Channel Assistance

As discussed in Chapter 4, IRS can be divided into near and farfield illumination
based on its geometric properties, leading to totally different application types.
It is effectively a novel antenna array structure for IRS nearfield illumination,
with its implementations intensively studied in Chapter 6 and 7. In this chapter,
different scenarios using IRS farfield illumination as a signal reflector will be
experimentally studied. In recent years, the topic of IRS farfield illumination
has become one of the most popular topics in the wireless communication field.
However, there are hardly any experiments considering the IRS difficulties
mentioned in Section 4.6, which formulates the primary motivation of this
chapter. Based on the general model from Figure 4.7a and the beamforming
results from Figure 4.19, the exciting scenario of IRS in this dissertation is
divided into four categories: IRS beam training, IRS channel access, cascaded
IRS, and IRS channel capacity enhancement, which will be investigated in
detail.

8.1 IRS Beam Training

As mentioned in Chapter 6 and 7, analog beam training is verified to be a proper
strategy for the derivation of precise DoD of the IRS beamforming, yielding the
determination of phase distribution of (2.16), and the analog beamforming ma-
trix 𝑭𝑇𝑥,𝑅𝐹 in ((8.1)). For IRS with farfield illumination, the procedure is very
similar to the IRS nearfield illumination case, with the analog beamforming ta-
king place at the IRS regarded as a signal reflector. In [BDRDR+19,HZA+19],
the channel between Tx and Rx with IRS assistance is described as the multipli-
cation of two channel matrices with Tx to IRS and IRS to Rx. This is an exact
model which supports further studies for complex mathematical algorithms.
Nevertheless, in this dissertation, a clue to simplify the understanding of IRS
assisted channel model is raised. Although the farfield illumination from Tx
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8 IRS for Channel Assistance

to IRS is effectively an additional channel, its contribution is passive if the Tx
is assumed to be stationary for the measurement period. In addition, for the
first experimental study, it is hard to directly implement the existing theoretical
algorithms without proving their feasibilities due to the challenges of IRS be-
amforming. Therefore, the IRS assisted channel model can be regarded as an
extension from the IRS nearfield illumination. For the general IRS scenario in
Figure 4.7a, with the previous knowledge of the stationary IRS position at Rx,
the most critical task for the IRS beamforming is to generate the beam properly
from the IRS to the Rx. Once this goal is achieved, the entire path model can
be just regarded as a conventional reflectional path with additional loss factor
and phase shift due to the contribution of two LoS paths. Therefore, the digital
signal processing will stay the same as IRS near field illumination case, with
the contribution of both channel matrices directly considered. For example, if
OFDM is implemented for the channel estimation, the derived CIR will have
a smaller peak than the direct LoS path due to the additional path loss and
reflection loss, and occur at a different time sample due to the changed delay
profile. This can be also transferred to an equation point of view as follows:

𝒔𝑅𝑥 = 𝑭𝑅𝑥,𝐵𝐵𝑯2𝑭𝐼𝑅𝑆𝑯2𝑭𝑇𝑥,𝐵𝐵𝒔𝑇𝑥 + 𝑭𝑅𝑥,𝐵𝐵𝒘. (8.1)

In 8.1, only digital beamforming is defined to be existing at Tx and Rx side.
The channels 𝑯1 and 𝑯2 are the channel from Tx to the IRS, and IRS to the Rx,
respectively. The term 𝑭𝐼𝑅𝑆 represents the IRS beamforming. In comparison
to (7.2), the analog beamforming part is moved from the Tx side to the IRS,
between the two channel matrices. Therefore, once 𝑭𝐼𝑅𝑆 can be determined by
beam training, the goal of the rest of channel estimation is still the derivation
of the estimated effective channel matrix �̂� from the combined contribution
𝑯2𝑭𝐼𝑅𝑆𝑯2.

As mentioned in Figure 4.19, an IRS can generate flexible beamforming with an
illumination source at a longer distance. However, due to the distance limitation
in the anechoic chamber, it was not possible to measure the beamforming pat-
tern for a longer illumination distance 𝑟1. Therefore, we would like to use beam
training measurement results to show the possibility of IRS farfield illumination
beam training, which simultaneously proves its beam steering ability. Mean-
while, as shown in Figure 4.20, the IRS can also generate broad beams under
illumination conditions. Therefore, a comparison between exhaustive search
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8.1 IRS Beam Training
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Figure 8.1: IRS assisted system for beam training tests.

and hierarchical codebook algorithm can be investigated for the IRS channel
assistant case.

In the first attempt, the entire system model is similar to the one in Figure
6.1. The only difference is that the IRS is placed farther away to achieve the
farfield or approximate-farfield illumination, and the directly LoS path from Tx
to Rx is blocked, which is why IRS is required to create the reflectional path.
For the beam training, the strategy to use pre-stored codebooks is maintained
following the instruction from Figure 4.5, with the phase distribution (2.16)
computed based on the position of the Tx antenna. The system set up in the
indoor environment is shown in Figure 8.1a. The Tx and Rx are presented by
the QRH40 antenna. The LoS path between the Tx and Rx is blocked by the
absorber and the IRS is required to realize the wireless connection. The goal is
to operate beam training at the IRS and search for the optimum beamforming
direction from the IRS to the Rx.

The channel estimation results are presented in Figure 8.1b. The hierarchical
codebook algorithm uses 6◦ as the sector resolution and exhaustive search uses
2◦ as angle resolution. The feeding distance is set to be 𝑟1 = 1.7 m which
is close to farfield constrain. For simple access, Rx power is utilized as the
standard beam training metric. From exhaustive search, the optimum DoD is at
2◦, while two other strong paths can be found along 18◦ and 30◦. This is mainly
caused by the beamforming performance degradation. Comparing the results
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8 IRS for Channel Assistance

from Figure 4.15 and 4.19, the antenna gain decreases and the sidelobe level
increases with longer illumination distance 𝑟1. Therefore, the slidelobe supports
data propagation through the possible accesses from the IRS to the Rx, which
leads to the fact that the channel estimation results are not as distinguishable as
single IRS case as depicted in Figure 6.3. Nevertheless, it is sufficient as a proof
of concept. The hierarchical codebook algorithm shows similar performance,
the broad beam at 0◦ indicates the optimum DoD sector, as the secondary
peaks at 18◦ and 30◦ are also visible. Then the detailed DoD can be found by
implementing an exhaustive search around the broad beam sector at 0◦. This
measurement proves that both the exhaustive search and hierarchical codebook
algorithms work for IRS-assisted channel estimation in farfield illumination
case.

8.2 IRS Assisted MIMO

Once the beam training is proved, the system can be extended to an IRS-assisted
MIMO system, which shares the same architecture as Figure 7.2. The difference
is similar, as mentioned in the last section: The analog beamforming part takes
place at the IRS part, which is a signal reflector instead of an alternative antenna
array. The scenario is depicted in Figure 8.2a. Instead of a single feeding source,
multiple sources illuminate multiple RISs at different spatial positions to create
multiple paths to the Rx, forming an IRS-assisted MIMO system. With the help
of the spatial paths created by the IRS beamforming, MIMO properties can be
realized, and the channel capacity can be increased. The measurement setup is
presented in Figure 8.2b. In this system, 𝑁𝑑 = 𝑀𝑑 = 2 is utilized, assisted by
two IRS for channel assistance creating two spatial paths. Each RIS is assigned
with phase distribution regarding (2.16) for one of the Tx antennas as a farfield
illumination source. Two QRH40 antennas are placed at the Tx side, with two
reflectional paths created by 2 IRSs via a 𝑟1 = 1.7 m illumination distance.
At the receiver side, an antenna array with two active units are utilized and
connected with the RF backend module.

As a transformed system from Figure 7.2, the entire channel estimation, signal
propagation, and data recovery steps follow a similar procedure. Firstly, beam
training is implemented to search for the correct DoDs from the IRSs to the Rxs,
with the feasibility proved in the last section. To avoid undesired duplications,
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Figure 8.2: IRS assisted MIMO scenario and measurement system.
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Figure 8.3: Channel estimation results and signal recovery results for IRS assisted MIMO.

the beam training results will not be shown here, just telling them to be 22◦ and
28◦. After the IRS beamforming 𝑭𝐼𝑅𝑆 is fixed, interleaved OFDM following
Algorithm 4 keeps for the derivation of �̂�. Measurement results of CFR and
CIR are presented in Figure 8.3 following the same definitions in Figure 7.6.
The results make good sense, with precise results derived for the data recovery.
By utilizing ZF equalization, the two recovered QPSK symbols are shown in
Figure 8.3c.
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Figure 8.4: Cascaded IRS scenario, measurement setup, and results.

8.3 Cascaded IRS Communication

Assuming an urban city environment, many buildings are blocking the LoS
path between the BS and UEs. It can also be possible that one IRS is not
enough to formulate access. As a solution, several IRS can be established in
series, leading to the cascaded IRS communication mentioned in [YZZ20].
The architecture is depicted in Figure 8.4a using two IRSs as an example. The
Tx antenna firstly illuminates the first IRS. Then, the first IRS generates the
reflective beamforming and illuminates the second IRS. In the end, the second
IRS generates beamforming to the Rx, which finally formulates the propagation
path between the Tx and Rx, located at an objective’s counter sides. In this
model, the farfield IRS path loss model in (4.4) can be further extended by
adding another Friis formula contribution from (2.6). With more IRS into
account, the relationship can be just accumulated.

The system setup is presented in Figure 8.4b. A SISO chain is formulated by
extending the channel model of Figure 6.1 to Figure 8.4a. At the Tx side, an IRS
nearfield illumination is utilized as an alternative option for a Tx antenna with
beamforming ability. The distance between the Tx to the first IRS is 1.73 m with
the beamforming angle 0◦ as derived by the exhaustive search DoD estimation
algorithm from Section 6.1.2. The distance from the first IRS to the second
IRS is 1.53 m, with the DoD estimated to be 26◦. In the end, from the second
IRS to Tx, the distance is 0.5 m with DoD of 4◦. The Rx antenna utilizes the
same architecture from Figure 7.3. Please notice that all the DoDs are derived
by beam training in this dissertation, which is usually a one-time effort. Due
to the stationary property of Tx (BS), and the two IRSs, the DoD should be
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8.3 Cascaded IRS Communication

Table 8.1: Measurement results of different paths in the cascaded IRS scenario

Rx power(dBm) MER(dB) Theoretical path loss(dB) Relative IRS gain(dBi)
-69.1 29.6 62.97 N/A
-81.7 22 129.11 52.04
-90.9 14.1 186.58 49.73

previously known, and only the DoD from the second IRS to the Rx is always
required to be estimated.

Some measurement results are presented in Table 8.1 to analyze the system. The
Rx power is measured at the output of the Rx antenna. These are used to analyze
the path loss to verify the relative gain of the IRS. For theoretical analysis, the
orientation of the Rx antenna is rotated to ensure the optimum power reception.
All the IRS unit cell phase distributions follow the computation from (2.16)
with the corresponding illumination distance 𝑟1 and the beamforming angle
\′. For the first case, the Tx IRS directly beamforming to the Rx via a 1.2 m
propagation distance with a DoD of 46◦. Due to the implementation of nearfield
illumination for the Tx IRS, the Friis formula is not utilized in this part, which
leads to a one-tap path loss equation simply following (2.6) using Tx IRS as
an alternative antenna array. Therefore, 62.97 dB loss is added and the final Rx
power is −69.1 dBm. For the second case, only one IRS is utilized for channel
assistance and propagates the signal directly to the Rx. In total, 1.73 + 1.2 m
distance contributes to the two tap FSPL leading to a value of 129.11 dB. By
considering the additional loss and the difference of the Rx power in these two
cases, the rest of the contribution is introduced by the IRS, which leads to a
relative gain of 52.04 dBi, with the incidence and reflection angle taken into
consideration. Based on the results from Figure 4.21 and 4.22, the gain for the
IRS itself for farfield illumination case is approximately 51 dBi, which is very
close to our measured case. For the third case, two IRSs are implemented to
build up the communication case, and 1.73 + 1.53 + 0.5 m propagation distance
leads to a three-tap FSPL of 186.58 dB in total. Using the same computation
method, the IRS derived by comparing to the second case is derived from
being 49.73 dBi, which is again very close to the results from Figure 4.21 and
4.22. These measurements prove the feasibility of the cascaded IRS system and
provide additional evidence for the correctness of the path loss model in (4.4).
In this experiment, the illumination source of the IRS signal reflector is realized
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8 IRS for Channel Assistance

by the another IRS beamforming, which proves the fact that the IRS farfield
illumination is flexible with any type of illumination without strict optimization
required.

For further study, the MER of the measurement are listed in Table 8.1 by utilizing
LS channel estimation (3.3) and ZF equalization 3.5, with their constellation
diagrams in Figure 8.4a. As mentioned in (8.1), even with multiple IRS stages,
the channel estimation principle stays the same to derive the required CSI.
For the MER of the recovered symbols, the non-linear property in Figure 7.11
maintains. Therefore, the differences between MER and Rx power can not be
expected to be the same, but the performance degradation logic is correct. In
the cascaded IRS wireless communication setup, the MER decreases when the
number of IRS stage increases. Such observation is caused by the current limited
IRS size. A reflectional path between Tx and Rx always has a longer distance
than the LoS path, which brings additional FSPL. The IRS has to provide
enough gain to compensate this additional loss, which is one of the challenges
mentioned in Figure 4.22. In this dissertation, with the help of multiple IRS
stages, the goal is to establish the cascaded IRS communication path as a proof
of concept rather than chasing for an enlarged Rx power. Hopefully, the Rx
power can be enhanced with IRS with a larger size or better design with a
higher S11 in the future.

8.4 IRS Enhanced System

In the previous sections, the IRS is used to validate the wireless communication
channel when the LoS channel is blocked. For IRS, another popular scenario
aims to enhance the MIMO spatial multiplexing depicted in 8.5a. As mentioned
in Section 2.3.2, additional channel capacity can be derived by utilizing multi-
plex spatial paths between Tx and Rx. If the IRS can provide a solid channel,
the channel capacity can be enhanced even though the LoS path exists. This is
especially helpful for mmw wireless communication when spatial multiplexing
caused by reflections is hard to be achieved due to the severe FSPL and reflec-
tion loss, which may lead to a very ill-conditioned channel. This is the reason
that IRS is believed to support the scenario mentioned above.

The system model is depicted in 8.5b. To utilize the two spatial paths, a 2 × 2
MIMO system is created, which fulfills the minimum required rank for ZF equa-
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(b) The first recovered signal.
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(c) The second recovered signal.

Figure 8.6: Recovered signals for RIS enhanced MIMO system.

lization mentioned in 3.5. To realize proper beamforming, the BS is equipped
with two IRS with nearfield illumination as alternative antenna arrays, which
can generate precise beamforming with lower system complexity. With the help
of beam training, the DoD of from the Tx to the IRS assisted path and the LoS
path can be determined. Utilizing the interleaved OFDM channel estimation,
the 2 × 2 channel matrix can be derived for data recovery. Afterwards, the BS
generates two beams separately via the IRS assisted path and the LoS path for
comparison. Only the essential results and analysis are given below to avoid
undesired duplications with previous chapters.

To compare the results, two different channel utilization conditions are presen-
ted in Figure 8.6 regarding the recovered data. The measurement environment
in Figure 8.6a is very similar to Figure 8.2b with the blocking objective remo-
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8 IRS for Channel Assistance

ved. The Tx antennas are replaced with nearfield illumination IRS, for precise
beamforming selecting between LoS and reflection path between Tx and Rx.
For the first experimental condition, both IRS enhanced path and the LoS path
are utilized by the BS beamforming. The LoS path has an estimated DoD of
−26◦, and the LoS path is at 10◦. The illumination distance 𝑟1 is 1.73 m and the
propagation path 𝑟2 is 0.95 m. The LoS path has a 1.5 m link distance. Two BS
IRSs generate beamforming to the Rx for the second experimental condition
using the LoS path. It can be seen that when both beams are using the LoS
path to the Rx, the recovered signals have worse performance (blue symbols)
than the case where different propagation paths (red symbols) are utilized. This
means the IRS enhanced case is better than the signal propagated on the same
LoS path. Using SVD regarding the estimated channel, the singular values also
clearly present the channel ranks. The IRS enhanced channels have singular
values of 3.9 and 1.2. The LoS path contributes the 3.9 since it is stronger than
the IRS reflectional path based on the evidence from Figure 8.4b. For both LoS
utilization cases, the singular values are 5.9 and 0.6. The LoS path is duplicated
and utilized, leading to a significant value, and the second channel becomes
very weak. This means the full MIMO multiplexing and diversity can not be
achieved. After the signal recovery using ZF equalization, the average MER for
the IRS enhanced case is 23 dB, while the LoS path case is only 17 dB. The Rx
power for these two cases averaging through the two Rx antennas is −52.5 dBm
for IRS enhanced case and −50.9 dBm for LoS case. The values show that
even though higher Rx power is derived by utilizing the LoS path, the signal
quality/MER can not be enhanced. The results have the similar observation as
Table 7.3, with the correlation of channels playing an important role. In the end,
after computing the channel capacity using the afore-measured data, the IRS
enhanced case achieves 17.7 bit/s/Hz, and the LoS case achieves 12.2 bit/s/Hz.
This copes with the expectation that IRS can enhance the MIMO capacity.

8.5 Conclusion on this Chapter

As a very recent and popular concept, the IRS farfield illumination is regar-
ded as one of the most popular communication relay architectures for chan-
nel assistance. This chapter focuses on the missing consideration of practical
implementations for this novel concept. Instead of focusing on the complex
mathematical model, the realization of the system experiment was achieved,
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8.5 Conclusion on this Chapter

which is an essential milestone for further studies. The aspects of channel esti-
mation, wireless communication with IRS access, cascaded IRS system, and
IRS-enhanced MIMO system were studied. With the algorithms developed from
the previous chapters, the challenges of IRS working as a signal reflector were
solved and experimental systems were demonstrated. All the aspects mentioned
above derived good results, which proved the feasibility. For future tasks, de-
tailed mathematical solutions can be developed to further improve the system
performance and to overcome the obstacles resulting from the limited IRS size.
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9 Conclusion

With the development of wireless communication technologies, the novel con-
cept of an intelligent reflecting surface was created. Due to the utilization of the
micro-component-based unit cells, the IRSs offer commercial potential to redu-
ce the wireless communication system’s price and power consumption. Studies
on the IRS are primarily focused on two factors, which result in two different
application types. The first type is an alternative antenna array with electroni-
cally controllable beamforming ability. The second type is a signal reflector to
assist or enhance wireless communication channels. However, due to a lack of
experimental studies, it was still unclear whether IRS-based wireless communi-
cation systems could operate as expected, realize the theoretical algorithm, and
satisfy the needs of contemporary communication purposes. In this dissertati-
on, one step further in investigating the viability and functionality of IRS-based
systems at the experimental level was achieved. The outcomes established new
research benchmarks and realized significant steps toward achieving IRS’s prac-
tical implementations. In conclusion, the dissertation’s main contributions can
be summarized as follows:

• IRS beamforming viability was intensively discussed to develop so-
lid foundations for experimental studies. Under distortions and imper-
fections, IRS beamforming’s robustness was investigated. Modern wi-
reless communication requirements were discovered to be compatible
with advanced IRS beamforming capabilities like fast beam steering and
switching and multi/broad beam generation. Additionally, adaptive al-
gorithms were used to address and overcome the challenges associated
with IRS beamforming in wireless communication. The results of the
measurements, which were used to answer practical questions, were used
to define and prove the IRS models.

• To realize experimental studies close to the real-world scenarios, IRS
wireless communication testbed is demonstrated at 28 GHz. Promising
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9 Conclusion

solutions to coordinate IRS beamforming control loop and communica-
tion signal processing were presented.

• Innovative IRS beamforming strategies were created and experimentally
evaluated. The IRS-based TDMA fast beam switching system was suc-
cessfully demonstrated. This system achieved high-quality signal propa-
gation among multiple UEs and offered beam switching speeds faster
than those required by LTE. Additionally, mobile communication was
first employed to track UEs utilizing the IRS system. The demonstra-
ted system achieved accurate mobile UE tracking with a low training
overhead by utilizing a beam management method modified from the
5G 3GPP standard. Although the low-cost IRS was used to construct
the system, its specifications were comparable to existing MIMO/phased
array tracking systems. This system was further developed with the help
of predictive beam refinement algorithms. Due to the training overhead
being reduced by predicting the beamforming direction for the mobile
UE, better performances were obtained throughout the tracking duration.

• IRSs were first combined with MIMO hybrid beamforming. The novel
IRS MIMO hybrid beamforming, considering as the most advanced IRS-
based wireless communication testbed at this research stage, was created.
The analog beam training algorithm and the interleaved OFDM algorithm
were combined to create a new channel estimation algorithm for the
proposed system. This concept overcame the problems with IRS hybrid
MIMO channel estimation with the proper complexity. Various signal
recovery methods and MIMO dimensions were tested to study the data
propagation based on the estimated CSI. For the sake of completeness,
both the single-user and multiuser conditions were taken into account.
The signals could then be recovered with the appropriate SNR, allowing
us to observe the characteristics of the implemented signal processing
techniques. These results showed that the new system could work and
that the new channel estimation algorithm was accurate.

• The IRS channel assistant concepts were proved and analyzed. The IRS
application as a signal reflector supports many exciting scenarios that
have never been tested through experiments. In this dissertation, a few
candidates were selected as representations for deep analyses, including
IRS-assisted wireless communication, cascaded IRS, and IRS-enhanced
MIMO systems. The channel estimations and signal propagations for IRS
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channel assistant architectures were able to achieve reliable performances
thanks to the development and adaptation of the channel model and
algorithms. Also, the channel capacity was increased by using the useful
reflection path created by the IRS instead of putting all of the signal power
on the line-of-sight path, especially for the MIMO system with the IRS.

This dissertation’s experimental studies of IRS in wireless communication sys-
tems have yielded positive results. They offer convincing evidence of the fea-
sibility and functionality of wireless communication technologies based on the
IRS. If similar architectures are desired for system extension, algorithm deve-
lopment, or commercial implementation, these studies fill in the missing aspects
of the current IRS studies, which may be regarded as promising benchmarks.
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