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Abstract
To research optimization possibilities in supercritical ORC processes for geothermal power
production the Modular low-Temperature Circuit Karlsruhe (MoNiKa) was built at Cam-
pus North of the Karlsruhe Institute of Technology. Several research tasks have been
conducted over this installation focusing on individual components. The present master
thesis describes the development of a coupled MoNiKa turbine-condenser model using the
Modelica modeling language with the Dymola development environment. For thermody-
namic components the commercial library TIL was used. To calculate the properties of
the working fluid a Dymola-REFPROP interface was utilized.

For the turbine model an empirical efficiency correlation of the MoNiKa turbine was de-
veloped from experimental data and implemented. The determination of the turbine inlet
pressure is based on Stodola’s cone law which has been adjusted to the MoNiKa turbine in
previous studies [28]. To reduce computational time the input data has been pre-processed
by applying filters. For the condenser model grid convergence studies were carried out to
ensure precision and convergence.

The simulation results of the developed models were compared to the results of previous
Simulink models for turbine [9] and condenser [11]. The model was then validated using
experimental data from several MoNiKa test runs from 08-10 November 2021 representing
a range of different operating conditions. The quantitative and qualitative agreement of
the simulated turbine shaft power with the experimental data could be improved compared
to the previous models.

The developed coupled turbine-condenser model is capable of providing close approxima-
tions of turbine shaft power and condenser outlet variables over a wide operating range
of the MoNiKa plant. In addition, the computation time could be kept within reasonable
limits to enable further extensions of the model to complete the MoNiKa cycle. The influ-
ence of individual input parameters on the output variables could be determined by means
of a sensitivity study to guide further improvements in the measuring equipment.
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1. Introduction

1.1. Motivation

At the time of writing this thesis, Europe and the world are in the midst of an energy (and
climate) crisis that requires a long overdue rethinking of energy production and security
of supply.

The spot market price of gas has reached unprecedented levels, Europe’s commodity de-
pendence on foreign exporters has been painfully exposed, and the goals agreed upon in
the Paris Climate Agreement seem a long way off.

According to the International Energy Agency’s (IEA) World Energy Outlook 2022 [19],
as of 2021, more than 750 million people worldwide are still without access to electricity.
Most of them are located in sub-Saharan Africa. The report further predicts that as a
result of the current energy crisis, this number could rise again for the first time in a
decade, as some 75 million people who recently gained access to electricity may soon be
unable to pay for it.

In 2021, the global primary energy consumption was about 595 EJ (165,000 TWh) with
only 12.75% of that coming from renewable sources [3]. According to the STEPS-Scenario1,
by 2050, this will increase to 740 EJ [19]. The NZE-Szenario2 assumes a different trajectory
and projects a decrease to 532 EJ by 2050 [19]. However, both scenarios assume a sharp
increase in electricity demand from 28EJ in 2021 to 50EJ according to STEPS and 73EJ
according to NZE by 2050.

In order to achieve the goals of the Net-Zero-Emissions scenario, namely to limit global
warming to the 1.5 degree target set in the Paris Climate Agreement while providing access
to electricity for all by 2030, it is envisaged that electricity production from geothermal
energy (as of 2020: 94 TWh) will increase to 330 TWh by 2030 and to 821 TWh by 2050
[18].

Geothermal energy can contribute to providing clean, base-load energy in large parts of the
world. To do so, it is necessary to research, improve, and ultimately implement facilities
for the use of geothermal low-enthalpy reservoirs. The Modular low-Temperature Circuit

1STEPS: abbreviation for Stated Policies Scenario: shows a future trajectory based on today’s policy
settings

2NZE: abbreviation for Net-Zero-Emissions: Scenario that maps out a way to achieve a 1.5 °C stabilization
in the rise of global average temperatures, alongside with a universal access to modern energy by 2030.
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2 1. Introduction

Karlsruhe (MoNiKa) at Campus Nord of the Karlsruhe Institute of Technology, is a test
facility designed to research geothermal energy production with thermal water tempera-
tures of 150°C. Such temperatures can be reached at economically feasible site depths in
many places in the world. The current research at MoNiKa can therefore contribute to
a more environmentally friendly energy supply that is less dependent on foreign energy
imports.

1.2. Objective and Approach

The present master thesis is intended to contribute to optimize MoNiKa for varying oper-
ating conditions and to provide a model for the simulation of its coupled turbine-condenser
unit. The long-term goal is to develop a digital twin of the MoNiKa plant, which then
could enable an artificial intelligence to find optimized operating points for measured envi-
ronmental conditions. This is a task that human machine operators are not able to perform
due to the large number of parameters involved and their complex interconnection. Such
optimizations hold great economic and ecological potential for future applications and are
therefore of great interest in current research questions.

In the run-up to this master’s thesis, extensive investigations into the behavior of the
MoNiKa turbine [28] and condenser [11] in partial-load operation were undertaken. Based
on these findings, a coupled turbine-condenser model is now to be developed using the
Modelica modeling language with the Dymola development environment. For thermody-
namic components the commercial library TIL is used which provides basic models that
can be parameterized and complemented. To calculate the fluid properties of the working
fluid (which is a propane-nitrogen mixture) a Dymola-REFPROP interface is used.

In a first step, a turbine model must be developed. The correct implementation in Dymola
should be verified with an already existing Simulink turbine model by Julia Filipe [9].
Then the model must be validated with measurement data from various MoNiKa test
runs.

Next, a model for the MoNiKa Condenser must be implemented. For this purpose, a con-
denser model from the commercial TIL library is parameterized according to the geometric
conditions of the MoNiKa condenser. Afterwards, the adjusted model must be validated
with measurement data from various MoNiKa test runs. Furthermore, the results of a
already existing Simulink condenser model by Mariano Fossati [11] are available for an
additional comparison.

Finally, after both models have been verified and validated separately, a coupled turbine-
condenser model is to be developed, which again has to be validated with measurement
data from three MoNiKa test runs, each with a operational runtime of about 4 hours.
When coupling both models, the connecting tubes must also be taken into account, due
to its pressure losses.

Furthermore, a sensitivity study is to be carried out in order to estimate the influence of
individual parameters on the simulation results and thus to determine critical measured
values.

The result of the work should be a validated, coupled turbine-condenser model, which
enables improved predictions compared to the existing models for changing operating
conditions. In addition, the computation time must be kept within reasonable limits to
enable further extensions of the model to complete the MoNiKa cycle.

2



2. Basic Principles

In the following chapter, the basic principles relevant for understanding the thesis are
presented. In addition to the introduction of the MoNiKa facility, the important heat and
pressure drop correlations and the software used are introduced.

2.1. Geothermal Energy

Geothermal energy is a renewable energy source produced by the radioactive decay of
elements in the earth’s interior [37]. About 70% of the heat flow exiting the earth’s surface
comes from the radioactive decay of natural isotopes in the earth’s crust. The isotopes
decaying in this process are primarily uranium (235U and 238U), thorium (232Th), and
potassium (40K). Another 30% comes from the thermal energy stored in Earth’s core and
mantle [54][21].

In continental crust of Central Europe the temperature gradient is on average 30 K
km , but

positive and negative deviations are possible. Significantly higher and therefore more
attractive gradients can be found at plate edges (e.g. Iceland, Larderello in Italy with
approx. 200 K

km) or in rift regions (e.g. in the Rhine-Graben with up to 100 K
km) [54][21].

In geothermal energy, a distinction is made between shallow and deep geothermal energy,
with the thresholds being drawn at a depth of about 400 m and 20 °C. In deep geothermal
energy, a further distinction is made between high-enthalpy reservoirs (i.e. reservoirs with
increased geothermal temperature gradients, mostly along plate boundaries or areas with
increased volcanic activity) and low-enthalpy reservoirs. The threshold here is usually
drawn at a reservoir temperature of 200 °C [54].

Most of the geothermal energy used today for electricity production comes from high-
enthalpy reservoirs, which have high temperatures even at low drilling depths. In these
plants, the thermal fluid is used directly to drive a turbine and generate electricity in an
open dry steam or flash system.

To date, geothermal power generation from low-enthalpy reservoirs has been less common.
Since at temperatures below 200°C from an economic point of view the thermal water
can no longer be used directly in the steam process, a closed binary system is required.
In such, the heat is transferred from the thermal water via a heat-exchanger to an ORC
or Kalina cycle, where the actual electricity production takes place. The cooled thermal
water is then re-injected into the reservoir [54] [63]. The schematic structure of such a
binary cycle is shown in Figure 2.1.

3



4 2. Basic Principles

Figure 2.1.: Schematic representation of a geothermal power plant with a binary cycle. (image translated
to English from [54])

In Germany, no high enthalpy reservoirs are available. In the economically feasible drilling
depths of up to 5000m, temperatures of 100°C - 170°C prevail, which means that only
binary systems are feasible [63].

In order to increase the economic efficiency of the plants, a heat extraction in addition
to the electricity production can take place, which is fed into the local or district heating
network.

A geothermal energy source is independent of season and weather1, available almost every-
where and base load capable. The capacity factor of modern geothermal plants can reach
up tp 95% [17]. In addition, no storage is necessary since geothermal heat as a primary
energy is naturally available and stored in the earths interior. Thus, a demand-oriented,
raw material-independent use is possible [21].

To investigate the optimization possibilities for binary geothermal plants, the MoNiKa test
facility at KIT was designed and built as a modular power plant with a thermal output of
1000 kW. The facility will be explained in detail in Chapter 2.3.

2.2. Organic Rankine Cycle

Low-temperature geothermal heat with temperature levels of 100-200°C is usually no longer
used directly in a steam process. As described in the previous chapter, a binary cycle is
then necessary in which the heat extracted from the thermal water is transferred to a
secondary cycle.

The Clausius-Rankine cycle used in coal and nuclear power plants is unsuitable for such
temperature levels, since efficient conversion requires high temperatures and pressures [21].
Therefore, in low-temperature processes, instead of water, an organic working fluid with
lower boiling temperature and pressure is used in the secondary cycle. Such a process is
called an Organic Rankine Cycle, abbreviated as ORC in the following.

1The geothermal heat source itself is independent of any seasonal influences. However, the net power of the
plant is dependent on the ambient temperature due to it’s influence on the condensation temperature.
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2.2. Organic Rankine Cycle 5

As the name suggests, the working principle of the cycle is the same as that of the Clausius-
Rankine cycle. Its changes of state, as shown in figure 2.2 are ideally:

1 → 2 : Isentropic compression under supply of work in pump

2 → 3 : Isobaric heat addition in heat exchanger

3 → 4 : Isentropic expansion under release of work in turbine

4 → 1 : Isobaric heat rejection in condenser
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T-s-Diagram of an Organic Rankine Cycle for Propane
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Figure 2.2.: T-s-Diagram of a supercritical Organic Rankine Cycle using propane as working fluid.

A variety of possible working fluids are available for ORC operation. An initial selection
can be made according to the properties of the available heat source. In the temperature
range below 180°C, which is interesting for geothermal applications, various refrigerants
are used as working fluids. At higher temperatures up to 250°C, hydrocarbons show
favorable properties [62]. As Vetter [63] describes in his dissertation, the slope of the
dew-line is another selection criterion whereby isentropic fluids (fluids for whose dew-line
holds: dS

dT ≈ 0) are to be preferred. Also to be considered are specific volume, corrosivity,
toxicity, and thermal conductivity. In addition, fluids with low Global-Warming-Potential
(GWP) and low Ozone-Depletion-Potential (ODP) should be preferred [21].

The thermal efficiency of the ORC is defined as follows:

ηth =
PTurb − PPump

Q̇in

=
(h3 − h4)− (h2 − h1)

h3 − h2
. (2.1)

The thermal efficiency describes what proportion of the heat supplied is available as usable
energy. However, it does not take into account the efficiency of the heat transfer itself. It

5



6 2. Basic Principles

is possible that a process with a higher thermal efficiency delivers less useful power if less
heat can be extracted from the thermal water. Hence, thermal efficiency alone is not a
suitable indicator for evaluating the cycle.

Therefore, when using ORCs for geothermal power generation, the quality of the heat
supply is of great importance. This depends on the temperature characteristics of the
working fluid and the thermal water in the heat exchanger. Maximum heat extraction
of the thermal water at a given heat exchanger grade is achieved when both temperature
lines are as parallel as possible. These lines are shown as the green line and the blue line
from state point 2 to state point 3 in Figure 2.2.

As a means of quantifying the efficiency of the heat transfer, the exergetic efficiency of the
heat exchanger as explained in Vetter [63] can be used:

ηex =
ṁORC [(h4 − h3)− Tamb(s4 − s3)]

ṁth [(hth,in − hth,out)− Tamb(sth,in − sth,out)]
(2.2)

In the above equation the subscript th refers to the thermal water from which the heat
is extracted. The indices in and out refer to the incoming and outgoing flow of the heat
exchanger. Tamb is the ambient Temperature in Kelvin.

Vetter [63] examined super- and sub-critical ORCs of various working fluids with regard
to the net power achieved and the thermal efficiency. As Vetter showed, there is no direct
correlation between thermal efficiency and specific net power. Vetter further recognized
that supercritical ORCs generally showed a better adjustment of the temperature curves
than subcritical ORCs. Thus, a significantly higher exergetic efficiencies was achieved
in the heat exchanger. Overall, this resulted in a higher net power output of the plant,
despite the lower thermal efficiency of the supercritical ORCs. Working fluids whose
critical temperature is in the range of 0.8 - 0.9 times the temperature (in Kelvin) of the
heat source have proven to be particularly advantageous.

2.3. MoNiKa

The MoNiKa (Modular low-Temperature Circuit Karlsruhe) plant was built at the Cam-
pus North of the Karlsruhe Institute of Technology (KIT) to investigate optimization
possibilities of ORCs in geothermal power production.

The thermodynamic design of the system was carried out by Christian Vetter as part of
his doctorate (see [63]). The design parameters of the facility are listed in Table 2.1. As
geothermal drilling is capital intensive and can account for up to 70% [54] of total capital
expenditure of a deep geothermal power plant, the 1000 kW thermal heating capacity is
provided by a oil fired boiler.

As Vetter describes in his dissertation, the supercritical ORCs he investigated achieved an
up to 44% increased net power output compared to sub-critical cycles due to better heat
transfer and thus greater heat extraction of the thermal water [63]. The thermodynamic
cycle in MoNiKa was therefore designed as a supercritical process. Vetter investigated
a total of 12 different working fluids with regard to the net power achieved. However,
the fluids with the highest net power output had an increased Global Warming Potential
(GWP) which is why propane was ultimately chosen as the working fluid. Propane shows
a relatively low GWP of 3, an Ozone Depletion Potential (ODP) of 0 and further has a
short atmospheric lifetime [20].

6



2.3. MoNiKa 7

Table 2.1.: Design parameters of the MoNiKa plant

Symbol Parameter Value

Pthermal Thermal power at full load 1000 kW
Tthermal Temperature of thermal water 150 °C
T3 Temperature of ORC fluid at heat exchanger outlet1 117 °C
T4 Condensation temperature2 30 °C

ṁ Mass flow of ORC fluid 2.9 kg
s

1 Due to problems in the heat exchanger, only a maximum temperature of 112°C is reached in the real
plant.

2 The condensation temperature naturally depends strongly on the ambient temperature and therefore
varies.

2.3.1. Instrumentation

The schematic structure of MoNiKa with the most important components and the mea-
suring devices relevant for the thesis are shown in Figure 2.3. Table 2.2 contains detailed
information on the sensors and their measurement deviation. The notation introduced in
the diagram for the state points 1 to 4’ is from now on always used in this way.

Figure 2.3.: Instrumentation plan of MoNiKa containing the most important components and all sensors
that were used for this thesis.

The mass flow in the ORC is controlled by the rotational speed of the main piston pump.
An upstream centrifugal pump serves as a auxiliary pump to increase the pressure level
of the liquefied propane to such an extent that no cavitation occurs in the main pump.
The heat exchanger is designed as a tube-bundle. However, it reaches a significantly lower
heat transfer than intended in the design, so that the working fluid cannot be heated to
the intended temperature. Therefore, instead of the planned 117°C at the heat exchanger
outlet, only 112°C can be reached and this only at an decreased mass flow rate. During
operation, both mass flow and turbine inlet temperature therefore do not reach the design
parameters and hence, the facility is exclusively operated at partial load.

7



8 2. Basic Principles

Table 2.2.: Relevant sensors in MoNiKa and their measurement accuracy

Sensor
Code

State
Vari-
able

Model / Type
Measur.
Range

Accuracy
Max.
abs.
Error1

PI 10-02 Press. Vegabar 81 0 - 100 bar ±0.2% 0.11 bar

PI 10-03 Press. Vegabar 81 0 - 100 bar ±0.2% 0.11 bar

PS 10-03 Press. Vegabar 81 0 - 100 bar ±0.2% 0.11 bar

PI 10-12 Press. Vegabar 82 -1 - 100 bar ±0.1% 0.011 bar

PI 10-04 Press. Vegabar 82 -1 - 100 bar ±0.1% 0.011 bar

PS 10-05 Press. Vegabar 81 0 - 100 bar ±0.2% 0.022 bar

TI 10-02 Temp.
WIKA TR34-B-P4
PT100 A 4

-50 - 250°C ±(0.15±0.0020·|T |◦C) 0.384 °C

TI 10-03 Temp.
WIKA TR34-B-P4
PT100 A 4

-50 - 250°C ±(0.15±0.0020·|T |◦C) 0.384 °C

FI 10-022 Temp.
Endress+Hauser
Proline
Promass 83F

-50 - 200 °C ±(0.5±0.005·|T |◦C) 1.085 °C

TI 10-04 Temp.
WIKA TR34-B-P4
PT100 A 4

-50 - 250°C ±(0.15±0.0020·|T |◦C) 0.21 °C

TI 10-05 Temp.
WIKA TR34-B-P4
PT100 A 4

-50 - 250°C ±(0.15±0.0020·|T |◦C) 0.21 °C

FI 10-01
Mass
Flow

Endress+Hauser
Proline
Promass 83F

0-70000 kg
h ±0.1 % 0.0029 kg

s

Amb
Temp.
Hum.

E+E Elektronik
EE33 T4

-40 - 120 °C
0 - 100%

±0.09%3

±(1.3 + 0.003 · φ)%

Amb Press. WIKA S-20 0 - 1.6 bar ±0.25%

1 The maximum measurement deviation to be expected relates to the operating conditions at full load as
presented in Table 2.1.

2 Sensor FI 10-02 is a mass flow meter that also measures temperature. During the test runs, however, the
mass flow measurement failed so that only the temperature data could be used.

3 The specified relative deviation refers to an ambient temperature of 0°C. For other temperatures, the
measurement deviation can be higher and must be read from a diagram in the manufacturer’s user manual.
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2.3. MoNiKa 9

2.3.2. MoNiKa Turbine

The installed propane expander is a four-stage impulse turbine, manufactured by M+M
Turbinen-Technik GmbH. The design parameters of the turbine are given in Table 2.3.
According to the user manual, the steam quality in the turbine must not fall below 90%
to avoid blade damage from drop impact [30]. However, due to the deviations from the
design point of the plant, the maximum moisture content is often exceeded. The experience
gained with the system shows that the turbine can be operated safely up to a moisture
content of 20%.

Table 2.3.: Design parameters of the turbine according to the manufacturers data sheet [30]

Symbol Parameter Value

p3′′ Pressure at turbine inlet 5.5 MPa
p4 Pressure at turbine outlet 1.1 MPa
T3′′ Temperature at turbine inlet 117 °C

ṁ Massflow through turbine at full load 2.9 kg
s

n Revolutions per minute 9960 1
min

PT Rated capacity 91 kW

The turbine shaft is flanged to a 4-pole three-phase synchronous generator via a gearbox.
The gearbox has a gear ratio of 1:6.64 and a efficiency of ηGear = 99.18% [30][28]. The
generator has an efficiency of ηGen = 94.60% [28]. With this information, the shaft power
of the turbine produced in the test runs can be calculated from the measurement of the
generator power as follows :

PT =
PGen

ηGear · ηGen
(2.3)

The ORC working fluid of MoNiKa is propane. Since it is a flammable gas, leakage from
the ORC must be prevented for the purpose of explosion protection. The circuit is largely
closed, which means that leakage can be ruled out. An exception is the exit of the turbine
shaft from the housing, which is then connected to the gearbox. To prevent propane
leakage, 3 sealing stages are installed. Furthermore, nitrogen is introduced as a sealing
gas between the first and second seal. Between the second and third seal, the nitrogen-
propane mixture is then discharged. It is assumed that no nitrogen enters the ORC during
operation. However, during the start-up of the plant, when there is still no back-pressure
at the turbine outlet, nitrogen enters the propane circuit.

In the previous theses it was assumed that the nitrogen content in the ORC is 0.2%. How-
ever, a more recent examination carried out by Prof. Dr. Thomas Schulenberg estimates
that the actual nitrogen content during the test runs examined was 2.58 Mol% which is an
equivalent of 1.65 Mass%. In the estimate the nitrogen content was determined by match-
ing the temperature and pressure measurement data at the condenser inlet, assuming a
steam quality of 1.

2.3.2.1. Energy Balance of Turbine

The first law of thermodynamics for any control space can be written in its general form
as shown below [1]. For the turbine it is assumed that the heat loss through the turbine
walls is negligible. In addition, it is assumed that the changes in kinetic and potential
energy are negligible and that the turbine operation is stationary.

9



10 2. Basic Principles

∑
Q̇︸ ︷︷ ︸

≈ 0, neglect
heat losses

+
∑

Ẇ +
∑

ṁ
(
h+

c2

2
+ gz︸ ︷︷ ︸

≈ h,
∆c2

2
+ g∆z ≪ ∆h

)
=

dE

dt︸︷︷︸
= 0, stationary

state

(2.4)

Assuming now that no mass accumulates in the turbine (ṁ3′′ = −ṁ4 = ṁT ) then the
following applies to the turbine shaft power PT :

PT = Ẇ = −ṁT (h3′′ − h4) (2.5)

2.3.2.2. Isentropic Efficiency of Turbine

As can be seen in Equation 2.5, the enthalpy at the turbine inlet and outlet must be known
in order to calculate the turbine power. However, for the simulation the outlet enthalpy
is not known beforehand. Therefore, the isentropic turbine efficiency is used to determine
it. The isentropic turbine efficiency is the ratio of the actual work output of a turbine to
the theoretical work output if the turbine was operating at isentropic conditions and is
defined as follows [61]:

ηis,T ≡ ∆h

∆his
=

h3′′ − h4
h3′′ − h4,is

(2.6)

As part of Joaqúın Perez’s master thesis [28], an empirical correlation for the isentropic
efficiency of the MoNiKa turbine was developed from the test runs of the MoNiKa plant:

ηis,T = 0.4412− 0.4399
s

kg
· ṁT + 0.3229

1

MPa
· p3′′ (2.7)

Applicability limits for the turbine efficiency correlation:

Mass flow: 2.1 < ṁT < 2.6 [kgs ]
Pressure: 3.86 < p3′′ < 4.64 [MPa]
Temperature: 363.5 < T3′′ < 374 [K]

2.3.2.3. Stodola’s Cone Law

Stodola’s cone law, sometimes also referred to as Law of the Ellipse provides a empirical
approach for calculating the steam flow through a turbine as a function of the inlet pressure
p3′′ , the inlet temperature T3′′ and the back pressure p4 [55] (for further information see
also [22]). It is a widely used method to estimate the partial load behavior of turbines and
reads in the formulation of Strauss [56] as:

ṁ

ṁ0
=

√
p23′′ − p24
p23′′,0 − p24,0

T3′′,0
T3′′

(2.8)

The index 0 refers to the design point of the turbine which was summarized in Table
2.3. Due to the high deviations of the plant from its design point, the turbine operates
exclusively under partial load conditions. To improve the estimate of the inlet pressure
for a given mass flow, a empirical correction of the Stodola equation was introduced on

10



2.3. MoNiKa 11

the basis of test runs of MoNiKa. The procedure is described in Joaqúın Perez’s master’s
thesis [28] and results in:

ṁ+ 1.3352kg
s

ṁ0
=

√
p23′′ − p24
p23′′,0 − p24,0

T3′′,0
T3′′

· 1.5442 (2.9)

Applicability limits for the corrected Stodola equation:

Mass flow: 1.88 < ṁT < 2.74 [kgs ]
Pressure: 3.86 < p3′′ < 4.90 [MPa]
Temperature: 363.5 < T3′′ < 376.5 [K]

2.3.3. MoNiKa Condenser

The MoNiKa condenser as shown in Figure 2.4 and Figure 2.5 consists of 4 heat exchangers
arranged in a V-shape, 3 induced draft type fans and an optional water injection. In all
test runs examined in this thesis, the condenser was operated dry, i.e. without water
injection, which is why this is not considered further in the following. The fluid on the
ORC side is propane or a propane-nitrogen mixture and moist air is used as the cooling
medium.

The heat exchangers are designed as fin-and-tube cross-flow heat exchangers. Each of
them consist of 69 parallel pipe coils of which each contains 4 pipes that are connected in
series. The schematic structure of a single heat exchanger is shown in Fig.2.6. In order to
increase the heat transfer surface, a total of 2000 fins per heat exchanger are attached to
the pipes. All pipes are made of stainless steel whereas the fins are made of an aluminum
alloy.

In all of the test runs examined, the fans were always operated at full load, after which
528000 m3

h (146.67 m3

s ) of cooling air were drawn in according to the manufacturer’s process
and plant description [25].

Figure 2.4.: Three-dimensional representation of the MoNiKa condenser unit from the manufacturers pro-
cess and plant description [25].

11



12 2. Basic Principles

Figure 2.5.: Schematic structure of the MoNiKa condenser from the manufacturers process and plant
description [25]. (Text translated to English)

Figure 2.6.: Schematic structure of the heat exchangers in top view. Each of the 4 heat exchangers consists
of 69 of the illustrated tube coils which are arranged one above the other. Two vertical tubes as shown on
the left side of the figure distribute and collect the propane or the condensate to this 69 parallel coils.

2.4. Heat Transfer

To model the condenser, the heat transferred between ORC fluid and cooling air must be
determined. Since the calculation methods presented here are only valid for constant or
averaged material values and temperatures, it is necessary to discretize the condenser into
a sufficiently large number of cells. The total heat flow transferred can then be calculated
as [41]:

Q̇ = kA∆Tln (2.10)

where k is the overall averaged heat transfer coefficient or thermal conductivity related to
the heat transfer area A. ∆Tln is the mean logarithmic temperature difference between
the inlet and outlet temperatures of the two fluids and is calculated as:

∆Tln =
∆T1 −∆T2

ln
(
∆T1
∆T2

) (2.11)

For the sake of clarity, in equation 2.10 the thermal heat transfer coefficient will be sub-
stituted by the thermal resistance R. The thermal resistance is defined as [52]:

12



2.4. Heat Transfer 13

R =
1

kA
(2.12)

The total heat resistance of the condenser includes the resistance of convective heat transfer
from the ORC fluid to the tube walls (RConv,TubeSide), conductive heat transfer in radial
direction in the tube walls (RCond,Wall), and convective heat transfer between fins and
cooling air (RConv,AirSide). In the case of the latter, the heat transport in the fins is taken
into account by applying a fin efficiency model. Furthermore, a fouling resistance RFouling

can be taken into account.

The total heat resistance in the case of the condenser can then be determined as follows:

R = RConv,TubeSide +RCond,Wall +RConv,AirSide +RFouling (2.13)

In the context of this thesis it is assumed that the fouling resistance, caused by the un-
wanted accumulation of material on the surfaces, is negligible. The determination of the
other resistances is explained in the following sections.

2.4.1. Tube-side Heat Transfer

For convective heat transfer the heat resistance can be calculated as [52]:

RConv,TubeSide =
1

αiAi
(2.14)

where the subscript i refers to the tube inside. The difficulty with convective heat transfer
is determining the heat transfer coefficient α. It can be determined using the Nusselt
number, defined as follows:

Nu =
α · lchar
λf

(2.15)

where lchar is the characteristic length and λf the heat conduction coefficient of the fluid.
The heat transfer coefficient can then be determined from the Nusselt number via empirical
correlations. In these correlations the Nusselt number is usually expressed as a function
of the Reynolds number Re and the Prandtl number Pr, which are defined as follows:

Re =
w · lchar

ν
(2.16)

Pr =
ρ · ν · cp
λf

(2.17)

with w being the flow velocity, ρ the density, ν the kinematic viscosity of the fluid and cp
the specific heat capacity at constant pressure.

For the determination of α for the convective heat transfer between the fluid and the tube
wall it must be distinguished between single-phase flow and two-phase flow:

Single-Phase
For single-phase laminar flow with Re < 2300 , a constant Nusselt number can be used
according to Baehr [2]:
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14 2. Basic Principles

Nu = 3.6568 (2.18)

In the range 2300 ≤ Re < 100000 the Nusselt number is calculated according to Gnielinski
[15] as written below. This correlation requires the additional condition 0.5 ≤ Pr ≤ 2000
and a ratio of tube length to inner diameter of L

di
> 1.

Nu =
ξ
8 · (Re− 1000) · Pr

1 + 12.7
√

ξ
8 · (Pr2/3 − 1)

(2.19)

with

ξ =
1

(0.79 · ln(Re)− 1.64)2
(2.20)

For higher Reynolds numbers the Nusselt correlation of Colburn is used [5] [57]:

Nu = 0.023 ·Re
4
5 · Pr

1
3 (2.21)

Two-Phase
During Condensation both, a liquid and a vapor phase coexist. An adequate correlation
for this case has to be chosen. In 1979 Shah presented the paper A General Correlation For
Heat Transfer During Film Condensation Inside Pipes [43] which found wide acceptance.
In this approach the heat transfer coefficient for liquid single phase is multiplied by an
empirical two phase factor which is a function of pressure, critical pressure and quality of
the fluid. Due to it’s limitations to high flow rates and moderate pressures, Shah presented
an improved version in 2009 [44] and 2013[45] which extends its applicability to lower flow
rates and higher pressures. The correlation as proposed in the 2013 paper is explained in
the following.

The Correlation is based on the following two heat transfer correlations. The first equation
is the correlation of Shah (1979) supplemented by an viscosity ratio factor:

αI = αLS ·

(
1 +

3.8

Z0.95

)(
µl

14µg

)0.0058+0.557pr

(2.22)

The second equation is the Nusselt equation for laminar film condensation with an adjusted
constant factor:

αNu = 1.32 ·Re−
1
3

LS ·

[
ρl(ρl − ρg)gk

3
l

µ2l

] 1
3

(2.23)

In the above equations µ is the dynamic viscosity where the subscript l refers to the liquid
and g to the vapor phase. The parameter g is the acceleration due to gravity and k is
the thermal conductivity. αLS is the heat transfer coefficient of the liquid phase and is
calculated as:

αLS = 0.023 ·Re0.8LS · Pr0.4l · kl
d

(2.24)

where d is the inner diameter of the tube and ReLS is the Reynolds number, assuming the
liquid phase is flowing alone. Z is a empirical correlating parameter introduced by Shah
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2.4. Heat Transfer 15

(1979), defined as:

Z =

(
1

x
− 1

)0.8

· p0.4r (2.25)

where x is the steam quality and pr is the reduced pressure defined as:

pr =
p

pcrit
(2.26)

Using the above equations the heat transfer coefficient α can now be determined. At the
calculation three heat transfer regimes are distinguished:

Regime I: turbulent
α = αI (2.27)

Regime II: mixed
α = αI + αNu (2.28)

Regime III: laminar
α = αNu (2.29)

Which regimen prevails is determined by the dimensionless vapor velocity Jg, which is
defined as:

Jg =
x ·G

(g · d · ρg · (ρl − ρg))0.5
(2.30)

where G is the total mass flow of liquid and vapor and x is the steam quality.

Regime I occurs for the following condition:

Jg ≥ 0.98 · (Z + 0.263)−0.62 (2.31)

Regime III occurs when:

Jg ≤ 0.95 · (1.254 + 2.27 · Z1.249)−1 (2.32)

Otherwise regime II prevails.

2.4.2. Heat Conduction in Tube Wall

The radial thermal resistance in the wall of a circular tube can be calculated according to
the VDI-Wärmeatlas [50] as:

RCond,Wall =
δ

λAm
(2.33)

with:

Am =
A2 −A1

ln(A2/A1)
(2.34)

where A1 = 2πr1L is the inner lateral surface of the tube, A2 is the outer lateral surface
and δ = r2 − r1 is the tube wall thickness. λ is the thermal conductivity of the wall
material.
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16 2. Basic Principles

2.4.3. Air-side Heat Transfer

For the finned tube heat exchanger used in the MoNiKa condenser, the air-sided heat
transfer coefficient can be determined with the Nusselt number correlation proposed by
Haaf [49]:

Nu = 0.31 · Pr
1
3 ·Re0.625 ·

(dae
ds

) 1
3

(2.35)

where ds is the distance of the heat exchanger rows (serial tube distance). The charac-
teristic length dae, which is also used to determine the Reynolds number, is calculated as
follows:

dae =
4VtotΨ

Atot
(2.36)

where Vtot is the total finned volume, Atot the total heat exchanger area of the air side and
Ψ the void ratio. Those are calculated as follows:

Atot =
(
2 · (dsdp −

π

4
d2o) · nf︸ ︷︷ ︸

Fin Area

+ π · do · Lt︸ ︷︷ ︸
total tube
outer area

− π · do · tf · nf︸ ︷︷ ︸
tube outer area
covered by fins

)
· nt (2.37)

Vtot = hhx · lhx · dhx (2.38)

Ψ = 1−
tf
pf

−
πd2o(pf − tf )

4dsdppf
(2.39)

Due to the large number of geometrical parameters used in this section, these are resumed
in Table 2.4 and visually represented in Figure 2.7. The average flow velocity, which is
required to determine the Reynolds number, results from the flow velocity of the free
external flow w0 and the void fraction Ψ:

wmean =
w0

Ψ
(2.40)

The calculated heat transfer coefficient assumes a spatially constant temperature of the
fins. However, since the surface temperature decreases from the tube to the tip of the fin,
a precise calculation of the heat transfer would require a discretization of the fins. Due
to the resulting computational effort and increased complexity, a fin efficiency approach is
used instead, where the heat transfer coefficient is corrected with the fin efficiency ηf .

The heat transfer coefficient related to the entire surface is called the apparent heat transfer
coefficient αapp, which is calculated from the heat transfer coefficient αfin (calculated with
Haaf) and the fin efficiency:

αapp = αfin

(
1 +

Afin

Atot
· (ηf − 1)

)
(2.41)

The fin efficiency resembles the ratio of the actual heat transfer coefficient and the heat
transfer coefficient in case of isothermal fins. The value of the fin efficiency can be calcu-
lated with the method of Schmidt [42]:
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2.4. Heat Transfer 17

Symbol Explanation

Atot total (fin-side) heat transfer area
dae equivalent diameter (characteristic length)
dhx total depth of heat exchanger
do tube outer diameter
dp parallel tube distance
ds serial tube distance
hhx total height of heat exchanger
lhx total length of heat exchanger
Lt finned tube length
nf total number of fins
nt total number of tubes
pf fin pitch
tf fin thickness
Vtot total heat exchanger volume

Table 2.4.: Geometry parameters of the heat exchanger

Figure 2.7.: Schematic representation of the geometric parameters of the heat exchanger. (picture from the
documentation of TIL [59])

17



18 2. Basic Principles

ηf =
tanh(X)

X
(2.42)

with

X = heff,fin ·
(

2α

λfintf

)0.5

(2.43)

where heff,fin is the effective fin height, calculated as:

heff,fin =
do
2

(
Req

r
− 1

)(
1 + 0.35 · ln

(
Req

r

))
(2.44)

Req

r si the diameter ratio and can be calculated as:

Req

r
= 1.27 · dp

do
·

(0.25 + (ds
dp

)2
)0.5

− 0.3

0.5

(2.45)

The overall air-side heat resistance can then be calculated as:

RConv,AirSide =
1

αappAtot
(2.46)

2.5. Pressure Loss

The following equation from the VDI-Wärmeatlas can be used as a basis for calculating
the pressure loss of any flow [33]:

∆p = ξa
ρ

2
w2 (2.47)

where ξ is the pressure loss coefficient, ρ the density and w the flow bulk velocity. The
form factor a is defined depending on the type of flow problem. The correlations used for
the pressure loss coefficient and the definition of the form factor for the pressure losses
that occur are explained in the following sections.

2.5.1. Pressure Loss in Tubes

For circular tubes, the form factor a is calculated from the length of the tube l and the
inner diameter di [32]:

a =
l

di
(2.48)

For the calculation of the pressure loss coefficient, a distinction is made between laminar
and turbulent flow. For laminar flows (Re ≤ 2300) the Hagen-Poiseuille relation applies
[32]:

ξ =
64

Re
(2.49)
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For turbulent flows with 2300 < Re < 107 the equation by Konakov, which applies to both
single-phase liquid and single-phase vapor flows, can be used [24]:

ξ =
1

(1.8 · log(Re)− 1.5)2
(2.50)

2.5.2. Pressure Loss for Condensation

The pressure loss during condensation in horizontal tubes is calculated with the Correlation
of Friedel [13] [12]. With this method, the pressure loss of the pure liquid flow ∆pl is
first determined using the correlation of Konakov (Eq.2.50) or Hagen-Poiseuille (Eq.2.49)
presented before. Then the total pressure drop ∆p is determined by multiplying ∆pl by a
two-phase multiplier Φ2

Lo which takes into account the distribution of liquid and gas phase:

∆p = Φ2
Lo∆pl (2.51)

The two-phase multiplier Φ2
Lo is calculated as:

Φ2
Lo = D+3.43x0.685(1−x)0.24

(
ρl
ρg

)0.8(ηg
ηl

)0.22(
1− ηg

ηl

)0.89

Fr−0.047
l We−0.0334 (2.52)

where x is the steam quality, Frl the Froude number of the liquid phase andWe the Weber
number. The definition of Froude number and Weber number are explained below. The
factor D is calculated as:

D = (1− x)2 + x2
(
ρlξg
ρgξl

)
(2.53)

The subscripts l and g refer to the liquid and gas phase. The pressure loss factors ξl and
ξg are calculated depending on the Reynolds number. For Re < 1055 it is calculated with
the Hagen-Poiseuille relation:

ξl,g =
64

Rel,g
(2.54)

For Re > 1055 it is:

ξl,g =

[
0.86859 · ln

(
Rel,g

1.964 · ln(Rel,g)− 3.8215

)]−2

(2.55)

The Reynolds numbers have to be calculated only for the liquid and vapor content and
are therefore dependent on the steam quality.

The Froude number represents a measure of the ratio of inertial forces to gravitational
forces within a hydrodynamic system. The Froude number for the liquid phase can be
calculated as follows [23]:

Frl =
w2
l

gd
(2.56)
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The Weber number represents the ratio of inertial force to surface tension and is calculated
as [23]:

We =
w2
l dρl
σl

(2.57)

where σl is the surface tension of the fluid.

2.5.3. Air-side Pressure Loss

The pressure loss coefficient on the air-side of the fin and tube heat exchanger is calculated
with a correlation of Haaf [49] that is already implemented in TIL:

ξair = 10.5 ·Re
1
3

(
dae
ds

)0.6

(2.58)

The form factor a of Equation 2.47 is calculated using the serial tube distance ds and the
equivalent diameter dae that was introduced in Chapter 2.4.3 in Equation 2.36:

a =
ds
dae

(2.59)

2.6. Dynamic Simulation

For the dynamic simulation the modeling language Modelica with the simulation environ-
ment Dymola is used. In addition, thermodynamic models from the commercial component
library TIL are utilized. Further, for the fluid property calculation during the simulation
the database REFPROP of the National Institute of Standards and Technology is used.
The programs mentioned are explained in the following.

2.6.1. Modelica, Dymola

Modelica
Modelica is an open-source, object-oriented modeling language for system-level modeling
that was first introduced in the late 1990s by the Modelica Association [35]. Multiple
physical domains are supported, among which are mechanical, electrical, thermal, and
fluid systems, which enables the modeling of complex, reusable and easy to modify multi-
domain systems.

Models are describes by differential, algebraic or discrete equations [63]. A special feature
in Modelica is that equations don’t need to be solved manually for particular variables.
This enables the use of equations in its textbook form. Modelica later solves these equations
for the unknown variables. This enables an easy reuse of sub-models for different purposes
and therefore facilitates the handling of complex systems.

The modeling approach in Modelica is based on the procedure that is used when building a
real system where complex new system can be assembled from existing components. Exist-
ing models of the most frequently used components are included in the Modelica Standard
Library [35]. Furthermore, free and commercial libraries are available for various areas
of application, such as the commercial TIL-library (see section 2.6.2) for thermodynamic
components. If no components for a special function are available, own components can
be developed or existing ones modified.
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To simulate a Modelica model an simulation environment is required that converts the
code into a form suitable for simulation [35]. In this thesis the tool Dymola is used for
this purpose that reads the model and translates it into a set of mathematical equations.

Dymola
Dymola (Dynamic Modeling Laboratory) is an commercial modeling and simulation en-
vironment for developing models in the Modelica language [4]. It comes with a graphical
model editor that allows the definition of Modelica models by positioning existing models
of individual system components in the editor window. The individual component models
can then be connected by drawing connections in form of lines which specify interactions
between the components [35].

This allows the navigation of large and complex models. The corresponding Modelica
code is automatically generated by the program. Alternatively, a model can be created by
manually entering text in the text-editor window [35].

Dymola can convert large models into C code. A special transformation algorithm converts
the individual equations of the model components in Modelica into a system of equations.
At the same time, the equations are converted into an explicit form, sorted and, if pos-
sible, variables are substituted [14]. This system of equations can now be solved using
conventional methods. By default the DASSL algorithm is set as an solver to integrate
the system. Besides a simulation engine Dymola also provides an result viewer.

DASSL
As mentioned before, DASSL (Differential-Algebraic System Solver) is the default solver
in Dymola. It is an implicit, higher order, multi-step solver with a step-size control for
the numerical solution of implicit systems of differential/algebraic equations of the form
F (t, y, y′) = 0 [36]. It was developed in the 1980s and is explained in detail in Petzold82
[36].

The solver applies backward differentiation (BDF), which is an implicit method for nu-
merical integration [34]. The time step size is variably adjusted by the solver so that
the desired accuracy of the results is achieved [63]. As all in Dymola available integra-
tion algorithms DASSL approximates the solution by a polynomial of order k. It then
automatically adjusts the polynomial order during the simulation between 1 ≤ k ≤ 5 [7].

Further, DASSL is an dense output algorithm which is explained in the Dymola User
Manual Vol 1 [7] as:

The step size of such integrators is not influenced by the communication grid.
The step size is only chosen according to the required tolerances and the esti-
mated local error. Such algorithms integrate past the desired communication
points and determine the values of the state variables x at the communication
points by interpolation, which involves no evaluation of the differential equa-
tion. Dense output implies that the algorithm can handle state events efficiently
and also produce evenly spaced output.

2.6.2. TIL

In addition to elements from the Modelica standard library, the commercial TIL component
library in version 3.12.1 is used to model the MoNiKa cycle. Besides component models
the TIL suit also includes TIL-Media, which is an interface via which external substance
data from the REFPROP program of the National Institute of Standards and Technology
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(NIST) can be accessed. By this means TIL-Media enables the calculation of thermo-
physical properties of incompressible liquids, ideal gases as well as real fluids containing a
vapor liquid equilibrium (VLE-fluids). Furthermore, it allows the property calculation of
fluid mixtures [59].

2.6.2.1. General Principles of TIL

System Information Manager
In every model that contains components of the TIL library, a System Information Man-
ager (SIM) model is required. In this model the working fluids are defined. For each
additional component in the model, it must then be selected which of the SIM fluids is to
be used. Figure 2.12 at the end of the chapter shows the use of the introduced models and
components based on a MoNiKa example model.

Cells
Components of the TIL library have a modular structure. Cells are the smallest unit
for the construction of models. The cells use a finite-volume-based approach where each
volume has one temperature and pressure. For components of this thesis, VLE-Fluid Cells,
Wall Cells and Moist-Air Cells were used, which are briefly explained below.

VLE-Fluid Cells as depicted in Figure 2.8 on the left, map a flow of a compressible two-
phase, vapor or liquid fluid flow and covers substances and mixtures. The Cell model
contains a replaceable pressure drop model (green cycle in the figure). This model provides
different correlations for the calculation of the pressure drop, regarding the geometry
information and the substance properties. If no suitable pressure drop model is available
in TIL, an own model can be created which the cell then accesses. Furthermore, the cell
contains a heat transfer model (red cycle) where the convective heat transfer of the VLE-
Fluid flow is calculated. The model provides a heat transfer coefficient α. Likewise to the
pressure drop model, predefined correlations are provided and user-defined correlations can
be implemented. Further, the cell contains a VLE-Fluid-Object (green circle) to calculate
the thermo-physical substance properties of the compressible two-phase, vapor or liquid
fluid based on pressure and enthalpy. Moreover, each VLE-Fluid Cell contains two VLE-
Fluid Ports that are connected to the ports of the neighboring cell or element to specify
the interactions (pressure, mass flow, enthalpy flow and mass fraction of steam) between
the two neighboring elements. The VLE-Fluid Cell further contains a heat port which
enables the consideration of a heat flow rate from or to the outside. In addition each cell
contains the balance equations for mass, energy and momentum as explained in Chapter
2.6.2.2.

Figure 2.8.: Structure of VLE-Fluid Cells (left) and Wall Cells (right) in TIL. (pictures from the TIL
documentation [59])

Wall Cells as depicted in Figure 2.8 on the right, use the properties of a solid medium
(grey circel in figure) and geometry data, given from the outside, in order to calculate

22
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the thermal capacity of the cell. The model contains four heat ports and uses a transient
energy balance, considering the heat capacity of the material. A heat conductance to the
ports is calculated using either a fixed heat resistance or a geometry and material based
heat resistance model (red cycle in figure).

Moist-Air Cells can be considered as a combination of Gas-Cell and Wall Cell. It maps an
ideal moist air flow, as well as the thermal capacity of a solid mass. The structure of the cell
is depicted in Figure 2.9. The Moist-Air Cell enhances the gas cell model by considering
condensation and evaporation of water, using a dynamic mass and energy balance of a
water film. Furthermore, ice formation can be considered. As does the VLE-Fluid Cell,
the Moist-Air Cell contains a replaceable heat transfer and pressure drop model as well as
the balance equations explained in the next section. Further, the effect of non-isothermal
fins are considered by a replaceable fin efficiency model.

Figure 2.9.: Structure of Moist Air Cells in TIL. (pictures from the TIL documentation [59])

2.6.2.2. Balance Equations in TIL

The component models used in TIL include the conservation equations for mass, energy
and momentum in the following notation [39][63]:

Energy balance:

dh

dt
=

1

M

(∑
i

(ṁi (hi − h)) + Q̇+ Ẇt + V
dp

dt

)
(2.60)

Momentum balance:

dṁ

dt

V

A
=

ṁ2
in

Aρhom
− ṁ2

out

Aρhom
+ (pin − pout)A−∆pRA− ρhomgV sinφ (2.61)

Mass balance:
dM

dt
=
∑
i

ṁi = ρhom
dV

dt
+ V

dρhom
dt

(2.62)

where the change in density over time in Equation 2.62 is calculated depending on pressure
and enthalpy in the constant control volume V with:

dρ

dt
=

(
∂ρ

∂p

)
h

dp

dt
+

(
∂ρ

∂h

)
p

dh

dt
(2.63)
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The partial derivatives of this equation are calculated in TIL using the respective material
data model.

In the above equations the three-dimensional flow is considered as one-dimensional and
thus only the given, dominating flow direction is considered. Furthermore, the flow is
considered to be a homogeneous single-phase flow, hence the subscript hom. The nu-
merator i in the summation sign includes all incoming and outgoing material and energy
flows of the control volume V . The energy balance 2.60, which is based on the first law
of thermodynamics for open systems, neglects the kinetic and potential energy and also
assumes constant fluid properties in the control volume. In the energy balance hi denotes
the enthalpy of the mass flow transported across the system boundaries and h denotes
the enthalpy inside the control volume. Q̇ is the heat flow transferred across the system
boundaries and Ẇt is the work done by the system on its surroundings. In the momen-
tum balance 2.61 A designates the flow area of the control system sides and ρhom the
homogeneous density of the fluid.

Neglecting fast dynamic processes such as the propagation of sound waves, the time deriva-
tive in the momentum balance becomes zero, resulting in a stationary momentum balance.

The hydrostatic influences ρhomgV sinφ are not taken into account in the momentum
balance neither in the turbine nor in the condenser model due to the small differences in
height.

Pressure State Element
The pressure derivative dp

dt appears in the energy balance 2.60 as well as in Equation 2.63
for the density derivative for the mass balance. This leads to a coupled non-linear system
that is difficult to solve.

To reduce the dimension of the coupled energy and mass balance TIL introduces a nu-
merical approach called Pressure State Approximation. Instead of calculating dp

dt for each
element/cell the pressure derivative is calculated as a global variable in the so called
Pressure State Element, leading to the decoupling of the equations and hence avoids a
non-linear system. This approach increases the time constants of the model and therefore
improves simulation performance [59].

In a physical system the pressure change propagates with the speed of sound, which can
lead to oscillations or standing waves. By using the Pressure State Approximation pressure
changes are propagated instantaneously since the derivative for all elements of this pressure
level is the same. Therefore, this approach leads to errors when the effect of oscillations
and standing waves is of importance.

For the modeling with TIL a Pressure State Element for each pressure level must be used
(e.g. pressure level 1: between heat exchanger and turbine; pressure level 2: between
turbine and condenser). It is important to note that the derivative of the pressure is not
constant over time, and the pressure itself is not constant along the flow direction, hence
each cell still has its own pressure but the term dp

dt is the same in all energy and mass
balances for each pressure level.

2.6.2.3. Turbine Model in TIL

In the TIL library the turbine model EffExpander is available. This is a zero-dimensional
component model in which the expansion of the steam is calculated as a function of the
intake volume ∆V , the rotational speed n and the constant isentropic efficiency ηis. The
turbine shaft power PT then results from the energy balance of the turbine:

PT = ṁ · (hOut,is − hIn) · ηis = ṁ · (h4,is − h3′′) · ηis (2.64)
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With a given turbine back pressure and mass flow, the density at the turbine inlet ρ3 is
obtained using the following equation:

ṁ = ρ3 · n ·∆V (2.65)

Afterwards the remaining fluid properties (e.g. inlet pressure) can be calculated using
equations of state since now two properties (ρ and h) are known at the turbine inlet. In
the real MoNiKa plant, however, the relationship between mass flow, pressure levels and
inlet temperature is better described by the corrected Stodola Equation 2.9 as explained in
Chapter 2.3.2.3. Equation 2.65 must therefore be replaced with the empirically corrected
Stodola Equation 2.9. In addition, the isentropic turbine efficiency is not constant in
real operation, especially during partial load, which is why the empirically determined
correlation for the isentropic turbine efficiency (Equation 2.7) must also be incorporated
in the model.

2.6.2.4. Condenser Model in TIL

The TIL library provides a variety of heat exchanger models for different geometries and
medium combinations. To model the MoNiKa Condenser the FinAndTube - MoistAirVLE-
Fluid - ParallelFLowHX model is used. As the name already suggests, this is a fin and
tube heat exchanger that uses a VLE-Fluid on the ORC side and Moist Air on the air
side.

The MoNiKa heat exchangers can be modeled as a cross-flow or parallel-flow design. The
more tubes the heat exchanger has connected in series in the direction of the cooling air
flow, the more the parallel-flow characteristic predominates since then the temperature
difference between each of the serial tubes is greater than the difference between the
beginning and end of a single tube. For more than 3 serial tubes an implementation as
parallel flow heat exchanger is recommended by the TIL support. For the heat exchangers
in the MoNiKa condenser, with 4 serial tubes and 69 parallel tube coils the condenser
model will therefore be implemented as a parallel-flow design.

The TIL condenser model is constructed from VLE-Fluid Cells and Moist-Air Cells. As
mentioned before, the Wall Cells are already included in the Moist-Air Cell model. The
structure of the model is shown schematically in Figure 2.10. For VLE-Fluid Cells and
Moist-Air Cells in the condenser a heat transfer and pressure drop model can be selected.
The fin efficiency model is contained in the Moist-Air cells. The model further contains
parameters for the geometry which has to be given by the user. The condenser is discretized
one-dimensionally in n cells in flow direction, leading to n VLE-Fluid cells and Mois-Air
cells (and therefore also Wall Cells). An adequate number of cells must be determined by
the user. The connection of the cells is shown in Figure 2.11.

2.6.2.5. Exemplary Model with Components from TIL

Figure 2.12 shows an example of how the components of the TIL library presented in the
previous chapters are used and connected.

The most important components used are:

1: System Information Manager
2: Pressure State Element
3: Turbine Model
4: Hydraulic Resistance Model
5: Condenser Model
6: Connections
7: Model containing input data for a specific Simulation
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26 2. Basic Principles

Figure 2.10.: Structure of the TIL parallel flow heat exchanger model for Moist-Air and VLE-Fluid. (picture
from the TIL documentation [59])

Figure 2.11.: Cell connection of parallel flow heat exchanger models in TIL. (picture from the TIL docu-
mentation [59])
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Figure 2.12.: Exemplary Dymola model with components from TIL using the example of the model
S d3 N1 65 as explained in Chapter 3.5. The most important components are marked with numbers.

2.6.3. REFPROP

REFPROP is a program, developed by the National Institute of Standards and Technology
(NIST), that calculates thermodynamic and transport properties of industrially important
fluids and their mixtures [27]. The acronym stands for Reference fluid Properties. Detailed
information about the pure fluid and mixture models in REFPROP are available at [27].

It is important to note that some mixtures have components with a wide range of volatilities
(i.e. large differences in boiling points), as indicated by a critical temperature ratio greater
than 2, which can lead to numerical problems in some property calculations [27]. Propane
has a critical temperature of 369.85K [10] and Nitrogen of 126.19K [47] which leads to
the mentioned problems. During the elaboration of the thesis, it became apparent that
for the propane-nitrogen mixture, especially for fluid states around the critical point, the
REFPROP material model does not always converge which can lead to simulation crashes.
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3. Model Development

The modeling process that led to the final Dymola model is explained in this chapter.
Furthermore, the experimental comparison data from various MoNiKa test runs and the
methods used for the quantification of the agreement of the results are presented.

3.1. Introduction of the Experimental Data from Test Runs

The measurement data from four MoNiKa test runs are relevant for this thesis. The
designation of the test runs as Day0, Day1, Day2 and Day3 is oriented on the previous
theses. Table 3.1 gives an overview of the MoNiKa test runs with the control parameters
that were varied during operation.

The start time of recording of the measurement data was 5:49:00 for Day0, 12:00:00, for
Day1 and Day2, and 13:11:00 for Day3. These start times were selected in the previous
theses [11][28] and were adopted. For Day1-3 the actual start-up of the system begins
earlier. Therefore the data of Day1-3 do not include the start-up of the plant, but begin
shortly before the start of turbine operation. The mentioned start times are the first time
step of the Dymola models for the respective day.

At the time of the test run of Day0, no turbine was installed in the MoNiKa plant. The
expansion of the propane therefore took place through a throttle valve. Consequently,
the test run from Day0 is a pure propane cycle, while for Day1-Day3 a propane-nitrogen
mixture as the working fluid must be assumed due to nitrogen infiltration in the turbine
shaft seal. As explained in Chapter 2.3.2, the used nitrogen content is based on calculations
by Prof. Dr. Thomas Schulenberg and estimated at 1.65 mass%.

For all test runs the condenser fans were operated at full load and no water injection on
the heat exchanger fins took place.

The most important comparison variable of the turbine model is the turbine shaft power
PT , which can be determined from the measured generator power according to Equation
2.3. For the condenser model, the enthalpy at its outlet h1 serves as the main comparison
variable. Alternatively, the temperature at the outlet T1 could be used, but this is less
advantageous since most of the state change in the condenser takes place in the two-
phase region. The condenser outlet enthalpy for the test runs can be determined from the
measured temperature and pressure data using a Matlab-REFPROP interface.

Both the turbine model and the condenser model require a stream variable as an input.
In the case of the turbine, this can be the enthalpy or temperature at the turbine inlet.
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Date of
Test run

Description of test run
Designation
in Thesis

07 Feb.2020

24h condenser test run with 100%, 70% and 50% of de-
sign mass flow in stationary operation. Pure propane
ORC since no nitrogen-sealed turbine was installed at
this time.

Day0

08 Nov.2021

Turbine and condenser test run for stationary oper-
ation in 7 different operating points. Adjustment of
ORC mass flow, mass flow of thermal water and con-
trol valve position to reach operating points. The op-
erating time was about 4 hours.

Day1

09 Nov.2021

Turbine and condenser test run with gradual opening
of the control valve and variation of ORC mass flow at
constant mass flow for thermal water. The operating
time was about 4 hours.

Day2

10 Nov.2021

Turbine and condenser test run with gradual increase
of ORC mass flow from 2.1kg

s to 2.8kg
s in steps of

0.1kg
s . No variation of control valve (fully opened)

or mass flow of thermal water. However, in this test
run control problems in the boiler occurred leading to
fluctuations of turbine inlet temperature and enthalpy.
The average thermal water temperature in the boiler
for this day was 151.6°C with a standard deviation of
1.49%. The operating time was about 4 hours.

Day3

Table 3.1.: Overview and designation of the relevant MoNiKa test runs

In the case of the condenser, whose incoming flow is in the two-phase region, enthalpy
or vapor quality can be used. To enable a more structured and automated procedure, it
was decided in both cases to use the enthalpy as an input variable. The calculation of the
enthalpies from the measurement data for temperature and pressure was carried out in
Matlab. The results were then imported into Dymola.

The fluid property calculation, especially in the vicinity of the critical point and for mix-
tures, is not unproblematic, which is why the procedure for calculating the inlet enthalpies
of the turbine and condenser model is explained in the following section.

3.1.1. Calculation of Inlet Enthalpy for Turbine and Condenser

Day0
At the time of Day0, no turbine was installed in the MoNiKa system. The supercritical
propane was expanded via a throttle valve which is assumed to be isenthalpic in the
following. Since the fluid is expanded into the two-phase region, it is not possible to
calculate the enthalpy h4′ directly from the measured pressure and temperature data at
the condenser inlet. Instead, the enthalpy at the heat exchanger outlet h3 is determined.
Assuming isenthalpic throttling, negligible changes in kinetic and potential energies and
negligible heat losses in the pipes [11], the energy balance yields: h4′ = h3. The enthalpy at
the heat exchanger outlet h3 is then determined as a function of the measured temperature
T3 and the measured pressure p3 for pure propane.

30



3.1. Introduction of the Experimental Data from Test Runs 31

0 1 2 3 4 5 6 7

Time [s] #104

100

200

300

400

500

600

700
E
n
th
a
lp
y
[k

J k
g
]

Evolution of Condenser Inlet Enthalpy over Time for Day 0

Inlet Enthalpy Calculated Inlet Enthalpy Straightened

Figure 3.1.: Enthalpy calculation for condenser inlet for Day0. The blue line represents the results of the
enthalpy calculation from pressure and temperature at the heat exchanger outlet. The red line shows the
modified enthalpy that was finally used as input for the Dymola models.

The result is shown in Figure 3.1 as a blue line. As can be seen immediately, there are
three time ranges in which the enthalpy calculation led to problems. These areas have
been highlighted in gray.

In the first time range marked in gray (0s < t < 2000s), the system is started up, in the
last range (t > 70000s) the system is shut down. In the second range (50740s < t < 54500),
the mass flow is reduced from 70% to 50% of the maximum mass flow. For all three ranges
the fluid variables at the heat exchanger outlet fall below critical conditions and therefore
pass through the two-phase region. In this area, no clear enthalpy determination from
the pressure and temperature measurements is possible, which is why the calculated value
jumps between the enthalpy of liquid and gaseous propane. As soon as a supercritical
state is reached, the problem disappears.

At t ≈ 30000s the mass flow is reduced as planned from 100% to 70% of the maximum
mass flow. There are no problems with the calculation here. However, for the second
mass flow transition (50740s < t < 54500) a control problem arose so that the mass flow
and thus the pressure and temperature at the heat exchanger outlet fluctuated over a
long period of time. As a result, the fluid states are alternately in the supercritical and
two-phase region.

Due to the above difficulties, the directly calculated enthalpy cannot be used for the
simulation without further processing, since the heavily fluctuating enthalpy values will
lead to the simulation crashing. However, in order to enable an uninterrupted simulation
over the entire duration of Day0, the start-up and shut-down time range was cut off and
the enthalpy in the time range of the second mass flow transition was linearly interpolated
from the boundary values of this area. The condenser inlet enthalpy used as input to the
simulation model is shown as a red dashed line in Figure 3.1.
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Day1-3
For an easier understanding of the procedure, the MoNiKa system plan between the heat
exchanger and condenser with the designation of the fluid states is shown in Figure 3.2. As
can be seen in the enthalpy calculation for Day0, this is difficult whenever the fluid states
are close to the boundaries of the two-phase region. When calculating the fluids properties
using fluid mixtures, the additional difficulty arises that the calculation of properties with
REFPROP often does not converge for fluid states close to the critical point. For this
reason, the enthalpy calculation is carried out based on the measurement data at the heat
exchanger outlet (state 3) instead of the turbine inlet (state 3′′). On this basis, the input
enthalpies for the turbine and condenser can be determined as follows:

Figure 3.2.: Block diagram to illustrate the calculation of the input enthalpy for turbine and condenser

If one applies the first law of thermodynamics to the tube system, which connects the
heat exchanger (state 3) with the bypass junction (state 3′), and neglects the kinetic and
potential energies, and further assumes stationary behavior, one obtains the enthalpy at
node 3′ as:

h3′ = h3 −
Q̇loss

ṁ
(3.1)

It is assumed that the entire heat loss takes place in the relatively long pipes between
the heat exchanger and the junction for the bypass. The heat loss occurring in the pipes
was estimated by Joaqúın Perez [28] to be ≈ 330W and is relatively constant during the
test runs. It is then assumed for simplification that no further heat loss takes place after
node 3′. Since the change of state in the control valve is assumed to be isenthalpic and no
further heat loss is taken into account, the inlet enthalpy of the turbine corresponds to:

h3′′ = h3′ (3.2)

Using Equation 3.1, it then follows for the inlet enthalpy of the turbine:
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h3′′ = h3 −
Q̇loss

ṁ
(3.3)

To determine the inlet enthalpy of the condenser, the first law of thermodynamics can be
applied to a control volume of the entire system shown in Figure 3.2 (state 3 to state 4′):

−Q̇loss − PT + ṁ · h3 − ṁ · h4′ = 0 (3.4)

In the above equation, the changes in kinetic and potential energies have been neglected
and steady-state behavior has been assumed. In addition, it was assumed that only the
working flow of the turbine shaft power and the heat flow of the heat losses in the pipe
system between 3 and 3′ are transferred across the system boundaries. After rearranging
the equation, the inlet enthalpy of the condenser is:

h4′ = h3 −
Q̇loss

ṁ
− PT

ṁ
(3.5)

With the equations presented, it is now possible to determine the input enthalpies for
condenser and turbine from the measured values for pressure and temperature at the heat
exchanger outlet. Here it must be noted that the calculation, unlike for Day0, is not
carried out with pure propane but with a propane-nitrogen mixture.

3.2. Methods for the Quantification of the Agreement of Results

In this thesis, a quantification of the agreement of simulation results with experimental
data will be carried out by executing the following procedure:

1. First, the experimental data and simulation results are interpolated to a uniform time
vector. The new time vector is determined from the start and end times (t1 and tn) of the
time period to be compared and has a time step size ∆t = 1s. This corresponds to the
sampling rate of the measuring devices. Choosing a time vector with smaller time steps
therefore does not lead to an improvement in accuracy. The number of time steps n is
then determined as:

n =
tn − t1
∆t

(3.6)

2. The absolute deviation of the results is then calculated for each time step i in the
following way:

εabs,i = ψSim.,i − ψExp.,i for i = 1, ..., n (3.7)

In addition, the relative deviation is calculated for each time step as well:

εrel,i =
ψSim.,i − ψExp.,i

ψExp.,i
for i = 1, ..., n (3.8)
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where ψ is any variable.

3. Finally, the mean of the absolute and relative deviation is calculated. The sign of the
deviations is considered to be always positive using the absolute value function:

ε̄abs =
1

n

n∑
i=1

|εabs,i| (3.9)

ε̄rel =
1

n

n∑
i=1

|εrel,i| (3.10)

The introduced metrics enable an evaluation of the agreement of the simulation results.
ε̄rel and ε̄abs can be used as a metric to evaluate the agreement of results for an entire day
while εrel,i and εabs,i give a more detailed evolution of the agreement over time. The code
of the Matlab-Function used for the calculation is attached in the Appendix B.1.

3.3. Development of the Turbine Model

3.3.1. Implementation of the Turbine Model and Comparison with the Simulink
Turbine Model by Julia Filipe

The TIL EffExpander component as introduced in Chapter 2.6.2.3 serves as the basis for
the turbine model. The correlation for the isentropic turbine efficiency (Equation 2.7) and
the modified Stodola correlation (Equation 2.9) by Joaqúın Perez [28] were additionally
implemented in the model.

The MoNiKa turbine model in Simulink that was developed by Julia Filipe [9] as part of
her thesis serves as a comparison model. This was created on the basis of the MoNiKa
test runs from Day1-3. At that time, a nitrogen content of 0.2 mass% was assumed.

To verify the correct implementation of the turbine model in Dymola, a simulation was
carried out using the same inputs as Julia Filipe and the same propane-nitrogen mixture
with 0.2% nitrogen. Both models should then deliver equal results except for numerical
rounding differences.

However, the model could not be verified this way because two key observations were
made:

Observation 1: Firstly, the temperature at the inlet of the turbine of the two models did not
agree. This is remarkable because the inlet pressure calculated via the Stodola approach
was the same and the enthalpy at the inlet was given as input. Since two state variables
match, all other state variables should also match if the substance is the same. Since
the input temperature is determined from the pressure and the enthalpy, it was initially
assumed that there was an error in the substance data calculation, which takes place
for both models via REFPROP. However, this hypothesis could be ruled out by a more
detailed investigation. The most probable remaining conclusion is that the fluids used in
the Dymola and Simulink model were not the same.

Observation 2: Secondly, the calculated turbine shaft powers of the two models did not
agree, whereby the Simulink model of Julia Filipe represented the experimental data better.
The deviation was significant and reached up to 10% of the turbine shaft power. This is
also remarkable since the correlations used were identical. Therefore the calculated turbine
efficiencies of both models agreed and the calculation of the turbine shaft power in the
Dymola model was already implemented by TIL and can therefore be considered verified.
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3.3. Development of the Turbine Model 35

With the same inlet enthalpy, same efficiency, same inlet pressure and same outlet pressure,
the shaft powers of the two models should match. If they do not (and this is the case here),
there is an error in the implementation of one of the models or the fluids used were not
the same.

Since a possible explanation for both observations is a deviating fluid mixture, the simula-
tion was executed again with different nitrogen contents. This showed that observation 1
could be eliminated for pure propane and that the input temperatures of both models then
correspond. However, the deviation of the shaft powers described in observation 2 could
not be improved for any of the tested nitrogen contents (0%, 0.2%, 0.4%, 0.6%, 0.8%).
Furthermore, both quantitative and qualitative deviations occurred for the shaft power.

A detailed analysis of Julia Filipe’s Simulink model, suggested that the fluid properties
were not calculated consistently and instead were sometimes calculated with pure propane
and sometimes with a 0.2% nitrogen content in the propane. For a better understanding
of the state points talked about, an exemplary turbine process is shown in Figure 3.3. The
analyzed Simulink and Matlab codes from Julia Filipe suggest that in the Simulink model
the state variables were calculated as summarized in Table 3.2. As can be seen from the
table, almost all required state variables were calculated with pure propane. Only the
enthalpy at the turbine outlet for the isentropic process was determined with the fluid
mixture.

With the help of Table 3.2, the deviating turbine shaft powers explained in observation
2 can now also be explained: Since the enthalpy of state point 4is was calculated with
the fluid mixture and the enthalpy of 3′′ with pure propane, there is a difference in the
enthalpy drop compared to the calculation with a consistent substance. Since the turbine
power is determined from this enthalpy drop and the efficiency, the shaft powers of both
models deviate significantly with a relative deviation that can be in the range of up to
10%.

Nevertheless, the Simulink model represents the experimental data better, since the fluid
properties for the efficiency correlation worked out by Joaqúın Perez were calculated in
the same way (see Table 3.2).

Figure 3.4 shows the turbine efficiency calculated in Matlab for pure propane and the
propane-nitrogen mixture on the example of Day2. In addition, the efficiency as calcu-
lated with the procedure of the previous theses is plotted. As can be seen, the described
procedure with the inconsistent material data calculation results in an efficiency curve
that neither corresponds to that of pure propane nor to that of the mixture, nor does it
lie between the two. Instead, the curve is clearly shifted.

With the aim of achieving reasonable approximations of the turbine power in the Dymola
model to be developed, two possible approaches result from these findings:

1st option:
To use the turbine efficiency correlation in its current form, the material data calculation
in the Dymola model would have to take place in the same way as in the previous theses.

In TIL, however, the fluid to be used is defined separately in the System Information Man-
ager (SIM). For each component (e.g. the turbine) it is then selected which of the defined
fluids is to be used. Changing the fluid between turbine inlet and outlet is not foreseen
in the available component models and it is unclear whether this can be implemented in
TIL.

Another reason that speaks against this option is the problem that for state point 4is the
entropy calculation was carried out with pure propane and the enthalpy calculation with
the fluid mixture. Since it is one and the same state point, the use of different substances
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Figure 3.3.: T-s-Diagram for the change of state during the turbine process. The two-phase region was
drawn for pure propane

calculated property
used
properties

used Fluid

The used inlet enthalpy h3′′ of the turbine
is calculated on the basis of the outlet en-
thalpy of the heat exchanger h3

h3 = f(T3, p3) Pure Propane

Temperature at turbine inlet T3′′ T3′′ = f(p3′′ , h3′′) Pure Propane

Entropie at turbine inlet s3′′ s3′′ = f(p3′′ , h3′′) Pure Propane

Entropie at turbine outlet for isentropic
change of state s4,is

s4,is = s3′′ = f(p3′′ , h3′′) Pure Propane

Enthalpy at turbine outlet for isentropic
change of state h4,is

h4,is = f(s4,is, p4)
Propane with
0.2% Nitrogen

Table 3.2.: Fluid property calculation in previous theses.
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Figure 3.4.: Comparison of the calculated turbine efficiency for pure propane, a propane nitrogen mixture
with 0.2% N2 content and the current correlation as presented in the thesis of Joaqúın Perez [28].

seems problematic here and it is unclear to what extent this will affect the quality of results
in the later model when applied to a wide range of operating conditions.

2nd option:
The second possibility is to develop a new correlation for the turbine efficiency which
is based on a consistent material data calculation. This procedure is physically more
accurate. In addition, updated knowledge about the nitrogen content is now available and
it is estimated that the nitrogen content at the time of the test runs was around 1.65
mass%. As can be seen in Figure 3.4 from the shift in the calculated efficiency line for
pure propane (blue) and the mixture (orange), the nitrogen content has an influence on the
calculated turbine efficiency, even if the calculation is carried out with consistent fluids.

Therefore, it was decided to develop a new efficiency correlation with consistent material
data calculation and the latest knowledge about the nitrogen content. The procedure for
developing the new correlation is presented in the following section.

Note: The fact that nitrogen is introduced as a sealing gas at the outlet of the turbine
shaft is not a possible explanation for the procedure in the previous theses. In this case,
the propane-nitrogen mixture produced at the turbine outlet would re-enter the turbine
after passing through the ORC again. Therefore, a mixture would have to be assumed also
at the turbine inlet. The nitrogen content was assumed to be constant during operation
in both the current and previous final theses.

3.3.2. Development of a new Correlation for the Turbine Efficiency

Due to the findings presented in the previous section, a new correlation for the turbine
efficiency is developed by carrying out the following steps:

First, a new turbine model was implemented in Dymola to calculate the turbine efficiency.
Since Dymola offers the convenience of automatically rearranging equation systems based
on the unknown variables, the existing turbine model can be used with some modifications
to calculate the isentropic turbine efficiency without having to change the basic structure
of the model. For this purpose, the shaft power of the turbine is defined as an additional
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input and the efficiency correlation is removed. At the same time, the previously introduced
Stodola equation is removed from the model and instead the pressure at the turbine inlet is
directly specified as input. This eliminates the uncertainty of the inlet pressure calculation
by the Stodola equation and thus leads to a more precise determination of the turbine
efficiency.

The unknown variable then remains the turbine efficiency, which is calculated by Dymola
for each time step. The for this purpose developed model T d1 N1 65 EfficencyCalculation-
FromShaftPower is summarized in Table 3.3. The measurement data of the test run from
Day1 serve as input. The output of the model is then the evolution of the turbine efficiency
over time for Day1. The calculated efficiency using the data from Day1 has to be validated
in later steps using the measurement data from Day2 and Day3.

Model
1. T d1 N1 65 EfficencyCalculationFromShaftPower
2. T d1 N1 65 Overdetermined

Inputs
1. ṁT ; p4; p3′′ ; h3′′ ; PT ;
2. ṁT ; p4; p3′′ ; h3′′ ;

relevant
Outputs

1. ηT,is
2. PT

Correlations
1. -
2. Turbine Efficiency Correlation

Note

1. The boundary conditions of the model are overdetermined be-
cause the mass flow and the pressures at the inlet and outlet are
specified. In the later models, the input pressure is then deter-
mined using the Stodola equation and the output power by incor-
porating the new efficiency correlation.
2. First, the turbine model is implemented without the Stodola
equation and with the inlet pressure as input. In later steps, the
Stodola equation is supplemented to check whether the shaft power
is then still well approximated.

Table 3.3.: Developed Dymola models for the development of a new correlation for the isentropic turbine
efficiency for Day1.

In a next step a new correlation for the turbine efficiency has to be fitted. The effi-
ciency curve calculated in the previous step is therefore imported into Matlab, where a
linear multivariable regression is carried out. The selected linear regression model has the
approach:

ηis,T = C1 + C2 · ṁT + C3 · p3′′ (3.11)

In the above approach the turbine efficiency is expressed as a function of the turbine mass
flow, the inlet pressure and a constant term. The estimation of the turbine efficiency in
partial load operation is a complex task and depends on a large number of influencing
factors (compare Traupel [61]). The selected approach was used in the master thesis of
Joaqúın Perez [28] under the supervision of Prof. Dr. Thomas Schulenberg and will be
retained for the new correlation.

Performing the linear regression of the calculated efficiency with the pressure and mass
flow measured for Day1, we obtain the new empirical correlation for the turbine efficiency:

38



3.3. Development of the Turbine Model 39

ηis,T = 0.63927− 0.35172
s

kg
· ṁT + 0.21246

1

MPa
· p3′′ (3.12)

The Regression has a R-squared value of 0.892 which seem sufficiently close to 1 and a Root
Mean Error of 0.0156. The coefficients C1, C2 and C3 have changed significantly compared
to the previous correlation (C1 : 0.4412 → 0.63927; C2 : −0.4399 → −0.35172; C3 :
0.3229 → 0.21246 ). It therefore remains to be checked whether the new correlation also
provides good agreement for Day2 and Day3 or whether further adjustment is necessary.

Next, the new efficiency correlation is implemented in the Dymola turbine model. The
model is named T d1 N1 65 Overdetermined and is also summarized in Table 3.3.

In order to verify the correct implementation of the new efficiency correlation, it is first
implemented in the turbine model without the Stodola equation. Consequently, the mea-
sured inlet pressure is directly used as input. The model then provides the turbine shaft
power as an output which is compared with the experimental data.

A comparison of the turbine shaft power of the Dymola model with the experimental
data is shown in Figure 3.5. As can be seen, the experimental data are well represented
over the entire duration of Day1. The mean absolute deviation of the turbine power is
ε̄abs = 1.38kW , the mean relative deviation is ε̄rel = 1.51%. Due to the strongly fluctuating
course of the experimental data, better agreement cannot be expected.
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Figure 3.5.: Comparison of the turbine shaft power calculated in the Dymola turbine model using the new
efficiency correlation (blue) and the experimental Data (red) for Day1. The model does not yet incorporate
the Stodola equation and thus the measured inlet pressure is directly used as input.

The correct implementation of the new correlation can thus be regarded as verified. The
validity of the correlation for Day1 can also be confirmed. However, since the correlation
was fitted to the measurement data from Day1, the model must be validated with the
measurement data of Day2 and Day3. In addition, a further validation of the model is
required when the Stodola equation is added. These steps are carried out and explained
in detail in Chapter 4.1.
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3.4. Development of the Condenser Model

The basis for the condenser model is the TIL model FinAndTube - MoistAirVLEFluid
- ParallelFLowHX as explained in Chapter 2.6.2.4. The geometry parameters of the
MoNiKa condenser were implemented in the condenser model. These are summarized
in Table A.1 in the Appendix A.

The correlation of Shah (see Chapter 2.4.1) serves as a heat transfer model between ORC
fluid and tube walls. For the heat conduction in the tubes the formula introduced in chapter
2.4.2 is used and for the convective heat transfer on the air side the correlation according
to Haaf (see Chapter 2.4.3) is implemented. As a fin efficiency model the correlation
according to Schmidt is implemented as explained in Chapter 2.4.3.

Friedel’s correlation (see Chapter 2.5.2) was initially implemented as the pressure loss
model on the ORC side, although several correlations were tested. For the pressure loss
on the air side, the Haaf correlation presented in Chapter 2.5.3 is used.

All four heat exchangers used in MoNiKa are combined in one model. Since the condenser
model does not take hydrostatic effects into account, the four heat exchangers can be
realised as a single heat exchanger with four times the height and four times the number
of parallel flows.

Since the condenser model from the TIL library was used and only geometry parameters
and predefined heat transfer and pressure drop models are passed, the correct implemen-
tation of the model can be considered verified.

The condenser model is first implemented based on the data from Day0 and compared
to the results of Mariano Fossati’s [11] Simulink condenser model. The model is then
validated using the experimental data from Day1-3.

The condenser model is discretized in flow direction in a number of VLE-Fluid-Cells that
has to be given by the user. To determine an adequate number of cells a grid sensitivity
study is carried out which is explained in the following.

3.4.1. Grid Sensitivity Study

The condenser is discretized in a number of finite volume elements which is defined by the
user. As in any numerical study it is a necessity to establish grid convergence to verify
that the solution is insensitive to the grid resolution. Therefore, three simulations using
different grids (coarse - 5 cells, medium - 10 cells, fine - 20 cells) with a constant refinement
ration r = 2 have been executed. The variable used to evaluate the grid convergence is the
enthalpy at the condenser outlet. The implemented model is summarized in Table 3.4.

Model C d0 GridStudy

Inputs ṁ; p1; h4′ ; pamb; Tamb; φ; V̇air;

relevant
Outputs

h1; T1;

Correlations
Heat Transfer: Shah & Haaf & Schmidt
Pressure Loss: Friedel & Haaf

Note For the grid study discretizations with 5, 10 and 20 cells are tested.

Table 3.4.: Developed Dymola model for the condenser grid sensitivity study.

The results of the simulations are shown in Fig.3.6. The simulation was started at t=5000s
because during the start up the fluid input variables are in the two-phase region and hence,
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3.4. Development of the Condenser Model 41

the inlet enthalpy cannot be clearly determined. The area marked in gray is the second
mass flow transition in which, as already explained, the supercritical state could not be
reached due to control problems and the inlet enthalpy can therefore not be determined.
This area is not taken into account for the evaluation.
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Figure 3.6.: Condenser discharge enthalpy over time for different grid resolutions.

To estimate the exact solution, i.e. for an infinite number of cells, a Richardson Extrapola-
tion and the calculation of the Grid Convergence Index have been performed as explained
in the following paragraph.

Richardson Extrapolation and Grid Convergence Index

The Richardson Extrapolation introduced by Lewis Fry Richardson in 1911 [38] offers a
way of estimating the discretization error for monotonically converging grids and a constant
refinement factor r. This allows the exact output variables to be estimated by extrapo-
lating the results of the grids of different resolutions. This means that without additional
simulation effort a statement can be made about the magnitude of the discretization error
and the converged solution can be estimated using the available results. The extrapolation
can be performed according to Ferziger [8]:

ϕexact ≈ ϕh + εDh . (3.13)

The index h indicates the grid cell size, so ϕh is any simulation variable of the finest grid,
while ϕrh and ϕr2h represent the corresponding variable on the grid coarsened by the factor
r or r2 respectively. The discretization error of the finest grid εDh can be approximated
according to Ferziger as follows:

εDh ≈ ϕh − ϕrh
rp − 1

. (3.14)

Roache [40] recommends an extrapolation from 3 grids, since then the order of convergence
p can be calculated as follows:

p =
ln
(
ϕrh−ϕr2h
ϕh−ϕrh

)
ln (r)

. (3.15)
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The estimated converged solution (green) is also plotted in Figure 3.6. Based on the
Richardson Extrapolation, the Grid Convergence Index GCI can be formulated according
to Roache [40]:

GCI = Fs
|e|

rp − 1
. (3.16)

where |e| is the relative error between two consecutively refined grids. In case of the finest
grid it can be calculated as:

e =
ϕh − ϕrh

ϕh
(3.17)

Fs is a safety factor for a more conservative estimate, which according to Roache can be
assumed to be 1.25 when using 3 grids. The GCI can be used to determine how accurately
the variables were calculated on a grid. The GCI obtained does not represent an error
limit, but rather an error range that could be exceeded in reality, but which allows the
user to make a reliable estimate in practical use.

The calculated GCI for the medium grid (10 cells) and the fine grid (20 cells) are plotted
for every time step in Figure 3.7. The estimated discretization error is below 1.8% for the
medium grid and below 0.8% for the fine grid.
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Figure 3.7.: Grid convergence index for medium an fine grid

Last, it is also necessary to check that the grid convergence is examined within the asymp-
totic range of convergence [31]. Otherwise, the solution is not asymptotically approaching
a converged answer and thus the solution is not grid independent. When using three grids,
this can be checked with the following relationship:

GCIrh,r2h
rp ·GCIh,rh

≈ 1 (3.18)

where GCIrh,r2h is the GCI for the medium grid and GCIh,rh the GCI for the fine grid.
The results range from 0.9917 to 0.9979 which is close to one and thus indicates that the
solutions are well within the asymptotic range of convergence.
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Conclusion:
In this thesis, a discretization error of ≤ 1% was aimed for and therefore a discretization
of 20 cells is implemented in all subsequent condenser models.

3.4.2. Methods to Reduce Computation Time

In order to ensure a precise calculation of the output variables, the condenser model is
implemented with a discretization of 20 cells in flow direction. However, test have shown
that the computing time of the condenser model on the computer used for this thesis can
surpass 24h even for lower discretizations when using a propane nitrogen mixture instead
of pure propane. This makes simulations for Day1-3, where the mixture has to be used,
unpractical to work with. Methods to reduce the computing time must be found, especially
when considering a later extension of the model in order to close the MoNiKa cycle. The
measures that have been taken in this thesis are explained in the following sections.

3.4.2.1. Resampling of Measurement Data

The sampling frequency of the provided input data for the 24 hour condenser test run of
Day0 was 0.1 Hz resulting in one measurement value every 10 seconds. For the turbine test
runs of Day1-3 the sampling frequency was 1 Hz which results in one measurement value
per second. Some of the measurement data include outliers and measurement noise. These
high-frequency fluctuations are not of interest for the simulations. In order to shorten the
computing time, the input signals are first filtered and then interpolated to a coarser
time vector. This enables the solver to choose larger time steps. The procedure is briefly
explained in the following:

1. Filtering of Measurement Data:
In a first step all input signals are filtered using a 2nd order Butterworth low-pass filter.
The cutoff frequency has to be determined for each sensor individually.

Care must be taken to set the filter parameters in such a way that undesired fluctuations are
reduced, but at the same time the qualitative progression of the curves is not unacceptably
distorted.

An example of the filtering is given in Figure 3.8. As can be seen in the figure, both the
outliers and the high-frequency fluctuations can be significantly reduced by filtering. In
the example shown, a cutoff frequency of 0.001 Hz was used. The sampling frequency for
the data is 0.1 Hz and consequently the Nyquist rate is 0.05 Hz. For further information
of the filter used see [29]. The smoother curves then allow the solver to chose a bigger time
step which results in a reduction of computation time. The Matlab code used to filter the
input data, is attached in Appendix B.2.

2. Resampling to a new non-uniform spaced Time Vector:
Since it is not possible to filter the measurement fluctuations for every fluid variable without
distorting the qualitative course (e.g. when abruptly changing the mass flow), resampling
to a non-uniformly spaced time vector is also carried out. Fluctuations in stationary
operating phases that are still present after filtering can be reduced further by interpolating
to a suitable time vector with coarse time steps. At the same time, the time vector can
contain smaller time steps in transient operating phases, so that the characteristic of the
curves is retained.

For this purpose, a Matlab-Function was written which requires as input a desired total
number of time steps, interval boundaries and a weighting of the time step density in the
corresponding interval. It then returns a new, non-uniform spaced time vector that takes
these conditions into account. To do this, the user must define intervals based on the
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Figure 3.8.: Example of the filtered and unfiltered input data for the ambient pressure signal for Day0.

input data and specify how compressed the time steps should be in the respective interval.
Afterwards it must be checked for all input data if the resampled curves still sufficiently fits
the original data and if necessary interval boundaries, refinement or total number of steps
have to be adjusted in an iterative process. The Matlab code used to filter and resample
the input data, as well as the Matlab-Function for creating the new non-uniformly spaced
time vector are attached in Appendix B.2.

The resampling is shown in Figure 3.9 using the example of the condenser inlet enthalpy
that was already shown in Chapter 3.1.1. As can be seen in the figure, a total of 9 intervals
with different time step widths were introduced. As explained before, interval 1, 6 and 9
are in the two-phase region where the inlet enthalpy cannot be calculated unambiguously.
These intervals therefore have only a minimal resolution. Interval 3, 5 and 8 are stationary
operating points which requires only a low resolution. However, interval 2, 4 and 7 are
transient operating states where a much higher density of time steps is required which in
the figure results in the high density of green points in this region.

The resampling to a new time vector also makes it possible to reduce the size of the input
tables in Dymola from many thousands to a few hundred entries, which enables smoother
work with the software.
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Figure 3.9.: Example of unfiltered, filtered and resampled condenser inlet enthalpy for Day0. In the example
the resampling was carried out by interpolation to a new time vector containing 200 time steps.
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3. Validation of the Procedure:
In order to evaluate whether the procedure leads to a reduction in computation time and
to what extent the results are influenced, a series of simulations was carried out. The
condenser model for Day0 was simulated three times, first with original input data (7056
time steps), then with input data which were resampled to a time vector with 400 steps
and finally with input data which were resampled to a time vector with 200 steps.

The results for outlet enthalpy and inlet pressure of the condenser are shown in Figure 3.10.
Both simulations with resampled data show good agreement with the simulation using the
original data. As before, the area of the second mass flow transition was colored gray in
the graphic and should not be taken into account. It can be clearly seen that the curves
for the outlet enthalpy are much smoother in the case of the resampled data and do not
contain any high-frequency fluctuations as in the case of the simulation with the original
data. The latter shows clear fluctuations in the results of the outlet enthalpy especially
in the range of 35000s < t < 45000s. This effect is most likely due to the elimination of
outliers in the ambient temperature measurements.The influence of individual parameters
on the output variables is considered separately in Chapter 4.4.

For the calculated condenser discharge enthalpy h1 the mean relative deviation between
the model with the original data input and the model where the input data was resampled
to 400 time steps is ε̄rel = 0.0214%. For the model with resampled input data to 200 time
steps the deviation is only slightly higher with ε̄rel = 0.0258%.
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Figure 3.10.: Validation of resampling method: Comparison of the results for the original input data, the
input data reduced to 400 time steps and the input data reduced to 200 time steps. The area of the second
mass flow transition is marked in gray.

A comparison of the computation time as listed in Table 3.5 shows a clear reduction from
215 minutes in the case of the original input data to 37 minutes or 26 minutes in the case
of the resampled data to 400 or 200 time steps respectively. As can also be seen from the
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table, the maximum simulation step size could be increased by two orders of magnitude
through resampling.

Resampling
Original Data
7056 steps

Resampled Data
400 steps

Resampled Data
200 steps

Computation
time

1.29e+04 s
(215 min)

2.22e+03 s
(37 min)

1.58e+03 s
(26 min)

Minimum
integration
stepsize

8.36e-06 s 3.42e-05 s 1.23e-04 s

Maximum
integration
stepsize

4.99 s 454 s 828 s

Table 3.5.: Simulations for evaluation of data preparation. All three simulations used the condenser model
with a discretization of 20 cells and the correlations and inputs as they were resumed in Table 3.4.

Note:
A lower number of time steps to which the data is resampled does not necessarily lead
to a lower simulation time since the DASSL solver chooses an adequate time step to
match the specified tolerances. However, a smaller number of time steps leads to reduced
fluctuations due to the loss of information in the range between two consecutive time steps.
This enables the solver to choose larger time steps and hence reduces the calculation time.
In stationary operation this can be advantageous in terms of computing time without
leading to unacceptable errors. During changing operating conditions, however, care must
be taken that the number of remaining time steps in the range does not become too small.

3.4.2.2. Influence of Pressure Drop Model on the Outlet Enthalpy

The calculation time increases significantly when changing the working fluid from pure
propane to a propane-nitrogen mixture. The condenser model for Day0 (using pure
propane as working fluid) with resampled input data to 400 time steps needs 37 minutes
to calculate a 24h test run. In comparison the same model using the propane-nitrogen
mixture needs several days to calculate the results of the 4h test run of Day3. A direct
comparison of the simulations for different days is difficult and must be treated with cau-
tion. In the test runs from Day1-3, more operating points are approached, which leads to
more transient operating states and thus prompts the solver to select small time steps more
frequently. Nevertheless, the comparison makes clear that the computing time increases
by orders of magnitude when changing the working substance from a pure fluid to a fluid
mixture.

Therefore, further methods have to be found to reduce the computation time. It turned
out that especially Friedel’s pressure loss correlation as it was introduced in Chapter 2.5.2
has a high impact on the calculation time when fluid mixtures are used. To investigate
whether this pressure loss model is necessary, four simulations were carried out for the pure
propane model of Day0, each using a different pressure loss model. The pressure loss model
according to Friedel, the model according to Konakov, a model with a constant pressure
loss coefficient and a zero-pressure-drop model were compared in terms of calculation time
and agreement of results. All models are based on the condenser model already presented,
which was summarized in Table 3.4, and only differ in its pressure loss model on the ORC
side. The models and the required computation time are resumed in Table 3.6.

The simulation results for outlet enthalpy and inlet pressure are shown in Figure 3.11. As
can be seen from the graph for the outlet enthalpy, the pressure loss model used had little
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Model name
Computation
time

Pressure Drop Model

C d0 200 Friedel
1.58e+03 s
(26 min)

Friedel

C d0 200 Konakov
1.55e+03 s
(25 min)

Konakov (with smoothed transition to Hagen-
Poiseuille for laminar flow)

C d0 200 Zeta
1.38e+03 s
(23 min)

Constant Pressure Loss Coefficient
ξ = 20

C d0 200 Zero
1.32e+03 s
(22 min)

∆p = 0

Table 3.6.: Dymola models used to compare the effects of different pressure loss correlations in terms of
calculation time and agreement of results. All models are based on the condenser model with a discretization
of 20 cells, which was summarized in Table 3.4. The models only differ in its respective pressure loss
correlation on the ORC side.
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influence on the outlet enthalpy. The simulation with the zero pressure drop model results
in the highest outlet enthalpy over the entire duration of the simulation, the model with
the Friedel correlation in the lowest. However, the average relative deviation of the two
curves is only 0.029%. The maximum relative deviation is also very low at 0.053%. The
effect of the examined pressure loss models on the calculated outlet enthalpy was therefore
negligible for Day0.

The second subplot shows the evolution of the calculated inlet pressure over time for the
pressure loss model. The graph also contains the measured inlet pressure (purple). For
30000s < t < 50000s measurement problems for the inlet pressure occurred. In this range,
the measured inlet pressure (purple) is below the measured outlet pressure1 (green). This
does not make physical sense, since a flow reversal would then have to occur. In addition,
the measured value shows no development in large parts of this range but alternates
between only two numerical values. This area is therefore not considered for the evaluation.

An evaluation of the mean relative deviations of all simulation results with the measured
inlet pressure for range 1 (5000s < t < 29000s) and range 3 (55000s < t < 69000s) shows
that the pressure drop in both ranges is best determined by the model with constant
pressure loss coefficient (ξ = 20). Here the mean relative deviation was 0.17% in the first
range and 0.10% in the third range.

Due to the small influence on the outlet enthalpy and no improvement in the pressure
approximation, the use of complex and computationally intensive correlations such as
Friedel in the MoNiKa condenser model does not seem reasonable.

Conclusion:
For the condenser model, the calculated outlet enthalpy is insensitive to the tested pressure
loss models. However, the pressure drop model has a significant impact on the compu-
tation time when using a fluid mixture instead of pure propane. Since the pressure drop
between turbine outlet and condenser inlet is significantly higher than the pressure drop
occurring in the condenser, it was therefore decided to use a zero pressure drop model in
the condenser model. For the coupled turbine-condenser model the total pressure drop
occurring between turbine outlet and condenser outlet will then be approximated by using
a separate hydraulic resistance.

3.4.3. Comparison with the Simulink Condenser Model by Mariano Fossati and
Introduction of a Correction Factor

In this chapter, the condenser model presented is compared with the Simulink condenser
model developed by Mariano Fossati [11] as part of his master thesis. Only stationary
results were available from the Simulink model for each of the three regions. The Dymola
condenser model is implemented as explained in the previous chapters and is resumed in
Table 3.7. The results for the condenser outlet enthalpy and outlet temperature of the
two models are plotted in Figures 3.12 and 3.13, respectively, along with the measurement
data.

As can be seen in the graphs, the condenser output variables of both models are below the
measured values. An overestimation of the heat transfer in the models is not surprising
since a number of empirical correlations were used. In addition, the models are based on
an idealized consideration of the condenser. In the real condenser, gravitational effects
also play a role, which can lead to a higher liquid content of the ORC fluid in its lower
sections. In the simulation models, on the other hand, a perfectly homogeneous flow on

1The measured outlet pressure in the graph corresponds to the calculated inlet pressure of the zero-
pressure-drop model (green)

48



3.4. Development of the Condenser Model 49

Model C d0 200 ZeroPD

Inputs ṁ; p1; h4′ ; pamb; Tamb; φ; V̇air;

relevant
Outputs

h1; T1;

Correlations
Heat Transfer: Shah & Haaf & Schmidt
Pressure Loss: Zero-Pressure-Drop & Haaf

Note
The condenser is discretized with 20 cells. The input data was
resampled to a time vector with 200 time steps as explained in
Chapter 3.4.2.1.

Table 3.7.: Developed Dymola condenser model with input data for Day0.

the ORC side is assumed. In addition, the models assumes a perfectly homogeneous flow
through the cooling fins on the air side.

However, it is remarkable that the results of the Simulink model are much closer to the
experimental data, although most of the implemented correlations are identical in both
models. The deviations of both models compared to the experimental data are quantified
in Table 3.8. As can be seen there, the absolute deviations for the Simulink model are
about half the deviations of the Dymola model, but still significant.

Table 3.8.: Deviations of the condenser outlet enthalpy between the Dymola or Simulink condenser model
and the experimental data for Day0. t1 refers to the beginning and tn to the end of the comparison period.
For the maximum values of the deviations, the time of occurrence is also specified.

A detailed comparison of the models showed that the Simulink model used a full load
cooling airflow of 44m3

s per fan. In the Dymola model, on the other hand, a volume flow

of 528000m3

h for the entire system ( = 48.89m3

s per fan) was assumed, which refers to the
manufacturers process and plant description [25]. The deviation in the volume flow for
the cooling air between the models is therefore about 10%. The effects of this deviation
were examined more closely as part of a sensitivity analysis that is presented in Chapter
4.4, but can not explain the extent of the deviations.

Another difference between the two models is that the Simulink model, in addition to
the input parameters of the Dymola model, also requires the outlet temperature of the
cooling air as an input. In the Simulink model, inlet and outlet air temperature together
with the propane temperature are then used to calculate the arithmetic mean temperature
difference. Afterwards, the arithmetic mean temperature difference is used together with
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the overall heat transfer coefficient to determine the heat flow. Because of this procedure,
the overall heat transfer in the Simulink model is largely predetermined. Therefore, a
better approximation of the experimental data by the Simulink model is to be expected.
However, the outlet temperature of the cooling air is generally not known beforehand,
making this approach unsuitable for general predictions.

As can be seen from Table 3.8, for the Dymola model the maximum relative deviations
for all 3 regions are only slightly higher than its mean relative deviations. The maximum
relative deviation for region 1 is 0.45 percentage points higher than the mean relative devi-
ation. For region 2 and day 3, the differences are even smaller, at 0.26 and 0.3 percentage
points, respectively. Since the relative deviation of the results within each region is rel-
atively constant, the approach is followed using a constant correction factor to achieve a
better approximation of the results.

The use of a correction factor is already implemented in the TIL heat transfer correla-
tions and only needs to be specified as a parameter. The final heat transfer coefficient is
then determined by multiplying the calculated heat transfer coefficient of the respective
empirical correlations by this factor. The results are presented in Chapter 4.2.

50



3.4. Development of the Condenser Model 51

0 1 2 3 4 5 6 7

Time [s] #104

190

200

210

220

230

240

250

260

E
n
th

al
p
y
[k

J k
g
]

Evolution of Enthalpies over Time

Outlet Enthalpy Calculated
Outlet Enthalpy Simulated

Outlet Enthalpy Fossati (stat.)

Figure 3.12.: Evolution of the condenser outlet enthalpies as calculated from measurement data (red),
according to the Dymola condenser model (blue) and according to the Simulink condenser model (yellow).
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the Dymola condenser model (blue) and according to the Simulink condenser model (yellow).
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3.5. Development of the Coupled Turbine-Condenser Model

The coupled overall model essentially consists of the turbine model and the condenser
model. However, since a non-negligible pressure loss in the pipe system between the
turbine and the condenser occurs, this must be modeled as well. Since the turbine outlet
temperature is around 30°C and thus, the temperature gradient to the ambient air is
relatively small, no heat transfer is taken into account for these pipes.

Based on the findings of Chapter 3.4.2.2, no pressure loss on the ORC side is taken into
account in the condenser model. The pipe model must therefore approximate the measured
pressure loss in the pipes and the condenser, i.e. between the turbine outlet and the
condenser outlet.

To not significantly increase the computing time, the pipes are not discretized with finite
volumes. Instead, the occurring pressure loss is modeled using a hydraulic resistor with
a constant pressure loss coefficient. The calculation of the pressure loss is then based on
Equation 2.47 as introduced in Chapter 2.5.

This simplified pipe model receives as input the mass flow ṁ, the outlet enthalpy of the
turbine h4 and the measured pressure at the condenser outlet p1. The pressure at the
outlet of the turbine p4 is then determined as the output of the model.

A suitable value for the pressure loss coefficient for Day1 was determined empirically. This
value was then validated using the data for Day2 and Day3.

The results are shown in Figure 3.14. For a constant pressure loss coefficient ξ = 50 (with
a hydraulic diameter of d=150mm), the pressure for all three days is well approximated.
The mean relative deviation between measured (red) and calculated (blue) turbine outlet
pressure over the entire range of simulation is 0.177% for Day1, 0.186% for Day2 and
0.289% for Day3. The measured condenser outlet pressure (green) that served as an input
of the model is also shown in the figure.

A graphical representation of the coupled Dymola model containing the turbine model,
condenser model, hydraulic resistance and input data for Day3 was already given in Chap-
ter 2.6.2.5 in Figure 2.12. The validation of the coupled model using the experimental data
for turbine power and condenser outlet enthalpy from Day1-3 is carried out in Chapter
4.3.
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Evolution of Turbine Outlet Pressure p4 as Function
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Figure 3.14.: Modeling of the pressure drop between turbine and condenser with constant pressure loss
coefficient ξ = 50 for Day1-3.
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4. Verification and Validation of the Models
using Experimental Data

4.1. Verification and Validation of the Turbine Model

The turbine model presented in Chapter 3.3 is now verified using the experimental data
from Day1 and validated with the data from Day2 and Day3. Table 4.1 gives an overview of
the Dymola models used for this purpose. All models contain the newly developed turbine
efficiency correlation (Equation 3.12), the modified Stodola correlation (Equation 2.9) and
use a propane nitrogen mixture with 1.65% nitrogen content. All three Dymola models
listed in the table contain the identical turbine model and differ only in the specified input
data. All input data for the turbine models are unfiltered. Filtering and resampling, as
explained in Chapter 3.4.2.1, was first introduced for the condenser and coupled models.

Model
Day1: T d1 Nc 1 65
Day2: T d2 Nc 1 65
Day3: T d3 Nc 1 65

Inputs ṁT ; p4; h3′′ ;

relevant
Outputs

PT

Correlations Turbine Efficiency Correlation & Stodola Equation

Note
The Dymola models listed above contain the same turbine model
and differ only in the input data.

Table 4.1.: Models for Verification and Validation of Turbine Model

4.1.1. Verification of the Turbine Model with Data from Day1

Since the inlet pressure is a variable in the efficiency correlation it remains to be checked
whether the correlation still delivers good approximations for the turbine shaft power
when the inlet pressure is not given as an input but instead is calculated with the Stodola
equation.

The turbine model was executed with the input data from Day1. The results are shown
in Figure 4.1. The first subplot shows the measured turbine shaft power (red), the shaft
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power according to the Dymola model (blue) and the results of Julia Filipe’s [9] Simulink
model (yellow) for comparison. The Simulink model was run in stationary operation for all
operating points of Day1 and simulated transiently for selected operating conditions with
a duration of 600s each. For the Simulink model both stationary and transient results are
plotted in the graph.

Since the experimental data for the turbine shaft power fluctuates strongly and the Dymola
simulation also shows strong fluctuations due to the fluctuating mass flow input, the curves
were filtered with a 2nd order Butterworth low-pass filter and shown in Figure 4.2 for better
comparability. The sampling frequency of the data was 1 Hz, the cutoff frequency used for
filtering was 0.01 Hz. The Matlab-Function used for the filtering is attached in Appendix
B.3. For further information of the filter used see [29].

As can be seen in Figure 4.1, the output power (first subplot) shows good agreement with
the measurement data whenever the Stodola equation gives a good estimate for the turbine
inlet pressure (second subplot).

This is not the case for the entire duration of the simulation. Deviations in the pressure
approximation seem to occur when the bypass valve (subplot 3) is opened or closed at high
system pressures. It is assumed that the provided data for the turbine mass flow (which is
an input parameter for the Stodola Equation) is error-prone for these conditions. Due to a
defect of the mass flow sensor FI10-02 the turbine mass flow could not be measured during
operation but instead had to be estimated. This was done by estimating the bypass mass
flow from the opening position of the bypass valve and then subtracting this value form
the total mass flow. However, a analysis of this procedure suggests that it was not taken
into account that with the same degree of opening of the bypass valve for a higher system
pressure, a larger mass flow flows through the bypass than for a lower system pressure.
This might be a possible explanation for the occurring deviations.

The observation mentioned represents a potential for improvement of the model. In order
to implement this, however, the characteristics of the valves and the exact pressure loss up
to the branch of the bypass must be known. Due to time constraints, this was not possible
in the current thesis.

Despite all, in general the shaft power agrees well with the experimental data whenever
the input pressure is well approximated. The average absolute deviation of the turbine
power is 3.07kW1 and the average relative deviation is 3.50%. The agreement with the
experimental data for Day1 is similar to that for the Simulink model by Julia Filipe.
Here the average absolute deviation was 3.97kW and the average relative deviation was
4.41%. Both models also deliver similar results for the maximum deviations. These are
summarized in Table 4.2 which is inserted at the end of the next section.

The results of this section do not yet show whether the turbine model is also applicable for
a general case. Since the data from Day1 was used to fit the efficiency correlation, a good
approximation of the results for this data set was to be expected. Therefore, so far it was
only possible to verify whether the correlations were correctly implemented in the model.
In the next step, the model is validated with the experimental data from Day2 and Day3.

1All deviations were calculated from the filtered turbine shaft powers as shown in Figure 4.2.
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Evaluation of Turbine Results for Day 1
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Figure 4.1.: Results of turbine model for Day1. For the turbine shaft power of the Simulink comparison
model by Julia Filipe (yellow) both the stationary results and all available transient results are plotted.
All plotted data is unfiltered.

0 2000 4000 6000 8000 10000 12000 14000 16000

Time [s]

70

80

90

100

110

P
T
[k
W

]

Evolution of Filtered Turbine Shaft Power PT for Day 1

Experimental Data

Simulated Results

Simulink Model Julia Filipe

Figure 4.2.: Results of the filtered turbine shaft power for Day1.
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4.1.2. Validation of the Turbine Model with Data from Day2 and Day3

As mentioned before, it has to be checked whether the developed turbine model also
delivers reasonable approximations for the turbine power for Day2 and Day3. The results
are presented in Figure 4.3 - Figure 4.6 and quantified in Table 4.2.

For Day3, the problem presented in the previous section occurs again, that when the
bypass valve is opened for high system pressures, the pressure approximation via the
Stodola equation loses precision. In these areas, the turbine shaft power then deviates
from the experimental data.

Overall, the turbine shaft power is well represented over both days. With a mean absolute
deviation of 1.16kW for Day2, an improvement could be achieved compared to the Simulink
model, which approximates the results with a mean absolute deviation of 2.45kW. For
Day3, the mean absolute deviation could even be reduced from 8.60kW in the Simulink
model to 2.97kW. More detailed information about the absolute and relative deviations
can be found in Table 4.2.

The qualitative progression of the shaft power curves could also be improved for both Day2
and Day3 compared to the Simulink model. See Figure 4.4 and Figure 4.6.

Due to the low mean relative deviation of the turbine shaft power for all three days, the
turbine model is considered validated.

Table 4.2.: Deviations of the turbine shaft power between the Dymola or Simulink turbine model and the
experimental data for Day1-3. t1 refers to the beginning and tn to the end of the comparison period. For
the maximum values of the deviations, the time of occurrence is also specified. The calculation of the
deviations was for all days carried out for the filtered curves.
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Evaluation of Turbine Results for Day 2
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Figure 4.3.: Results of turbine model for Day2. For the turbine shaft power of the Simulink comparison
model by Julia Filipe (yellow) both the stationary results and all available transient results are plotted.
All plotted data is unfiltered.
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Figure 4.4.: Results of the filtered turbine shaft power for Day2.
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Evaluation of Turbine Results for Day 3
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Figure 4.5.: Results of turbine model for Day3. For the turbine shaft power of the Simulink comparison
model by Julia Filipe (yellow) both the stationary results and all available transient results are plotted.
All plotted data is unfiltered.
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Figure 4.6.: Results of the filtered turbine shaft power for Day3.
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4.2. Verification and Validation of the Condenser Model

In order to validate the condenser model, a simulation for Day1-3 is carried out and the
results are compared with the experimental data. The outlet enthalpy and outlet tem-
perature of the condenser serve as comparison variables. As noted in Chapter 3.4.3, the
condenser model requires a correction factor for the heat transfer correlations to better
approximate the experimental data. The correction factor is applied for the correlation of
convective heat transfer on ORC side (Shah) and on air side (Haaf). The use of correction
factors for the heat transfer correlations is already provided in TIL so that the correspond-
ing factor only has to be entered as a parameter. The factor was determined empirically
for Day1. For this data set the model showed good agreement with the experimental data
for the correction factors 0.7 and 0.8. Afterwards both factors were tested and validated
with the data from Day2 and Day3.

The Dymola models for Day1-3 are summarized in Table 4.3. The results for all simulations
are shown in Figures 4.7 to 4.12. A quantification of the deviations from the experimental
data for all simulations is summarized in Table 4.4.

Model
Day1: C d1 Nc 1 65
Day2: C d2 Nc 1 65
Day3: C d3 Nc 1 65

Inputs ṁ; p1; h4′ ; pamb; Tamb; rel.hum.; V̇air;

relevant
Outputs

h1; T1;

Correlations
Heat Transfer: Shah & Haaf & Schmidt
Pressure Loss: Zero-Pressure-Drop & Haaf

Note

The Dymola models listed above contain the same condenser
model and differ only in the input data. For all models a cor-
rection factor for the heat transfer correlations of 0.7 and 0.8 are
tested. The input data is filtered and resampled as explained in
Chapter 3.4.2.1. The condenser model is discretized with 20 cells
in flow direction.

Table 4.3.: Dymola models used for the validation of the condenser model.

In the figures for the temperature curves (Figures 4.8, 4.10, 4.12), the calculated inlet
temperature is also shown (purple). This is determined by the model from the inlet
enthalpy given as input and the pressure at the condenser inlet. Since the condenser uses
a zero-pressure-drop model and the inlet pressure is therefore underestimated, the inlet
temperature determined from this is also slightly below the measured values. Overall,
however, there is a reasonable qualitative and quantitative approximation of the inlet
temperature for all three days.

As can be seen from the figures, the output variables for the selected correction factors
are also well approximated. This applies in both qualitative and quantitative terms. The
simulations with the correction factor 0.7 deliver somewhat better results. The mean
relative deviation for the outlet enthalpy for this factor is ≤ 1.11% for all days. The
maximum relative deviation has an outlier at t = 1419s for Day2 but is otherwise below
2.8% for all simulations. More detailed information on the deviations is given in Table
4.4. The summary of the deviations given in table shows that the experimental data are
represented somewhat better for a correction factor of 0.7 than for the factor 0.8, which is
why the factor 0.7 is used for the coupled model.
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62 4. Verification and Validation of the Models using Experimental Data

As can be seen from the graphs for the enthalpy (Figures 4.7, 4.9, 4.11), the outlet enthalpy
for the simulations with the correction factor 0.7 is slightly overestimated for Day1, for
Day2 it is very aptly approximated and for Day3 it is slightly underestimated. A possible
explanation for this behavior could be a increasing nitrogen concentration in the propane
for each new test run. The data situation does not allow a clear conclusion, but this
possibility should be kept in mind for further tests with the MoNiKa system.

Comparing the qualitative course of the outlet variables of all days, one observes that Day3
stands out. Here the outlet enthalpy (and outlet temperature) are initially underestimated
and from t ≈ 7000s the curves converge towards the curves for the experimental data.
For the correction factor 0.7, the outlet variables are even slightly overestimated for t >
9500s. In contrast to Day1 and Day2, Day3 does therefore not show a similarly good
qualitative representation of the results. A more detailed analysis shows that the course
of the measured ambient temperature looks unusual for Day3 and behaves very differently
from the courses of Day1 and Day2. Since it did not rain on any of the days and these are
consecutive days, this problem is being investigated more closely.

Table 4.4.: Deviations of the condenser outlet enthalpy between the experimental data and the Dymola
condenser model with a correction factor of 0.7 and 0.8. t1 refers to the beginning and tn to the end of the
comparison period. For the maximum values of the deviations, the time of occurrence is also specified.
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Figure 4.7.: Evolution of Condenser Outlet Enthalpy for Day1.
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Figure 4.8.: Evolution of Condenser Outlet Temperature for Day1.
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Figure 4.9.: Evolution of Condenser Outlet Enthalpy for Day2.
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Figure 4.10.: Evolution of Condenser Outlet Temperature for Day2.
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Figure 4.11.: Evolution of Condenser Outlet Enthalpy for Day3.
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Figure 4.12.: Evolution of Condenser Outlet Temperature for Day3.
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Since the course of the ambient temperature for Day3 looks unusual, the measured value
is compared with measured data from the weather mast at KIT Campus North2. A
comparison is shown in Figure 4.13 for the relevant time period of all 3 days. Since the
temperature measurement takes place at different locations, it is not to be expected that
the measured values will match exactly. However, since it did not rain on any of the days,
it can be expected that the qualitative curves of the two measuring devices will be similar.
For Day1, Day2 and the first half of the graphic for Day3, the qualitative curves are similar,
with the measurement at the MoNiKa system being slightly below the measured value of
the Campus North weather mast. For the second half of the period relevant for Day3,
however, the curves show a very different behavior, with the measurement at the MoNiKa
system even exceeding that of the weather mast.

Evolution of Ambient Temperature for Day 1-3
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Figure 4.13.: Evolution of Ambient Temperatures of Day 1-3 as measured at the MoNiKa plant (red) and
according to the KIT Campus North weather mast at a height of 2m (blue).

To check whether the deviations of the condenser outlet variables for Day3 could be ex-
plained by shortcomings in the ambient temperature measurement, the simulation model
is executed again, this time using as input the ambient temperature measurement from
the weather mast. It is then evaluated whether the qualitative course of the results agrees
better with the experimental data.

The results of this simulation are shown in Figure 4.14. As can be seen, the qualitative
curve of the outlet temperature (blue dashed line) now agrees significantly better with the
experimental data. In quantitative terms, no statement can be made because the measured
values from the weather mast were usually higher than those from the MoNiKa systems.
However, since the qualitative agreement could be significantly improved, the conclusion
must be considered that problems with the MoNiKa sensor for the ambient temperature
can occur. One possible explanation for an incorrect temperature measurement could be
the ingress of small amounts of liquid into the sensor. A precise analysis is not possible
within the scope of this thesis. However, for future MoNiKa test runs this should be
kept in mind and the measured value for the ambient temperature should be constantly
monitored and validated with comparative measurements.

2The measurement took place at a height of 2m.
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Figure 4.14.: Evolution of condenser outlet temperature for Day 3 with alternative measurement data for
the ambient temperature. As a correction factor for the heat transfer correlations 0.7 was used.
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4.3. Validation of the Coupled Model

As for the subsystems before, a simulation is carried out for the coupled system for each of
the three days and the results are then compared with the experimental data. The models
are summarized in Table 4.5. The input data is filtered and resampled as explained in
Chapter 3.4.2.1. As in the validation of the turbine model, the experimental data for
the turbine shaft power was filtered with a 2nd order Butterworth filter with a cut-off
frequency of 0.01 Hz for better comparability. The Matlab-Function used for the filtering
is attached in Appendix B.3.

A quantification of the deviations for the turbine shaft power and the condenser outlet
enthalpy are shown in Table 4.6.

The Figures 4.15 to 4.20 show the results for turbine shaft power, pressure curves and
temperature curves for all three days. The individual variables and their agreement with
the experimental data are explained in more detail below.

Model
Day1: S d1 Nc 1 65
Day2: S d2 Nc 1 65
Day3: S d3 Nc 1 65

Inputs ṁ; ṁT ; h3′′ ; p1; pamb; Tamb; φ; V̇air;

relevant
Outputs

PT ; h1

Correlations
Turbine: Efficiency Correlation & Stodola Equation
Heat Transfer: Shah & Haaf & Schmidt
Pressure Loss: Zero-Pressure-Drop & Haaf

Note

The Dymola models listed above contain the same turbine and
condenser models and differ only in the input data. All models
contain a correction factor of 0.7 for the heat transfer correlations
Shah & Haaf. The input data is filtered and resampled as ex-
plained in Chapter 3.4.2.1. The condenser model is discretized
with 20 cells in flow direction.

Table 4.5.: Dymola models for the validation of the coupled system.

Turbine Shaft Power PT :
The turbine shaft power for the coupled model gives similar results as the turbine model
itself, with the mean deviations being slightly higher. The curves for the experimental
turbine power (subplot 1 of Figures 4.15, 4.17 and 4.19) were filtered with a 2nd order
Butterworth low-pass filter in order to reduce measurement fluctuations and thus improve
clarity. The cutoff frequency of the filter was 0.01 Hz. Since, in contrast to the turbine
model, the mass flow input for the coupled model was already filtered, the calculated shaft
power did not have to be filtered again. The mean relative deviation is less than 3.7% for
all three simulations (see Table 4.6). As for the turbine model, the turbine shaft power of
the coupled model shows good agreement with the experimental data whenever the inlet
pressure is well approximated. A visible improvement in quality and quantity compared to
the existing Simulink turbine model of Julia Filipe [9] could be achieved. A more detailed
comparison between the results of the Simulink and Dymola turbine model was given in
Table 4.2 in Chapter 4.1.

Turbine Inlet Pressure p3′′ :
The turbine inlet pressure determined using the Stodola equation shows overall good agree-
ment with the measured values, but deviates in operating states with high system pressures
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4.3. Validation of the Coupled Model 69

and the bypass valve being open at the same time. See Chapter 4.1 for a more detailed
analysis.

Turbine Outlet Pressure p4:
The outlet pressure of the turbine, which is determined via the hydraulic resistance with
a constant pressure loss coefficient, shows excellent agreement with the experimental data
for all simulations. A quantification was already carried out in Chapter 3.5.

Turbine Inlet Temperature T3′′ :
The temperature at the turbine inlet is determined from the enthalpy and the pressure at
the inlet and therefore represents the experimental data well if these two variables are well
approximated.

Turbine Outlet Temperature T4:
The temperature at the turbine outlet shows excellent agreement with the measurements
from sensor TI 10-04 for all simulations. The nitrogen content in the MoNiKa cycle was
estimated by Prof. Dr. Schulenberg by comparing the pressure and temperature at the
turbine outlet. Since the outlet pressure p4 of the turbine is well approximated, the outlet
temperature should inevitably also be well represented. Since this is the case, it can be
assumed that the fluid mixture has been implemented correctly.

Condenser Outlet Temperature T1:
The temperature at the condenser outlet behaves in a similar way to that explained in
Chapter 4.2. For Day1, the calculated temperature is slightly above the measured value,
but shows good qualitative agreement. For Day2, the temperature is well represented in
qualitative and quantitative terms and for Day3, the temperature is rather underestimated,
but the two curves intersect. The qualitative progression for Day3 also agrees less well
with the experimental data than it was the case for the previous days. As explained in
Chapter 4.2, this could be due to a faulty measurement of the ambient temperature. The
ambient temperature measurement as a potential error source should therefore be kept in
mind for future analysis.

Condenser Outlet Enthalpy h1:
The outlet enthalpy of the condenser behaves in a similar way to the experimental data
as the outlet temperature and shows similar curves as already shown in Chapter 4.2. It
is therefore not represented graphically again. A quantification of agreement with the
experimental data is shown in Table 4.6.

Table 4.6.: Deviations of the turbine power or condenser outlet enthalpy between the experimental data and
the coupled Dymola model with a correction factor of 0.7 for the condenser. t1 refers to the beginning and
tn to the end of the comparison period. For the maximum values of the deviations, the time of occurrence
is also specified.
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Comparison of Turbine Shaft Power and Pressures for Day 1
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Figure 4.15.: Evolution of turbine shaft power and pressures for the coupled system for Day1.
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Figure 4.16.: Evolution of temperatures of the coupled system for Day1.
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Comparison of Turbine Shaft Power and Pressures for Day 2
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Figure 4.17.: Evolution of turbine shaft power and pressures for the coupled system for Day2.
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Figure 4.18.: Evolution of temperatures of the coupled system for Day2.
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Comparison of Turbine Shaft Power and Pressures for Day 3
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Figure 4.19.: Evolution of turbine shaft power and pressures for the coupled system for Day3.
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Figure 4.20.: Evolution of temperatures of the coupled system for Day3.
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4.4. Sensitivity Study

To evaluate how sensitive the relevant output variables of the coupled system behave to
changes in the input parameters, a sensitivity analysis is carried out. For this purpose,
the input parameters of the model are systematically varied one after the other and then
observed how the turbine shaft power and the outlet enthalpy of the condenser change.
The aim of the analysis is to identify critical input parameters which in the future can be
used to prioritize data collection efforts (e.g. which sensors should be closely monitored).
Furthermore, in combination with Table 2.2, which gives an overview of the measurement
accuracy of the individual sensors, the sensitivity study can help to quantify the uncer-
tainties in the output variables due to measurement inaccuracies. This can then be used to
identify areas in which additional sensors or sensors with higher accuracy may be needed.

The most obvious choice of a stationary operating point as the basis for the sensitivity
analysis would be the design point of the MoNiKa plant. However, since the system never
operates at the nominal operating point due to design problems, another operating point
must be selected. For this purpose, the stationary operating point of Day2 between 11100s
and 11650s after the start of the facility is selected. Several arguments speak in favor of
this choice: on the one hand, both the turbine power and the condenser outlet enthalpy
for Day2 are well approximated by the model. The selected operating state (11100s < t <
11650s) also has a high ORC mass flow and high turbine power, resulting in an operating
point that is relatively close to the design point. Furthermore, for this operating state,
the bypass valve is fully closed while the control valve is fully open. Consequently, no
additional uncertainties arise due to the not fully known characteristics of the valves. The
input parameters for the analysis are then the mean value of the measured parameters in
the selected period. Those are summarized in Table 4.7.

Table 4.7.: Selected stationary operating point for the sensitivity analysis.

Parameter Symbol Value1
Range of
variation

ORC Mass Flow ṁ 2.702kg
s ±5%

Turbine Inlet Enthalpy h3′′ 607.929kJ
kg ±5%

Ambient Temperature Tamb 284.129K ±5%

Ambient Pressure pamb 1.015bar ±5%

Relative humidity φ 52.768% ±5%

Condenser Outlet Pressure p1 11.081bar ±5%

Volume Flow Cooling Air V̇air 146.667m3

s ±5%

1 Mean value in the selected range (11100s < t < 11650s) for Day2.

The sensitivity analysis is performed by first providing the model with the inputs specified
in Table 4.7. The inputs are initially kept constant until the model reaches a steady
operating state. The stationary turbine shaft power and condenser outlet enthalpy are
now determined to later dedimensionalize the results. During stationary operation, the
turbine shaft power of the model was 105.14kW and the condenser output enthalpy was
248.15 kJ

kg .

Next, the first parameter is reduced by 5% while the others are held constant. The
inputs are then kept constant until a new stationary state is established. Then the actual
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sensitivity analysis begins, in which the reduced parameter is now slowly varied linearly
from -5% to +5% of its stationary value. The parameter is then reset to its initial value
and the procedure is repeated for the next parameter.

Since the tubes in the condenser have a heat capacity and the VLE-Fluid cells take com-
pressibility into account, it is important not to vary the individual parameters too quickly.
The variation from -5% to +5% of the stationary parameter value is realized over a sim-
ulation period of one hour. The simulation is then repeated with a variation period of 2
hours. The results of both simulations are then compared to check if the variation took
place slowly enough. The maximum relative deviation between the two simulations was
0.21% for the outlet enthalpy of the condenser when the ambient temperature varied.
The maximum relative deviation for all other varied parameters was significantly lower
(≤ 0.0067%) for both turbine power and condenser outlet enthalpy. From this it can be
concluded that the variation of the parameters took place sufficiently slowly.

The results of the sensitivity study are shown in Figure 4.21. The variation of the turbine
power (δPT

) and the variation of the condenser outlet enthalpy (δh1) were plotted against
the variation of the input parameters (δInput). The results are discussed below.
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Figure 4.21.: Sensitivity Study for the coupled system. The variation of the individual input parameters
is plotted on the x-axis. The resulting variation of the output variables is plotted on the y-axis. All
parameters and variables were dedimensionalized for better comparability with their stationary value.

Turbine Shaft Power:
A variation of the input enthalpy h3′′ had the strongest influence on the turbine shaft
power. This is not surprising since higher inlet enthalpy increases the enthalpy drop across
the turbine, resulting in increased turbine power. A variation in mass flow resulted in an
approximately proportional variation in turbine power, which was also to be expected. An
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increase in the condenser pressure led to a reduction in the turbine output, which can be
attributed to a reduction in the enthalpy drop in the turbine.

The variation of all other parameters had no influence on the turbine power. It must be
pointed out here that the sensitivity analysis is based on the Dymola model and not on
the real MoNiKa system. In the real system, for example, it would be expected that an
increased flow of cooling air would lead to a reduction in the condenser temperature and
thus to a reduction in the condenser pressure. This in turn would then lead to an increased
turbine power. The reason why this behavior is not observed in the Dymola model is that
the condenser pressure is a parameter of the model and so far does not resulted from the
condensation temperature as in the real system. This property could not be implemented
in the software used within the time frame of the thesis.

Condenser Outlet Enthalpy:
A very strong influence of the ambient temperature was found for the outlet enthalpy of
the condenser. Here the problem of the condenser pressure specified as input becomes clear
again: In the real system it is to be expected that an increase in the ambient temperature
leads to an increase in the condenser temperature. This in turn then results in an increased
condenser pressure. However, since the pressure is specified in the model, the state point
shifts on this isobar when the temperature increases. This then results in a strong increase
in enthalpy. Since temperature and pressure in the two-phase region are generally not
independent of one another, this problem also occurs when the condenser pressure is
varied.

A variation of the mass flow and the turbine inlet enthalpy each led to a slight increase
in the outlet enthalpy. An increase in the cooling air flow and the ambient pressure each
led to a slight reduction of the outlet enthalpy. The two curves are very close together in
the diagram. To improve the visibility the curve for the volume flow of the cooling air is
therefore plotted as a dashed line.

A variation in relative humidity resulted in only a negligible variation in the condenser
outlet enthalpy. The material properties of moist air change only very slightly with a
5% variation in air humidity. For the operating conditions of the sensitivity study nei-
ther condensation nor evaporation of water on the fins occurred and thus, the variation
in humidity has no significant effect. However, the MoNiKa condenser can optionally be
operated with an additional water injection onto the heat exchanger fins. In this case, the
relative humidity would be decisive, since evaporation would be accelerated for drier air,
which would then lead to a higher heat flow being dissipated due to the evaporative cooling.

Finally, it can be stated that for the current Dymola model, the measured value for the
ambient temperature in particular has a critical influence on the condenser outlet enthalpy.
In the case of the turbine, it is primarily the inlet enthalpy h3′′ that has a strong influence
on the shaft power.

It should be noted that in the sensitivity study all input parameters were varied by 5%. In
the case of the mass flow, this corresponds to a variation of 0.135 kg

s . Such a variation can
be far exceeded in normal MoNiKa operation. For the ambient temperature, on the other
hand, a 5% variation corresponds to 14.206 Kelvin, which is a much less likely event and
does not occur within a short period of time during normal operation. Such considerations
should be taken into account when reading the graphs.
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5. Summary and Conclusion

The aim of this thesis was the development of a coupled MoNiKa turbine-condenser model
in Dymola, the comparison with previous Simulink models ([11],[9]) and the subsequent
validation of the model using experimental data.

The developed model is capable of providing close approximations of turbine shaft power
and condenser output variables over a wide operating range of the MoNiKa plant. The
main findings of the study, a brief interpretation of the results, the limitations of the model
and potential improvements are briefly discussed below.

Achievements and main findings of the study
Within the scope of this thesis, a new empirical efficiency correlation of the MoNiKa
turbine was developed and implemented into the turbine model. It takes into account
current knowledge about the nitrogen content in the MoNiKa ORC fluid and is capable of
accurately predicting the turbine shaft power over a wide range of operating conditions.
The developed turbine model is capable of providing accurate approximations of the shaft
power for stationary and quickly changing operating conditions and furthermore allows
a continuous simulation over long test periods, which was previously only possible for
significantly smaller time periods.

The condenser model now allows the use of fluid mixtures and enables a transient sim-
ulation over long test periods. In addition, compared to the previous model, the model
no longer requires as input the measured outlet temperature of the cooling air, which is
unknown in advance. With a grid study, the required number of cells for the discretization
of the condenser in flow direction could be determined to 20. The expected discretization
error for this number of cells was estimated to be ≤ 0.8% using the Grid Convergence
Index.

A significant increase in computation time by an order of magnitude was observed when
using fluid mixtures instead of pure substances as ORC working medium. By filtering
and resampling the measured data, the simulation time could be significantly reduced
and thus the applicability of the models improved. In addition, the influence of different
pressure loss models on the condenser output variables and computing time was examined.
The evaluation of the results showed that the use of complex, computationally intensive
pressure drop models in the MoNiKa condenser had only a marginal influence on the
heat transfer and not necessarily provided an improved approximation of the pressure loss
compared to much simpler models.
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It could be observed that the sensor for the ambient temperature showed an unusual
behavior during some time periods. The measured ambient temperature should therefore
be closely monitored in the future and constantly validated with reference measurements.

An improvement compared to the previous Simulink models is the possibility of coupling
the turbine and condenser model. For this purpose, the pressure loss occurring between the
turbine and condenser was also modeled. The coupled turbine-condenser model enables a
simulation over long test periods with a reasonable simulation runtime and showed good
agreement with the experimental data.

The influence of individual input parameters on the output variables of the coupled model
could be determined by means of a sensitivity study. This showed that the measured am-
bient temperature in particular had a major influence on the condenser output enthalpy
while the turbine power was most sensitive to the turbine inlet enthalpy.

Interpretation of the results
The experimental data was reliably approximated by the coupled turbine-condenser model
for all three investigated MoNiKa test runs.

For the first examined MoNiKa test run, which was carried out at 08.11.2021 over a
operation period of 4h, the turbine power was reproduced by the Dymola turbine model
with an average relative deviation of 3.50% (compared to 4.41% in the previous Simulink
model). For the second 4h test run from 09.11.2021, the average relative deviation was
1.15% (2.42% for the previous Simulink model) and for the third test run (4h operation
from 10.11.2021), the average relative deviation of the turbine power could be improved
from 8.78% in the previous Simulink model to 3.04%. The qualitative progression of the
curves also showed an improved agreement with the experimental data compared to the
previous Simulink model.

For the condenser model, no data from comparative models are available for the three
MoNiKa test runs mentioned. The specific condenser discharge enthalpy could be repro-
duced with an average relative deviation from the experimental data of 1.11% (first test
run), 0.55% (second test run) and 0.77% (third test run). The condenser model includes
a constant correction factor of 0.7 for the heat transfer correlations on the ORC and air
side.

The coupled turbine-condenser model showed a similarly good aprroximation of the tur-
bine power and condenser discharge enthalpy as the single turbine or condenser model.

Limitations of the model and further improvement potentials
The turbine shaft power showed good agreement with the experimental data whenever
the input pressure was well approximated. This is determined by the turbine model via
a modified Stodola approach. The determination of the inlet pressure showed weaknesses
during bypass operation for high system pressures. It is assumed that this is due to devi-
ations in the determination of the bypass mass flow. A possible solution to the problem
is to model the bypass and control valve, which can then be integrated into the overall
model. However, this requires a complex validation because no measurement data is avail-
able for the turbine and bypass mass flow due to a defective mass flow sensor. Therefore,
the validation must be carried out via the resulting turbine inlet pressure.

The turbine model is based on fitted empirical correlations and is not in itself a transient
model since it has neither a finite volume approach nor a heat capacity. Compressibility
and thermal inertia are therefore not considered, which makes the model unsuitable for
transient simulation during high-frequency changes in operating conditions.
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The condenser model developed so far uses the full-load cooling air flow and was modeled
without additional water injection. These conditions were applicable for all test runs in-
vestigated, but must be supplemented for a more generally applicable condenser model.
Furthermore, the condenser model uses a correction factor for the heat transfer correla-
tions. The validity of the factor should be tested for varying cooling air flows.

Like the previous Simulink condenser model, the Dymola condenser model requires the
measured outlet pressure as an input parameter. However, in a real system, the condenser
pressure results from the condensation temperature and is therefore not known beforehand.

The models were developed using a propane-nitrogen mixture with 1.65 mass% nitrogen
as the working fluid. With the current nitrogen-sealed turbine, it can be assumed that the
nitrogen content in the ORC fluid will increase in the long term. This possibility should
be considered for future investigations. It may then be necessary to adjust correlations or
correction factors.

Outlook on possible future research
Within the scope of the master thesis, a first step towards modeling the MoNiKa plant in
Dymola could be made. First knowledge in Dymola and TIL could be gained which can
facilitate the further extension of the cycle during future theses.

Next steps could be the modeling of the cooling air fans with the help of the fan perfor-
mance curve, as well as an extension of the condenser model to include water injection.
Furthermore, bypass and control valves could be added to the coupled overall model.

In further developments, the circuit could then be closed by adding a feed pump, heat
exchanger and tank, which would then allow simulations for the entire MoNiKa system.
As the number of components increases, further considerations for reducing the computing
time will likely become necessary.
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[12] Lutz Friedel. Druckabfall bei der Strömung von Gas/Dampf-Flüssigkeits-Gemischen
in Rohren. Chemie Ingenieur Technik, 50(3):167–180, 1978. ISSN 0009286X. doi:
10.1002/cite.330500304.

81

https://www.bp.com/en/global/corporate/energy-economics/statistical-review-of-world-energy.html
https://www.bp.com/en/global/corporate/energy-economics/statistical-review-of-world-energy.html
https://modelica.org/events/Conference2002/papers/p07_Brueck.pdf
https://modelica.org/events/Conference2002/papers/p07_Brueck.pdf


82 Bibliography

[13] Lutz Friedel. Improved friction pressure drop correlation for horizontal and vertical
two-phase pipe flow. Proc. of European Two-Phase Flow Group Meet., Ispra, Italy,
1979, 1979.

[14] Peter Fritzson. Principles of object-oriented modeling and simulation with Modelica
2. IEEE Press, Piscataway, N.J., 2004. ISBN 9780470545669.

[15] Volker Gnielinski. Neue Gleichungen für den Wärme- und den Stoffübergang in turbu-
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Appendix

A. Additional Information for the Condenser Model

Parameter Value Unit

Tube inner diameter 11 mm
Tube wall thickness 0.5 mm
Parallel hydraulic flows 4 · 69 -
Finned tube length 5 m
Number serial tubes 4 -
Serial tube distance 32 mm
Number parallel tubes 4 · 69 -
Parallel tube distance 27.71 mm
Fin thickness 0.15 mm
Fin pitch 2.5 mm

Table A.1.: Geometry parameters of the heat exchanger as imple-
mented in the Condenser model. The condenser model contains
all four heat exchangers used in MoNiKa.

B. Matlab Codes

B.1. Matlab Function for the Quantification of the Agreement of Results

In this subsection the Matlab Function CalcDeviations.m for the quantification of the
agreement of results is presented.

function res = CalcDeviations(vector1 , time1 , vector2 , time2 ,

startTime , endTime)

% calculates deviations between 2 data sets. Vector 1 should

always be Measurement

% Data and Vector 2 the simulation results.

% define number of time steps of new time vector

dt = 1; % time step size
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n = (endTime -startTime)/dt;

% define new universal time vector

t = linspace(startTime ,endTime , n) ';

% remove non -unique values from time vector

[time1 unique_indeces] = unique(time1);

vector1 = vector1(unique_indeces);

[time2 unique_indeces] = unique(time2);

vector2 = vector2(unique_indeces);

% interpolate Results on new time Vector

interV1 = interp1(time1 ,vector1 ,t);

interV2 = interp1(time2 ,vector2 ,t);

% initialize result vectors

e_abs = zeros(size(t)); e_rel = e_abs;

% calculate absolute and relative Deviations for each time

step

for i = 1: length(t)

e_abs(i) = interV2(i)-interV1(i);

e_rel(i) = e_abs(i)/interV1(i);

end

% calculate mean and maximal values of the absolute value

function of the deviation

e_abs_mean = mean(abs(e_abs));

[e_abs_max , index] = max(abs(e_abs));

t_e_abs_max = t(index);

e_rel_mean = mean(abs(e_rel));

[e_rel_max , index] = max(abs(e_rel));

t_e_rel_max = t(index);

% write everything in one structure array and return the

result

res.t = t;

res.e_abs = e_abs;

res.e_abs_mean = e_abs_mean;

res.e_abs_max = e_abs_max;

res.t_e_abs_max = t_e_abs_max;

res.e_rel = e_rel;

res.e_rel_mean = e_rel_mean;

res.e_rel_max = e_rel_max;

res.t_e_rel_max = t_e_rel_max;
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B.2. Matlab Codes for Filtering and Resampling of Measurement Data

In this subsection the Matlab code dataPreparationDay0.m for the data preparation (fil-
tering and resampling) for the input data of Day0 is presented. The codes and procedure
for Day1-3 are equal but differ in the filter parameters and intervals chosen.

% filters and resambles Condenser input data for day 0: mass -

flow , inlet enthalpy , outlet Pressure , ambient temperature ,

ambient pressure , humidity

clear all

close all

% set Latex as default interpreter language

set(groot , ' defaultAxesTickLabelInterpreter ' , ' latex ' );

set(groot , ' defaultLegendInterpreter ' , ' latex ' );

set(groot , ' defaultTextInterpreter ' , ' latex ' );

%% load data

load( ' C:\Users\local\Documents \1 Masterarbeit \16 Measurement

Data\v11_Day1EfficiencyJoaquinAdded.mat ' , ' day0 ' )

% load calculated Enthalpies

load( ' C:\Users\local\Documents \1 Masterarbeit \18 Matlab\

Stoffdatenberechnung Kondensator\

Enthalpies_2ndTransitionSmoothened.mat ' )

% store data in new variable with SI-unit

T_amb = day0.ambient.T_amb +273.15;

t = day0.time.t;

m = day0.m.FI10_01;

p_out = day0.p.PS10_05_bar *100000;

p_amb = day0.ambient.p_amb *100000;

hum = day0.ambient.rel_humid_amb;

%% apply filter

n_order = 2; % filter order

fs = length(t)/ t(end); % sampling frequency

% cutoff frequencies [Hz]

fc_Tamb = 0.001;

fc_m = 0.005;

fc_h = 0.003;

fc_p_out = 0.001;

fc_p_amb = 0.001;

fc_hum = 0.0005;

% ambient Temperature

[b,a] = butter(n_order ,fc_Tamb /(fs/2)); % create filter

coefficients

T_amb_filtered = filtfilt(b,a,T_amb); % apply filter
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% mass flow

[b,a] = butter(n_order ,fc_m/(fs/2)); % create filter

coefficients

m_filtered = filtfilt(b,a,m); % apply filter

% inlet Enthalpy

[b,a] = butter(n_order ,fc_h/(fs/2)); % create filter

coefficients

h_in_filtered = filtfilt(b,a,h_in); % apply filter

% outlet pressure

[b,a] = butter(n_order ,fc_p_out /(fs/2)); % create filter

coefficients

p_out_filtered = filtfilt(b,a,p_out); % apply filter

% ambient pressure

[b,a] = butter(n_order ,fc_p_amb /(fs/2)); % create filter

coefficients

p_amb_filtered = filtfilt(b,a,p_amb); % apply filter

% humidity

[b,a] = butter(n_order ,fc_hum /(fs/2)); % create filter

coefficients

hum_filtered = filtfilt(b,a,hum); % apply filter

%% Resampling

% define number of total time steps

steps = 200;

% define intervals

interval_breaks = [2500 5000, 29400, 32000, 50700, 54560,

58000, 69850];

% define interval refinement

interval_Refinement = [1 2 1 20 1 0.5 20 1 1 1];

% create new time vector

t_resampled = createResampledTimeVector(t,steps ,

interval_breaks , interval_Refinement);

% resample data to new time vector by linear interpolation of

filterd data

T_amb_resampled = interp1(t,T_amb_filtered ,t_resampled);

m_resampled = interp1(t,m_filtered ,t_resampled);

h_in_resampled = interp1(t,h_in_filtered ,t_resampled);

p_out_resampled = interp1(t,p_out_filtered ,t_resampled);

p_amb_resampled = interp1(t,p_amb_filtered ,t_resampled);

hum_resampled = interp1(t,hum_filtered ,t_resampled);

%% plots to check weather filtered and resampled curves have

good agreement with original data
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figure

plot(t,T_amb)

hold on

plot(t,T_amb_filtered , ' Color ' ,[1 0 0], ' LineWidth ' ,1)

plot(t_resampled ,T_amb_resampled , ' -- ' )

arrayfun (@xline ,interval_breaks); % plot vertical lines for

intervals

figure

plot(t,m)

hold on

plot(t,m_filtered , ' Color ' ,[1 0 0], ' LineWidth ' ,1)

plot(t_resampled ,m_resampled , ' -- ' , ' LineWidth ' ,1)

arrayfun (@xline ,interval_breaks); % plot vertical lines for

intervals

exampleInletEnthalpy = figure;

plot(t,h_in /1000)

hold on

plot(t,h_in_filtered /1000, ' Color ' ,[1 0 0], ' LineWidth ' ,1)

plot(t_resampled ,h_in_resampled /1000, ' . ' , ' Color ' ,[64, 184,

66]/256 , ' LineWidth ' ,1)

arrayfun (@xline ,interval_breaks); % plot vertical lines for

intervals

grid on

legend( ' Original Data ' , ' Filtered Data ' , ' Resampled Data ' )

set(legend , ' NumColumns ' ,3)

legend( ' Location ' , ' southoutside ' )

xlabel( ' Time [s] ' )

ylabel( ' Enthalpy [$\ frac{kJ}{kg}$] ' )

title( ' Evolution of Condenser Inlet Enthalpy over Time for

Day0 ' )

% add text for points

db = 1200;

h = 2.2e5 /1000+20;

text(interval_breaks (1)/2-db,h, ' \textcircled {1} ' )

text(mean([ interval_breaks (2),interval_breaks (1)]-db),h, ' \

textcircled {2} ' )

text(mean([ interval_breaks (3),interval_breaks (2)]-db),h, ' \

textcircled {3} ' )

text(mean([ interval_breaks (4),interval_breaks (3)]-db),h, ' \

textcircled {4} ' )

text(mean([ interval_breaks (5),interval_breaks (4)]-db),h, ' \

textcircled {5} ' )

text(mean([ interval_breaks (6),interval_breaks (5)]-db),h, ' \

textcircled {6} ' )

text(mean([ interval_breaks (7),interval_breaks (6)]-db),h, ' \

textcircled {7} ' )

text(mean([ interval_breaks (8),interval_breaks (7)]-db),h, ' \

textcircled {8} ' )
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text(mean([ interval_breaks (8),t(end)]-db+800),h, ' \textcircled

{9} ' )

set(exampleInletEnthalpy , ' Position ' , [500 300 550 260])

figure;

plot(t,p_out)

hold on

plot(t,p_out_filtered , ' Color ' ,[1 0 0], ' LineWidth ' ,1)

plot(t_resampled ,p_out_resampled , ' -- ' , ' LineWidth ' ,1)

arrayfun (@xline ,interval_breaks); % plot vertical lines for

intervals

exampleAmbPressure=figure;

plot(t,p_amb)

hold on

plot(t,p_amb_filtered , ' Color ' ,[1 0 0], ' LineWidth ' ,1)

% plot(t_resampled ,p_amb_resampled , ' - - ' , ' LineWidth ' ,1)

% arrayfun (@xline ,interval_breaks); % plot vertical lines for

intervals

grid on

legend( ' Original Data ' , ' Filtered Data ' )

xlabel( ' Time [s] ' )

ylabel( ' Pressure [Pa] ' )

title( ' Evolution of Ambient Pressure over Time for Day0 ' )

set(exampleAmbPressure , ' Position ' , [500 300 550 200])

figure

plot(t,hum)

hold on

plot(t,hum_filtered , ' Color ' ,[1 0 0], ' LineWidth ' ,1)

plot(t_resampled ,hum_resampled , ' -- ' , ' LineWidth ' ,1)

arrayfun (@xline ,interval_breaks); % plot vertical lines for

intervals

%% Prepare Dymola Export: combine everything in one array

export = [t_resampled; m_resampled; h_in_resampled;

p_out_resampled; T_amb_resampled; p_amb_resampled;

hum_resampled ] ';

%% safe example plots for written version of thesis

% exportgraphics(exampleAmbPressure , ' Example_filter.pdf ' , '

Resolution ' ,300)

% exportgraphics(exampleInletEnthalpy , ' Example_resampled.pdf

' , ' Resolution ' ,300)
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function t_resampled = createResampledTimeVector(t,steps ,

interval_breaks , interval_Refinement)

% creates a new time vector with the same start and end time

and a given

% number of intervals

% t = old time step

% steps = number of total steps for new time vector

% interval_breaks = time at which intervals begin; eg. [1000,

1500, 2300]

% -> in this case ther would be 4 intervals and therefore 3

interval breaks

% interval_Refinement = density of timesteps for each interval

; e.g. [1 2 3

% 1] --> in this case there are 4 intervals where in the

second interval

% the density of steps is twice as high as in the first

interval , ...

% extract number of intrevals and time at which each interval

starts and ends

n_Interval = length(interval_breaks) + 1;

interval_Times (1) = t(1);

interval_Times (2:1+ length(interval_breaks)) = interval_breaks;

interval_Times(end+1) = t(end);

% calculate total area of weigth -time function

for i = 1: n_Interval

dt(i) = interval_Times(i+1)-interval_Times(i);

area(i) = interval_Refinement(i)*dt(i);

end

total_area = sum(area);

% calculate how many steps are in each interval

for i = 1: n_Interval

n(i) = round(area(i)/total_area * steps);

end

% if there are more or less total time steps than specified (

due to rounding in the number for each interval) -> take or

give

% the difference to the interval with the most steps

dn=sum(n)-steps -length(interval_breaks);

[Max ,Index] = max(n);

n(Index) = Max -dn;

% create new time vector

for i = 1: n_Interval

t_linspace{i} = linspace(interval_Times(i),interval_Times(i+1)
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,n(i));

end

t_resampled = t_linspace {1};

for i = 2: n_Interval

t_resampled = [t_resampled (1:end -1), t_linspace{i}];

end

B.3. Matlab Function for Filtering of Turbine Shaft Power

function filteredData = filterData(unfilterdData ,timeVector ,

cutoffFrequency)

% filters given data and returns it

n_order = 2; % filter order

fs = length(timeVector)/ timeVector(end); % sampling frequency

% Filter

[b,a] = butter(n_order ,cutoffFrequency /(fs/2)); % create

filter coefficients

filteredData = filtfilt(b,a,unfilterdData); % apply filter

% make plot to show effect and check if filter parameter is

adequate

figure

plot(timeVector ,unfilterdData , ' r ' )

hold on

plot(timeVector ,filteredData , ' --b ' , ' LineWidth ' ,1.5)

grid on

title( ' filtered and unfiltered Data ' )
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