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Kurzfassung		
Festkörperumwandlungen spielen eine wichtige Rolle bei der Herstellung und Verarbeitung von Stählen. 
Sie sind das effektivste Werkzeug, um die mechanischen Eigenschaften von Stählen zu optimieren. Eine 
Kette dieser Umwandlungen ist oft an den Verarbeitungsschritten von der Schmelze bis zum Endprodukt 
beteiligt. 

Das Ziel dieser Arbeit ist es, eine durchgehende Prozessbeschreibung und Charakterisierung der resultie-
renden Mikrostrukturen zu realisieren, die eine umfassendere Optimierung dieser Prozesse ermöglichen 
kann. Um diesem Ziel näher zu kommen, wurden in dieser Arbeit experimentelle und rechnergestützte 
Werkzeuge erarbeitet. Es wurde ein Experiment zur Hochtemperatur Elektronenrückstreubeugung entwi-
ckelt, das es ermöglicht, das Gefüge von Stählen während der Wärmebehandlung durch Rückstreubeu-
gung und einfache Bildgebung abzubilden. Ergänzende Computerprogramme wurden entwickelt, die es 
ermöglichen, die Rückstreudaten der Mikrostruktur verschiedener Verarbeitungsschritte zu kombinieren, 
um die mikrostrukturelle Entwicklung quantitativ zu verfolgen. Die Kombination von Rückstreudaten mit 
Bildgebungssequenzen aus dem Rasterelektronenmikroskop ermöglicht zudem die Charakterisierung 
hochdynamischer Prozesse, die (noch) nicht durch Elektronenrückstreubeugung charakterisiert werden 
können. 

Diese Werkzeuge wurden auf die Ferrit-Austenit-Ferrit- und die Austenit-Martensit-Umwandlung ange-
wendet. Die neuen Methoden, die in dieser Arbeit entwickelt wurden, ermöglichen eine genauere Charak-
terisierung der Umwandlung und ihrer Produkte: Die Orientierungen der Austenitphase wurden direkt 
in situ gemessen, anstatt des bisher üblichen Ansatzes bei dem diese mit Rekonstruktionsalgorithmen 
abgeschätzt werden. Dies ermöglicht erstmals eine quantitative Beschreibung mehrerer Merkmale von 
Martensit-Mikrostrukturen wie Variantenauswahl, Variantenpaarung und die Martensithabitusebene. 
Darüber hinaus ermöglicht es die Berechnung von genauen Orientierungsbeziehungen für diese Phasen-
umwandlungen. 

Diese umfassendere Charakterisierung trägt dazu bei, mehrere Merkmale dieser Transformationen zu 
erklären: Die Rolle der verschiedenen Grenzflächen bei der Nukleation von Martensit sowie deren Ent-
stehung und Entwicklung werden geklärt. Zusätzlich wird der Einfluss der Austenitkorngröße auf die 
Variantenauswahl untersucht und die Ergebnisse verschiedener Austenitrekonstruktionsalgorythmen mit 
den realen, gemessenen Mikrostrukturen verglichen. Variantenauswahl und Variantenpaarung in vollmar-
tensitischen und zweiphasigen Mikrostrukturen werden verglichen. 
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Abstract		
Solid-solid phase transformations play an important role in production and processing of steels. They are 
the most effective tool to tune the mechanical properties of steels. Frequently, a chain of these transfor-
mations is involved in the processing steps from the melt to the final products. 

The aim of this thesis is to develop a through-process description and characterization of microstructures 
before, after and during solid-solid phase transformations which can enable a more comprehensive 
optimization of these processes. Experimental and computational tools were developed to approach this 
goal. A high temperature electron backscatter diffraction setup was designed which enables to map the 
microstructure of steels during heat treatments by backscatter diffraction and imaging. Complementary 
computational tools were developed that allow for the combination of the backscatter data of the micro-
structure at different processing steps to track the microstructural development in a quantitative way. The 
combination of backscatter data with scanning electron microscopy imaging sequences further allows for 
the characterization of highly dynamic processes which cannot be characterized soley by backscattering 
(yet). 

These methods were applied to the ferrite-austenite-ferrite and the austenite-martensite transformations. 
The new methods which were developed in this thesis enable a more detailed characterization of the 
transformation and its products: The orientations of the austenite phase were directly measured in situ 
instead of the up to now prevailing approach that uses reconstruction algorithms for an estimation of these 
orientations. For the first time, this allows for a quantitative description of several features of martensite 
microstructures such as variant selection, variant pairing, and martensite habit plane. It furthermore 
allows for the calculation and mapping of orientation relationships for these phase transformations. 

This more comprehensive characterization helps to elucidate several characteristics of these transfor-
mations: The role of annealing twins in the austenite for the nucleation of martensite as well as their 
origin and development are clarified. Additionally, the influence of the grain size of the austenite on the 
selection of martensite variants is evaluated and the results of various prior austenite reconstruction 
algorithms are compared to the microstructures measured. Variant selection and variant pairing in both, 
fully martensitic and dual-phase microstructures are compared. 
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1 Introduction	
Steel has replaced most other structural materials since the introduction of the Bessemer process in 1856 
which marks the start of mass-production of steel. Despite the steady development of new materials, 
steels remain the world’s most important structural material. Today, steel comprises approximately 75% 
of all major appliances mostly due to high strength in relation to its weight and price. This dominance 
stems from the diverse range of properties achievable through alloying and various heat treatments. Steels 
can be hard, strong, ductile, paramagnetic, ferromagnetic, corrosion resistant and weldable. They can be 
easily recycled and are by far the most recycled material in the world. 

The prevalence of steels as structural materials is a result of steady improvement of alloy design and 
processing. Over half of all the types of steels used in today’s cars did not exist 10 years ago and are 
about 30% stronger than a decade ago. Dual-phase steels (DP) were the first steels of a new generation of 
high-strength low-alloy (HSLA) steels which were developed in the 1970s and are now widely used in the 
automotive industry. This class of materials belongs to advanced high strength steels (AHSS) which 
further comprise the later developed alloys such as transformation induced plasticity (TRIP), twinning-
induced plasticity (TWIP) and complex phase (CP) steels. This development highlights the increasing 
importance of microstructure and phase transformations of steels and their precise control during manu-
facturing and processing. 

Most steels pass a chain of production steps from crude iron to the final product. This chain of production 
steps is not only intended to shape the material into a product but also to influence its microstructure to 
achieve specific properties. The production steps usually include heat treatments leading to phase trans-
formations capable of changing the properties of the material. The ongoing success story of steelmaking 
is partly based on the many phase transformations which can be used to very effectively control the 
microstructure of steels. The interplay of heat treatment, alloying chemistry and phase transformations 
allows to tune the properties of steels in relative wide limits (e.g. tensile strengths from 140 MPa to 6 GPa 
[1], [2]). 

The complexity of this interplay renders alloy design a costly and time-consuming task. Modern charac-
terization methods and tools of computational thermodynamics can assist in this process but the basic 
strategy, which is largely dependent on a trial-and-error approach, did not change considerably since the 
early days of steelmaking. A departure from this approach based on Cohen’s reciprocity [3] was outlined 
by G. B. Olson [4]. The former consists of three links which concatenate performance, properties, struc-
ture and processing. Starting with the first link, the target properties required by the performance in 
application are identified. The second link consists of the design of a microstructure to obtain the desired 
properties. The third link represents the identification of processing parameters to obtain the tailored 
microstructure. This concept is schematically illustrated in Figure 1.1. 
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Figure 1.1: Olson’s link chain model representation of Cohen‘s reciprocity. Adapted from [4]. 

The implication of a straightforward design process from requirements to microstructure and processing 
is in practice misleading. Complete understanding of microstructure-property relations as well as the 
influence of processing on microstructure is a prerequisite of this approach. Olson envisioned a hierarchy 
of computational design models to fulfill this task instead. The quality of its results can however only be 
as good as the quality of these models and/or in silico simulations. Optimization approaches based on 
machine learning and datamining comprising artificial neural networks (ANN) and artificial intelligence 
(AI) may help to overcome these shortcomings. This strategy does not require complete understanding of 
the processes involved and the quality of its results is not bound to any material model. The most im-
portant prerequisite for the development of reliable ANN are large amounts of information on the micro-
structure at every link of the processing chain for the training of the AI. The development of characteriza-
tion methods with improved resolution, accuracy and reduced measurement time can provide this data. 

The aim of this work is to develop an experiment capable of performing microstructural characterization 
during the steps of a processing chain. This was accomplished by developing a novel high temperature 
in situ EBSD experiment. The large amount of data (crystallographic information from EBSD maps, SEM 
images) collected during these experiments require for suitable software tools in order to allow for a 
quantitative analysis of microstructural processes (grain growth, phase transformations) during the steps 
of the processing chain. This set of software tools is able to combine the information of every link of the 
chain into a single unified data set. The basic idea behind this concept is to achieve a complete characteri-
zation of a material by including its processing history. Although focusing on the crystallography of 
phase transformations in steels, this experimental approach and the related software tools are not restrict-
ed to the characterization during processing of steels but can be applied to various crystalline materials 
and their processing. 

The combination of microstructural information at different processing steps allows for an improved 
analysis of associated mechanisms. This work is one of the very few in situ studies on austenite micro-
structure evolution of various steels at processing temperatures. It describes the ferrite-austenite phase 
transformation, intercritical annealing and microstrcucture evolution in the austenite phase. This data and 
the aforementioned analysis tools allow for an unprecedented characterization of the product microstruc-
ture. 
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A focus was put on microstructure evolution during austenitization and intercritical annealing as well as 
the martensitic transformation. These topics are not only relevant for the optimization of processing of 
steels but are also of great interest for the understanding of fundamental processes. Despite the vast 
amount of literature that contains research on steels, fundamental questions still remain unanswered: 

1. Crystallography and preferred sites for martensite nucleation. 

2. Martensite transformation sequence. This includes, especially for lath martensite, martensite vari-
ant selection mechanisms and martensite variant pairing. 

3. Orientation relationships between ferrite and austenite, austenite and martensite. In particular vari-
ations of the orientation relationship on a microstructural level. 

4. Reliability of parent austenite reconstruction algorithms which are often used for the study of aus-
tenite microstructure. 

5. Role of austenite twins during annealing, austenite and martensite formation. 

6. Crystallography of microstructural evolution during intercritical annealing including the role of 
special interfaces (twins, phase and grain boundaries) 

7. The influence of the presence of ferrite on martensite nucleation and subsequent formation (dual-
phase steels). 

Some of these issues were already frequently addressed and discussed in literature. New and more com-
prehensive insights in these open questions are however enabled by more and more sophisticated meas-
urement techniques and associated computational methods. This work uses new experimental and compu-
tational approaches to shed new light on these old questions resulting in a new perspective on some 
aspects of heat treatments of steels. The large body of literature concerning martensite formation led to 
the decission to limit the scope of this thesis to lath martensite. The scope of this thesis was additionally 
limited from a metallurgical point of view to two “model” alloys: These are a EUROFER alloy and pure 
plain low carbon steels. 

This thesis is structured as follows: The first part of Chapter 2 gives an introduction into microstructural 
constituents of steels with a focus on crystallographic aspects. These sections are deliberately kept short 
due to the vast amount of research which was published on these topics. The second part gives an over-
view on the state of research concerning the observation of phase transformations in steels. Chapter 3 
describes the experimental methods which are used throughout this thesis. The experimental setup devel-
oped during this thesis is motivated and described in this chapter. Chapter 4 describes the computational 
methods which were developed during this thesis for the analysis of the measured crystalographic data. 
The computational procedure which is used for the spatial and crystallographic alignment and combina-
tion of different orientation maps from one area is described in this chapter. Important statistical aspects 
concerning the interpretation of orientation relationships between two phases are analyzed in Chapter 5. 
The martensitic transformation starting from a fully austenite microstructure for a EUROFER steel is 
investigated in Chapter 6 using the methods described before. Intercritical annealing and martensite 
formation of the same EUROFER steel starting from a dual-phase microstructure is analyzed in Chap-
ter 7. Chapter 8 and 9 are concerned with martensite formation in two pure low carbon steels with differ-
ent carbon contents. Chapter 8 focuses on austenite-ferrite transformation and annealing. It analyzes and 
describes the formation of austenite twins. Chapter 9 describes the formation of martensite and pearlite 
from steel exhibiting higher carbon content. The main results are summarized and discussed in Chap-
ter 10. The appendix can be found in Chapter 11. 
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The experiments and observations made in this thesis were conducted on different materials. The heat 
treatments also led to very different product microstructures even for the same materials. The chapters 
that deal with experiments (Chapter 6 – Chapter 9) are listed in the following table in order to give a first 
glance at the different product microstructures. 

 Material Transformation Product Microstructure 

Chapter 6: 
 

Martensite Formation 
in EUROFER Steel 

EUROFER 

Fully austenitic 
microstructure 

↓ 
Fully martensitic 
microstructure 

Chapter 7: 
 

Intercritical Annealing 
of EUROFER Steel 

EUROFER 

Intercritical annealing 
(austenite and ferrite) 

↓ 
Ferrite and martensite 

islands 

Chapter 8: 
 

Origin of Austenite 
Annealing Twins 

FeC 
0.105 wt.% C 

Fully austenitic 

↓ 
Mixture of different 

transformation 
products (ferrite, 

martensite, 
Widmanstätten 

structures) 

Chapter 9: 
 

Martensite Formation 
in Plain Carbon Steel 

FeC 
0.240 wt.% C 

Fully austenitic 

↓ 
Martensite and pearlite 

Table 1.1: Overview of materials and product microstructures in the Chapters concerning in situ experiments. 
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2 Background	
This chapter contains two sections: The first part is an introduction to the microstructural constituents that 
are commonly observed in steels. The relevant literature associated with their structure and formation is 
reviewed. All of these constituents in steels are the products of different phase transformations. These 
transformations have very complex partly conflicting characteristics which are still subject to ongoing 
disputes. A selection of theories developed for the description and explanation of these phase transfor-
mations is reviewed. Within the transformations, emphasis is put onto the martensitic transformation. The 
most important theories related to this transformation with regard to steels are discussed. Specific phe-
nomena connected to this transformation such as different martensite morphologies, martensite variant 
selection, prior austenite reconstruction (PAR), orientation relationships and martensite nucleation are 
highlighted. 

The second part reviews the relevant literature about the investigation of these phase transformations. 
This review is mostly restricted to steels and to observations of their microstructure. Here focus is put on 
in situ studies. This section is intended to give a concise yet comprehensive overview of the technical and 
experimental state of the art regarding in situ high temperature setups for the study of phase transfor-
mations. 

2.1 Microstructural	Constituents	of	Steels	

This paragraph is intended to introduce the microstructural constituents which can be observed in steels. 
The term “phase” and “microstructural constituent” are often synonymously used. A phase is a region of 
space (a thermodynamic system), throughout which all physical properties of a material are uniform. In 
the sense of this definition pearlite is not a phase. The metastable Fe-Fe3C phase diagram shown in 
Figure 2.1 reveals that Pearlite consists of two phases namely of cementite (Fe3C) and ferrite which are 
arranged in a lamellar structure. Therefore the term “microstructural constituent” is used further on to 
describe phases or reoccurring distinct mixtures of phases. The common microstructural constituents of 
steels consist of the most important phases ferrite, austenite and cementite featuring different structures 
[5], [6]. They often form very far away from thermodynamic equilibrium during rapid cooling. This is 
illustrated with a schematic TTT (Time-Temperature-Transformation) diagram shown in Figure 2.2 
where a qualitative classification of several non-equilibrium constituents is made. 
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Figure 2.1: Metastable Fe-Fe3C (6.67 wt% C) phase diagram, adapted from [7]. 

An overview of steel processing, its structure and properties is given by Krauss [8], [9]. Comprehensive 
and systematic classifications of the constituents were for example proposed by Aaronson [10], Christian 
[11] and Bhadeshia [12]. Aaronsons approach of a classification was solely based on the morphology of 
the constituents applying Dubé’s morphological classification system [13] on steel microstructures. But 
the constituents can also be classified based on their transformation, structure and/or crystallography. A 
summary of the criteria to classify the transformation products and application to the microstructural 
constituents of steels on the basis of Bhadeshia is shown in Table 2.1. The following review of the rele-
vant literature shows that some of these classifications are still a matter of ongoing debates. 

2.1.1 Austenite	

Most heat treatment procedures in the process chain for steel production or processing will include the 
transformation to austenite. The microstructure of austenite at elevated temperatures is difficult to inves-
tigate because of high temperatures and connected difficulties (oxidation, drift). Austenitization and 
ferrite formation was therefore often investigated using hot stage microscopy or laser scanning confocal 
(LSCM) hot stage microscopy [14]–[19]. These techniques enable the observation of interfaces due to 
thermal grooving (cf. Chapter 2.2.2.3). It is however not possible to determine the phase or local orienta-
tions. Full crystallographic information can be obtained using in situ electron backscatter diffraction 
(EBSD) experiments. Such experiments were conducted by Fukino et al. [20], [21] and Lischewski et al. 
[22]–[25] to study the formation of austenite. They observed the nucleation and growth of the austenite 
phase and confirmed that the OR (orientation relationship) between ferrite and austenite is close to the KS 
(Kurdjumov-Sachs) OR. The same result was found earlier through XRD measurements on stabilized 
austenite by Brückner et al. [26], [27]. Microstructural investigations on austenite of different composi-
tions including local orientation measurements at different temperatures are still missing. Instead the 
austenite microstructure is often reconstructed from EBSD maps of the martensite microstructure using 
parent austenite grain reconstruction algorithms (cf. Chapter 2.1.8.9 on p. 21). 
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Figure 2.2:A schematic TTT (Time-Temperature-Transformation) diagram. WS denotes the Widmanstätten start BS 
the Bainite start and MS the martensite start temperature. Ae3 denotes the temperature below which ferrite is formed. 
Adapted from [28]. 

In plain carbon steel austenite will be only stable at elevated temperatures above 723 °C. This may 
change if alloying elements are introduced that stabilize austenite (e.g. Mn, Ni, Co, N) [28]. Retained 
austenite may be present in steel at room temperature depending on the alloying chemistry and heat 
treatment. Retained austenite is mechanically stabilized and/or stabilized by alloying elements. It may 
transform to martensite under mechanical loading and can therefore enhance the mechanical properties 
[29]–[34] of the steel (transformation induced plasticity (TRIP) [35], [36] effect). It can also be used to 
determine prior austenite orientations. 

2.1.2 Allotriomorphic	Ferrite	

The term Allotriomorphic Ferrite was first used by Aaronson [10] describing the transformation product 
formed after the nucleation of ferrite at austenite grain boundaries upon cooling. Allotriomorphic ferrite 
means that the shape i.e. the dominant growth direction is not connected to any crystallographic direction 
but to the shape of the austenite grains. This shape is a consequence of the nucleation of ferrite at austen-
ite grain boundaries. The transformation of austenite to allotriomorphic ferrite is inhibited by solute drag 
effects and the diffusion of carbon [37]–[39]. The fraction of allotriomorphic ferrite, its formation kinetics 
[40] and crystallographic properties [41], [42] are of great importance for alloy design. Allotriomorphic 
ferrite is shown in Figure 2.3 in a schematic representation of the ferritic transformation products of 
austenite marked as (a). 
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Comment 𝜶′ 𝜶𝒍𝒃 𝜶𝒖𝒃 𝜶𝒂 𝜶𝑾 𝜶 𝜶𝒊 𝑷 

Nucleation and growth reaction X X X X X X X X 

Plate morphology X X X X X O O O 

IPS shape change with shear component X X X X X O O O 

Diffusionless reaction X O O O O O O O 

Reconstructive diffusion during nucleation O O O O O X X X 

Often nucleates intragranularly on defects X O O X O O X O 

Diffusionless growth X X X X O O O O 

Reconstructive diffusion during growth O O O O O X X X 

Atomic correspondence of all atoms during growth X X X X O O O O 

Atomic correspondence of subst. atoms during growth X X X X X O O O 

Bulk redistribution of X atoms during growth O O O O O ⊗ ⊗ ⊗ 

Local equilibrium at interface during growth O O O O O ⊗ ⊗ ⊗ 

Local paraequilibrium during growth O O O O X ⊗ ⊗ O 

Diffusion of carbon during transformation O O O O X X X X 

Carbon diffusion controlled growth O O O O X ⊗ ⊗ ⊗ 

Cooperative growth of ferrite and cementite O O O O O O O X 

High dislocation density X X X X ⊗ O O O 

Incomplete-reaction phenomenon O X X X O O O O 

Necessarily has a glissile interface X X X X X O O O 

Always has an orientation within the Bain region X X X X X O O O 

Growth across austenite grain boundaries O O O O O X X X 

High interface mobility at low temperatures X X X X X O O O 

Displacive transformation mechanism X X X X X O O O 

Reconstructive transformation mechanism O O O O O X X X 

Table 2.1: Summary of the characteristics of solid-state transformations in steels. The compared transformation 
products here are martensite (𝜶′), lower bainite (𝜶𝒍𝒃), upper bainite (𝜶𝒖𝒃), acicular ferrite (𝜶𝒂), Widmanstätten ferrite 
(𝜶𝑾), allotriomorphic ferrite (𝜶), idiomorphic ferrite (𝜶𝒊) and pearlite (𝑷). The symbols in the corresponding col-
umns show if the comment holds true (X) or not (O) or if both cases have been observed (⊗). After Bhadeshia [12] 
and Christian [11] (p.9). 

2.1.3 Idiomorphic	Ferrite	

In contrast to allotriomorphic ferrite, idiomorphic ferrite nucleates intragranularly. A schematic example 
of idiomorphic ferrite morphology is depicted in Figure 2.3e. Inclusions were identified as the predomi-
nant nucleation site inside austenite grains [43], [44]. It is often facetted because of preferred crystallo-
graphic growth directions. Idiomorphic ferrite is reported to improve the toughness of steels [45] and can 
be used for grain refinement. Therefore its nucleation mechanism, morphology and crystallography are of 
great interest [46]. 

2.1.4 Acicular	Ferrite	

Acicular ferrite can be recognized by its needle-shaped crystallites when viewed in a cross section. These 
crystallites are lenticular in shape. Acicular ferrite nucleates inside austenite grains on inclusions and can 
form an interlocking “basket weave” structure [47], [48]. The single ferrite grains of this structure are 
separated from each other by high angle boundaries. The character of the grain boundaries, the interlock-
ing chaotic structure and low grain size result in a very high resistance to crack propagation [49]. Acicular 
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ferrite is therefore a microstructural constituent that is of high interest in steel welds [50]–[55]. Because 
of its morphology it is a fine Widmanstätten constituent which in contrast to Widmanstätten ferrite is not 
nucleated at austenite grain boundaries or Allotriomorphic ferrite but at inclusions. A clear distinction 
between acicular ferrite and other transformation products like intragranular bainite and other Wid-
manstätten constituents is therefore difficult [5], [56]–[59]. 

a b 

 
Figure 2.3: a) Schematic illustration of different ferritic microstructural constituents which can be found in steels. 
Austenite grain boundaries are marked by straight black lines; the shape of the ferrite transformation products is 
marked in grey. (a) illustrates the appearance of allotriomorphic ferrite at austenite grain boundaries. (b) shows the 
formation of primary Widmanstätten ferrite nucleated directly at an austenite grain boundary. (c) shows the shape of 
primary Widmanstätten ferrite which nucleates from allotriomorphic ferrite. (d) shows the morphology of acicular 
ferrite which usually nucleates at an inclusion/particle. (e) illustrates the shape of idiomorphic ferrite inside an 
austenite grain. b) Classification of austenite transformation products by the transformation process proposed by 
Bhadeshia [28]. 

2.1.5 Widmanstätten	Ferrite	

Widmanstätten ferrite forms at relative high temperatures close to 𝐴௘ଷ (cf. Figure 2.1 and Figure 2.2) with 
very low undercooling. Ferrite crystals nucleate and form needle like structures. Pronounced Widmanstät-
ten structures are usually observed for steels containing less than ca. 0.4% carbon. The needle like shape 
of Widmanstätten crystallites is supposed to be a consequence of a self-accommodation process due to the 
displacive nature of the transformation [60], [61]. A schematic representation of primary Widmanstätten 
ferrite can be seen in Figure 2.3b. Primary Widmanstätten ferrite nucleates at austenite grain boundaries. 
Needles formed within one Widmanstätten colony mostly share the same crystallographic orientation 
[62]–[64]. The OR between austenite and Widmanstätten ferrite is close to the KS OR. Secondary Wid-
manstätten ferrite is also called sideplate ferrite [10] and can be seen in Figure 2.3c. In this case it nucle-
ates at previously formed allotriomorphic ferrite. A clear distinction between Widmanstätten structures 
and bainite is not always clear due to the displacive transformation mechanism common to both transfor-
mation products [65]–[67]. Plate growth occurs under paraequilibrium carbon conditions. The velocity of 
growth is controlled by the diffusion of carbon whereas substitutional alloying atoms do not diffuse fast 
enough. The growth proceeds in a cooperative formation of pairs of adjacent self-accommodating plates 
which form by a displacive mechanism [68], [69]. 
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2.1.6 Epitaxial	Ferrite	

Epitaxial ferrite forms during quenching from the intercritical regime by epitaxial growth of existing 
intercritical ferrite into austenite. It is challenging to distinguish epitaxial ferrite from intercritical ferrite 
due to its epitaxial growth [70], [71]. An improvement of the mechanical properties of dual phase steels 
by an increased phase fraction of epitaxial ferrite was reported in the literature [72]–[75]. The difference 
between intercritical and epitaxial ferrite is mostly of chemical nature. The moving ferrite/austenite 
interface is faster than the diffusion of alloying elements leading to a concentration gradient in the epitax-
ial ferrite [71], [76]. This concentration gradient ideally reaches from the equilibrium composition of 
ferrite to the equilibrium composition of austenite [77]. 

2.1.7 Bainite	

Steels containing bainite distinguish themselves by their high strength [78]–[84] accompanied by good 
ductility [85]–[89] and respectable fracture toughness [90]–[92]. Bainite usually consist of finely dis-
persed Cementite in a ferrite matrix that exhibits a high dislocation density. There is still an ongoing 
discussion about the structure of bainite, the nature of the transformation which is responsible for its 
formation and its distinction from other transformation products (mostly martensite and other ferritic 
transformation products resulting from a displacive transformation). Bainite formation is accompanied by 
the formation of a surface relief outlining the dimensions of single bainite laths [93]. It forms by nuclea-
tion and coherent growth. The rate of growth is dependent on temperature and the composition of austen-
ite but is always very slow compared with that of martensite. There are two opposing theories for the 
formation of bainite in literature: The diffusional and the displacive theory [94]–[101]. This leads to cases 
were a transformation product is called bainite by advocates of one theory only [102], [103]. This ongo-
ing discussion [104]–[106] gets more complicated by the description of very different bainite morpholo-
gies in literature. These include granular bainite [107], [108], columnar bainite and inverse bainite [109]. 
Two major morphologies can however be distinguished: Upper bainite and lower bainite [12], [110], 
[111]. Upper bainite consists of sheaves of several ferrite laths with carbide precipitated along lath 
boundaries and at the tips. Lower bainite consist of finer laths with carbides precipitated inside the laths at 
an orientation of ca. 55° - 60° to the axis of the lath. 

Ko and Cottrell [112] observed the formation of bainite in different steels using hot-stage microscopy 
confirming the low growth rates by direct observation. They concluded that a displacive transformation 
mechanism must be responsible for the observed surface relief but also diffusive processes must be active 
due to the low transformation rate. They proposed that the driving force present during the bainitic reac-
tion at temperatures above 𝑀ௌ and 𝑀଴ are not sufficient to account for the strain energies associated with 
the displacive transformation, the increase in surface energy and the resistance of the matrix and/or the 
friction of the moving transformation interface. As the free-energy difference between austenite and 
supersaturated ferrite is not large enough at the given temperature no bainite will form. Ko and Cottrell 
suggested that this driving force may be increased by diffusive processes if carbon diffusion is still 
feasible at the transformation temperature. The diffusion of carbon from supersaturated ferrite into aus-
tenite will reduce the strain energies due to lower volume difference and increase the free-energy differ-
ence at once. The mechanism of carbon diffusion i.e. either carbide precipitation or diffusion into sur-
rounding austenite is highly dependent on the rate of carbon diffusion and thereby highly dependent on 
the transformation temperature resulting in the formation of either upper or lower bainite. 
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2.1.8 Martensite	

If steel is cooled from its high temperature phase (austenite) to room temperature it can transform into 
ferrite [28], [113]. If the cooling rate is high enough martensite forms. The required cooling rate, the 
transformation temperatures and the microstructure formed during this transformation depends on the 
composition and the microstructure of the austenite phase [114]. Alloying elements such as carbon and 
manganese determine the transformation temperatures as well as the cooling rates required for transfor-
mation. A complex interplay of thermodynamics, microstructure and alloying chemistry determines the 
properties of the transformation product. 

2.1.8.1 The	Martensitic	Transformation	

The martensitic transformation in steels usually occurs athermally after sufficient undercooling at 𝑀ௌ and 
does not require any diffusive processes. It can be described as a cooperative motion of a group of atoms 
from the face centered cubic (fcc) austenite γ phase to the body centered tetragonal (bct) martensite α’ 
phase. This transformation is due to its cooperative transformation mechanism accompanied by a shape 
change which is evident from the formation of a surface relief and the generation of lattice imperfections 
(dislocations and/or twins) to accommodate this shape change [115]. 

2.1.8.2 Martensite	Morphologies	

Two main martensite morphologies  can be observed in steels depending on their alloying chemistry 
[114], [116]–[121]. This is shown in Figure 2.4 where martensite morphology is shown in dependence of 
carbon content and the martensite start temperature. The observed morphologies are a result of different 
mechanisms facilitating the accommodation of the shape strain: 

Plate martensite [122]–[124] is found in high-carbon, high-nickel and high nitrogen binary iron alloys. It 
consists of plates which are arranged in a way that minimizes the effects of the shape strain. The plates 
are usually of lenticular shape consisting of fine parallel twins [116]. 

Lath martensite [125]–[130] is mostly found in low-carbon, maraging, interstitial free and low-alloy 
steels. It is hierarchically structured into packets which consist of parallel blocks which are further subdi-
vided into laths which exhibit only small misorientations between each other. It contains a very high 
dislocation density [116], [131]. 

The characteristics of these morphologies can be directly connected to the dominant mechanisms for the 
accommodation of transformation misfit: This is slip for lath martensite resulting in a high dislocation 
density and twinning for plate martensite resulting in a high density of twins. The dominating mechanism 
is mainly determined by the strength and the stacking fault energy of the alloy which is a direct conse-
quence of its composition. Some other varieties of martensite morphologies like butterfly [132]–[134], 
lenticular [135], [136] and thin-plate martensite [137]–[139] exist besides lath and plate martensite. 

The elongated shape of both martensite morphologies is a result of minimization of strain energy. Chris-
tian [140] described the strain energy associated with the growth of martensite based on Eshelbys equa-
tion [141], [142] for the strain energy of an oblate sphere as a function of the thickness 𝑐 and the length 𝑟 
of the martensite plate as: 

 𝐸 ൌ
𝑐
𝑟

𝜇 ሺ𝑠ଶ ൅ 𝛿ଶሻ Eq. 2.1 

 
With 𝑠 the shear strain and 𝛿 the volume strain associated with the transformation and 𝜇 the shear modu-
lus of the austenite. The strain energy 𝐸 becomes minimal for given transformation strains if the aspect 
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ratio 𝑐/𝑟 of the martensite particle becomes minimal resulting in the elongated, lenticular shape of mar-
tensite units. 

The strain energy associated with the transformation is the largest energy term opposing the transfor-
mation. An overview of typical values of the energy contributions associated with the martensitic trans-
formation is given in Table 2.2.   

 

Figure 2.4: Change of martensite morphology from lath structure at low carbon contents to plate structure for high 
carbon contents and MS temperature as a function of the carbon content. Data from [9]. 

Martensite morphology is also affected by austenite grain size: The 𝑀ௌ and 𝑀௙ temperature decrease with 

decreasing austenite grain size [143]. This reduces the packet size and block length [144]–[147]. The 𝑀ௌ 
temperature is also affected by the quenching rate: The 𝑀ௌ temperature increases with increasing quench 
rate. This can also influence martensite morphology for example it can change from lath to plate type 
with increasing quench rate [148]–[150]. 

Energy term (J/mol) 

Strain energy 600 

Twin interfacial energy 100 
γ/α’ interface energy 1 

Stored energy due to dislocations 20 

Table 2.2: Typical values of stored energies associated with martensitic transformation, after [151]. 

From a technical standpoint, lath martensite has the highest significance of all martensite morphologies as 
it is formed in most commercial steels [119]. Such steels exhibt excellent properties at low production 
cost. 
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2.1.8.3 Martensite	Nucleation	

The direct observation of the nucleation of martensite from austenite in steel is demanding since it occurs 
at high speed and requires high spatial resolution. Consequently, only a few reports of this type are 
present in the literature. Experiments observing the martensitic transformation in FeNi powders suggested 
that the nucleation occurs heterogeneously [152], [153]. Therefore, the existence of “frozen in” nuclei 
called “embryos” was assumed. The structure and formation mechanism of these embryos is difficult to 
assess. A first model for martensite nucleation is based on theoretical considerations: Jaswon suggested 
that a structure resembling a bcc structure can be achieved by the dissociation of fcc Shockley partial 
dislocations [154]. A more complete theory was proposed by Kaufman and Cohen [155] and Olson and 
Cohen [156]–[158] following the same idea based on the “hard sphere model” of Bogers and Burgers 
[159]. It describes the martensite nucleation by the dissociation of a 𝑎௙௖௖/2 ሾ11ത0ሿ screw dislocation on a 

(111) plane forming three 𝑎௙௖௖/18 ሾ12ത1ሿ and three 𝑎௙௖௖/18 ሾ21ത1തሿ partial dislocations. This configuration 

then leads to an arrangement of atoms that can be described as semicoherent bcc embryo within the fcc 
lattice. Defects that are able to provide such dislocation configurations may act as preferred nucleation 
sites [156], [160], [161]. Easterling and Thölen [162] proposed a similar mechanism which enables 
martensite nucleation from a single dislocation. This would, however, contradict the observed heteroge-
neous nature of martensite nucleation. Olson and Cohen [160] instead suggested grain boundary segments 
[163] and twins containing the required dislocations or partial dislocations as preferred nucleation sites. 
The nucleation of martensite at grain boundaries was assumed to be restricted to such boundaries contain-
ing the dislocations required for the formation of an embryo structure [164]. The incoherent part of a twin 
containing Shockley partials could be a preferred nucleation site concerning the nucleation of martensite 
at twins. Overall several microstructural features have been proposed as preferred nucleation sites for 
martensite. These include grain boundaries [164], [165], twin boundaries, single dislocations [166], free 
surface [152], inclusion interfaces [167], [168] and interfaces in general [169]. 

Other concepts on martensite nucleation are based on stress instabilities [170], Phonon mechanisms 
[171]–[175] or soliton mechanisms [176]–[180]. This shows that approaches towards the problem of 
martensite nucleation beyond models based on classical nucleation theory have been made. However such 
models are mostly present outside the material science community. 

2.1.8.4 Martensite	Growth	

Martensite growth includes the motion of a glissile interface and the accommodation of transformation 
strains. The latter may predominantly be facilitated by different mechanisms like plastic/elastic defor-
mation or variant selection. The structure of the interface can be described as consisting of two types of 
dislocations [181], [182]: Coherency dislocations enable the transformation from austenite to martensite 
to maintain coherency of the two crystals. Anti-coherency dislocations are responsible for the accommo-
dation of the misfit strain caused by the transformation. Newer experiments suggest a ledge-like growth 
mechanism [183], [184]. 

The interface between austenite and martensite is called the habit plane. This plane is common to the 
parent and product phase [126], [185], [186]. It is macroscopically undistorted and unrotated during the 
transformation (cf. chapter 2.1.8.8). Different habit planes were proposed for steels of different chemical 
composition in the literature. Some approximate martensite habit planes are listed below in Table 2.3. 
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Composition (wt%) Approximate habit plane Ref. 

Fe-20.2Ni- 5.65Mn-0.009C ሼ557ሽఊ [126] 
Fe–33Ni ሼ259ሽఊ [187] 
Fe-33Ni ሼ3 10 15ሽఊ [188] 

Fe-0.35C & some FeNi ሼ111ሽఊ [189] 

FeC (C > 0.55) ሼ225ሽఊ [190] 

Table 2.3: Some approximate martensite habit planes observed in literature. 

A further aspect of martensite growth is the autocatalytic effect [114]. The stress fields of already formed 
martensite laths can locally lower the energy for transformation causing the growth of further martensite 
laths [191]. The autocatalytic effect acts in one single austenite grain but may also cause nucleation of 
laths in neighboring grains [192]. The autocatalytic effect is described as the main mechanism for the 
growth of martensite by Furuhara et al. [193]. They describe the nucleation of martensite at an austenite 
grain boundary followed by the growth of this variant until an equilibrium between the driving force of 
the martensitic transformation and the elastic strain energy of the surrounding austenite is reached. Fur-
ther variants may then be autocatalytically nucleated resulting in the hierarchical structure observed for 
lath martensite. This implies that the lath size is directly correlated to the strength of austenite and the 
driving force of the transformation. 

Variations of lath size can be observed in lath martensite. These variations are thought to be caused by the 
transformation sequence [194]. The first lath formed inside an austenite grain is less constrained than 
laths which are formed subsequently. This suggests that the largest laths formed first and that the smaller 
ones formed later during the transformation. 

2.1.8.5 Orientation	Relationships	in	Steels	

Orientations are usually defined as rotations that convert coordinates with respect to a crystal reference 
system into coordinates with respect to a specimen reference system [195]. This can be written as  

 𝑠 ൌ 𝑜𝑐 Eq. 2.2 
 
With the specimen coordinates 𝑠 ൌ ሺ𝑥, 𝑦, 𝑧ሻ, the crystal coordinates 𝑐 ൌ ሺ𝑎ଵ, 𝑎ଶ, 𝑎ଷሻ and the orientation 𝑜. 
A similar conversion is connected to the concept of misorientation [196]: A misorientation 𝑚 transforms 
the coordinates with respect to one crystal into another crystals reference frame. If these two crystals have 
the orientations 𝑜ଵ and 𝑜ଶ this can be written as: 

 𝑚 ൌ 𝑜ଶ
ିଵ𝑜ଵ Eq. 2.3 

Using Eq. 2.2 this can be written as 

 𝑚𝑐ଵ ൌ 𝑜ଶ
ିଵ𝑜ଵ𝑐ଵ ൌ 𝑜ଶ

ିଵ𝑠 ൌ 𝑐ଶ Eq. 2.4 
 
With the development of orientation mapping and the automated calculation of misorientations came a 
need for comprehensible visualization of misorientations [197]. One approach to this problem became 
practical with computers and dedicated easy to use software packages. The visualization in three-
dimensional misorientation spaces [198]–[201] has the advantage that every misorientation appears only 
once and that symmetrically equivalent misorientations result in a single data point. 

Special misorientations are often connected to properties of microstructural features like grain boundaries, 
phase boundaries or precipitates. They may also be connected to specific phase or precipitation reactions. 



2.1  Microstructural Constituents of Steels 

15 

These orientation relationships are usually described by specific (low index) parallel planes and directions 
of two crystals in the form [202]: 

 ሼhଵkଵlଵሽ஑ || ሼhଶkଶlଶሽஒ

〈uଵvଵwଵ〉஑ || 〈uଶvଶwଶ〉ஒ  
Eq. 2.5

 
The directions 〈uଵvଵwଵ〉஑ and 〈uଶvଶwଶ〉ஒ must lie in the ሼhଵkଵlଵሽ஑ and  ሼhଶkଶlଶሽஒ planes respectively. 

There may be specific variants of an OR due to the crystal symmetries of the two crystal systems. The 
number of these specific alignments of planes and directions depends on the symmetries of the two 
crystal systems and the number of symmetrically equivalents of ሼhଵkଵlଵሽ஑ and  ሼhଶkଶlଶሽஒ as well as 

〈uଵvଵwଵ〉஑ and 〈uଶvଶwଶ〉ஒ. The names of the most common orientation relationships observed in steels, 

their parallel planes and directions and numbers of variants are given in Table 2.4. It has to be noted, that 
there are some relationships between these ORs: The GT’ OR is the inverse of the GT OR. This results in 
equivalent intervariant misorientations. The same is the case for the Pitsch OR and the NW OR. There-
fore the Pitsch OR could be called the inverse NW OR [203]. 

Orientation relations-
hip 

Short 
name 

Parallel planes Parallel directions 
Number 

of 
variants 

Kurdjumov-Sachs 
[204] 

KS ሼ111ሽஓ || ሼ110ሽ஑ 〈110〉ஓ || 〈111〉஑ 24 

Nishiyama-Wasserman 
[114], [205] 

NW ሼ111ሽஓ || ሼ110ሽ஑ 〈112〉ஓ || 〈110〉஑ 12 

Greninger-Troiano 
[206] 

GT ሼ111ሽஓ || ሼ110ሽ஑ 〈5 12 17〉ஓ || 〈17 17 7〉஑ 24 

Greninger-Troiano’ 
[206] 

GT’ ሼ17 17 7ሽஓ || ሼ5 12 17ሽ஑ 〈110〉ஓ || 〈111〉஑ 24 

Pitsch [207] P ሼ100ሽஓ || ሼ011ሽ஑ 〈011〉ஓ || 〈111〉஑ 12 

Bain [208] B ሼ001ሽஓ || ሼ001ሽ஑ 〈100〉ஓ || 〈110〉஑ 3 

Table 2.4: Orientation relationships commonly observed in steels. 

Kurdjumov and Sachs [204] described an OR determined by XRD for steels in their paper from 1930. 
They did also propose a mechanism by which a fcc unit cell could be transformed into a bcc unit cell 
using two simple shear distortions. They also stated that their experimental results do not agree with the 
model proposed by Bain [208]. Figure 2.5 illustrates the transformation mechanism of Kurdjumov and 
Sachs based on projections of the unit cell onto the ሺ111ሻఊ plane. Column (a) shows this projection of the 

initial fcc unit cell. Column (b) shows the first shear on the ሺ111ሻఊ plane in ሾ2ത11ሿఊ direction. The second 

deformation illustrated in column (c) is reached by shear on the ሺ211തሻఈ in the ሾ111ሿఈ direction. The final 
bcc/bct unit cell of the transformation product is shown in column (d). Kurdjumov and Sachs also stated 
that these shear deformations would not occur consecutively but rather simultaneously. They also stated 
that their model minimizes the distances the atoms have to be moved. The model proposed by Nishiyama 
[114] is conceptually very similar to this mechanism including shear on the ሺ111ሻఊ plane in ሾ1ത1ത2ሿఊ 

direction followed by a stretch deformation [114]. The models of Kurdjumov-Sachs and Nishiyama-
Wassermann are both based on shear on ሺ111ሻఊ planes. Figure 2.6 compares both models and shows the 

differently oriented unit cell of the martensite. It has to be noted that both mechanisms were later rejected 
by Nishiyama in favor of the PTMC [114] (cf. Chapter 2.1.8.8).  
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Figure 2.5: Model of the martensite formation from austenite proposed by Kurdjumov and Sachs. a) shows a projec-
tion of the austenite unit cell onto the (111) plane. b) shows the result after a first shear deformation and column c) 
shows the result after the second shear deformation. Column d) shows the dimensions and angles of the resulting α’ 
unit cell. 

The intervariant misorientations play an important role for the characterization of martensite [122], [129], 
[209]–[211]. These misorientations are the dominant misorientations of a martensitic microstructure 
[212], [213]. The intervariant misorientation angles of the well established ORs are listed in Table 2.5. It 
can be seen that variants 2, 3 and 5 of the KS OR exhibit a CSL 3 (Coincidence Site Lattice) misorienta-
tion to variant 1. Similar special intervariant misorientations can be observed for other ORs. 

Intervariant misorientations are a characteristic feature of a single fixed OR. However, in most steels a 
continuum of misorientations can be observed ranging between the ORs listed above except for the 
Bain OR which is usually not observed. The origin of this continuum is unknown. It may be a result of 
the transformation strains which deform the austenite matrix prior to or the martensite during/after trans-
formation. Alternatively, one could envision a reaction coordinate where the start and end point are the 
NW OR and the Pitsch OR. The ORs in between would then be the consequence of a more or less “com-
plete” transformation. Both ideas are discussed in literature [203], [211], [214]–[217]. 

a b 

 
Figure 2.6: a) shows the KSN model. b) shows a comparison of the projected unit cells of the KS and the NW 
transformation product. After [114]. 
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The listing of intervariant misorientation angles of the ORs are dependent on the numbering of the vari-
ants. There are 24! (6.2 ∙ 10ଶଷ) ways of numbering and thereby arranging the variants of the KS OR. A 
certain order of the variants is followed in most of the literature. This numbering scheme refers to a 
publication of Morito et al. [218] in which the variants of the KS OR are listed and applied to EBSD 
scans of different martensite microstructures. This order leads to a defined sequence of intervariant 
misorientation angles. 

Variants can be grouped in different ways. One is connected to the Bain OR: Clusters of orientations 
formed by the ORs located close to the corresponding orientations arising from the Bain OR are called 
Bain groups. There are three Bain groups since the Bain OR has three variants. This classification has 
however no crystallographic motivation. The common feature is the low misorientation between the 
variants which belong to one cluster. 

Variant KS NW GT GT‘ P B 

1 0.000 0.000 0.000 0.000 0.000 0.000 

2 60.000 60.000 54.279 54.279 53.691 62.799 

3 60.000 60.000 51.915 60.000 53.691 62.799 

4 10.529 19.471 11.279 5.721 19.471  

5 60.000 53.691 51.915 60.000 50.046  

6 49.471 53.691 50.828 60.174 62.799  

7 49.471 13.760 60.000 50.828 13.760  

8 10.529 53.691 5.721 17.256 53.691  

9 50.510 50.046 50.183 55.568 60.000  

10 50.510 13.760 57.516 50.183 13.760  

11 14.880 50.046 14.100 14.100 50.046  

12 57.213 53.691 50.031 50.031 53.691  

13 14.880 57.516 50.183   

14 50.510 14.100 14.100   

15 57.213 55.568 57.516   

16 20.605 49.592 49.592   

17 51.729 19.813 11.279   

18 47.113 59.699 51.915   

19 50.510 50.183 55.568   

20 57.213 50.031 50.031   

21 20.605 17.256 19.813   

22 47.113 55.568 57.516   

23 57.213 59.699 51.915   

24 21.058 19.953 19.953   

Table 2.5: Intervariant misorientation angles (in degree) of the ORs listed in Table 2.4. The corresponding crystallo-
graphic definition of the variants of these ORs can be found in Chapter 11.1. 
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The variants that belong to one CPP (close packed plane) packet are variants that share a common ሼ110ሽఈ 
plane which is parallel to one ሼ111ሽఊ plane. There are four CPP packets because there are four ሼ111ሽఊ 

planes in the fcc system. The variants which belong to one CPD (close packed direction) packet are 
variants sharing a common 〈111〉ఈ axis which is parallel to one 〈110〉ఊ direction. There are 36 variant 

pairings of the 276 total possible combinations for the KS OR that produce a CSL3 relation. Both variants 
of all of these pairs always belong to the same CPP packet but never to the same Bain group. 

2.1.8.6 Martensite	Variant	Selection	

As mentioned above, there are different well-established ORs that describe the misorientation between 
parent and product phase. ORs are often defined in terms of the parallelism of certain crystallographic 
plains and directions of parent and product phase. These can be written in the form listed in Table 2.4. A 
different number of symmetrically equivalent planes and directions (i.e. variants) may result due to 
symmetries of the phases α and β. All of the variants should be evenly distributed after the displacive 
phase transformation. The term “variant selection” means that certain variants are preferred in the trans-
formation. 

The study of variant selection is challenging from experimental and theoretical side. The use of an alloy 
with a 𝑀ௌ temperature below 0 °C is one experimental approach to study this effect. Bokros and Parker 
[219] studied the transformation of a single crystal of a Fe-31.7Ni (wt.%) alloy after plastic tension and 
sub-zero cooling. They concluded that variants exhibiting a habit plane perpendicular to the active slip 
plane of the austenite are favored. A similar model based on the similarity of the 24 slip systems of the 
crystal plasticity model by Bishop and Hill [220], [221] and the 24 〈112〉 rotation axes of the KS OR was 
proposed by Sum and Jonas [222]–[224]. Other models based on considerations of residual stresses and 
shape change were proposed by Patel and Cohen [117] and extended by Kundu et al. [225], [226] based 
on the PTMC. Alloying for sub-zero quenching may however affect variant selection and even the mor-
phology of martensite [227].  

Most of the approaches described above are either based on experiments on single crystals or aim for a 
prediction of transformation textures. The latter are focused on a more qualitative description of the 
transformation product without spatial resolution. Another experimental approach is based on the pres-
ence of retained austenite in the martensite microstructure [245]–[248]. The austenite serves as reference 
and enables the identification of martensite variants but this can again only be used for certain alloys. 
Gong et al. [248] found that variants with close-packed planes parallel to the active slip planes of austen-
ite are preferred. 
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Dominating 
influence 

Mechanism Ref. 

Stresses and 
strains in 
parent 𝛾 

Correspondence between slip systems and variants 
[224], [228]–

[231] 

Strain energy and shape of martensite [232] 

Strain energy, based on Bain strain [233] 

Shear along ሼ111ሽ〈211〉ఊ [234] 

Relation between habit plane and slip planes [235] 

Grain shape 
Parallelism between habit plane and 𝛾 grain boundaries [236] 

Growth direction and pancaked 𝛾 grain shape [237] 

Texture of 
parent phase 

Elastic anisotropy of parent phase [238] 

Elastic interaction between martensite blocks by shape strain [239], [240] 

KS OR with two or more parent grains [241]–[243] 

Table 2.6: Various variant selection models which are discussed in the literature. The models are grouped by the 
most dominating influence on variant selection. Adapted from [244]. 

More recent studies are based on the reconstruction of the austenite microstructure starting from EBSD 
maps of the martensite microstructure. The Prior Austenite Reconstruction (PAR) algorithms which have 
been developed are described in the section 2.1.8.9. The use of such a program enables the study of 
variant selection without the need for special alloying with the aim of lower 𝑀ௌ temperatures or retained 
austenite. Miyamoto et al. [235] studied variant selection in a Fe-0.15C-3Ni-1.5Mn-0.5Mo (wt.%) alloy 
after compression based on this approach. They reported that variants are favored if their habit plane is 
parallel to the dominant slip plane of the austenite. This is a similar result as the one presented by Gong et 
al. but contradicting to the model proposed by Bokros and Parker. An overview of the different variant 
selection models and mechanisms which are discussed in the literature is given in Table 2.6. 

2.1.8.7 Microstructure	of	Lath	Martensite	

The microstructure of lath martensite is strongly correlated to the structure of the parent austenite [249]. 
Parent austenite grain (PAG) boundaries are usually not affected by the transformation. A hierarchical 
structure can be observed for lath martensite [185], [189], [218], [249]–[251]. This hierarchical structure 
is schematically depicted in Figure 2.7: An austenite grain is divided into packets by the transformation. 
These packets can be further divided into blocks which again consist of laths which are aligned parallel to 
each other. This structure is of great importance for the mechanical properties of the final alloy [121], 
[252], [253]. 
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Figure 2.7: Illustration showing the hierarchical structure of lath martensite (most clearly observed in FeNi alloys) 
consisting of packets, blocks and laths inside a PAG, from [125]. 

Packets are formed by groups of blocks sharing the same {111}γ plane in the austenite. The laths in a 
packet are parallel to each other and therefore share a common habit plane. For low carbon steels, blocks 
are aggregates of laths belonging to variants which exhibit small intervariant misorientation angles 
(~10°). Laths are martensite single crystals containing a high density of dislocations. In this way a maxi-
mum of four different packets can form inside one austenite grain due to the four {111}γ planes available 
and a maximum of six different blocks can be found inside a single packet. 

2.1.8.8 The	Phenomenological	Theory	of	Martensite	Crystallography	(PTMC)	

The glissile interface envisioned to transform austenite into martensite must consist of only one single 
type of dislocation to enable its motion at low driving forces. This requires a coherent interface between 
parent and product phase which stays undistorted and unrotated i.e. an invariant plane. The essential 
assumption of the PTMC resulting from experimental observations is that the habit plane is an invariant 
plane of the shape deformation. 

The motion of the interface consisting of Shockley partials leads to both, a change of crystal structure and 
a change in shape of the crystal [113]. These basic assumptions are combined in the Bain model [208] 
which describes the transformation of austenite into martensite on a crystallographic basis. The Bain 
correspondence can be seen in Figure 2.8a: Two fcc unit cells are shown from which a bct unit cell can be 
constructed without the motion of any atoms. The dimensions of this hypothetical bct unit cell are not 
correct and the strains which are needed for the formation of the martensite unit cell out of this bct cell 
are called Bain strains. This Bain strain does not fulfill the requirement of the invariant plane [254] which 
is required for the cooperative motion of the austenite-martensite interface. Therefore a rigid body rota-
tion 𝑅 is needed to maintain this condition. This is illustrated in Figure 2.8b. The same product (c) can 
equally be reached by an invariant plane strain [120], [186] (IPS) 𝑃ଵ followed by a simple shear 𝑃ଶ [255]. 
As these processes result in the correct (martensite) structure but do not lead to the observed shape an 
additional shear 𝑃 ൌ 𝑃ଶ

ିଵ is needed which does not affect the crystal structure i.e. a lattice-invariant 
deformation which compensates 𝑃ଶ [28]. This may be slip (e) or twinning (d). 
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a b 

 
 

Figure 2.8: a) (i) Visualization of the Bain correspondence. Black spheres show the positions of Fe atoms and gray 
spheres show the (potential) positions of carbon atoms. (ii) Illustrates the Bain strain needed to form a martensite unit 
cell. From [216]. b) Graphic illustration of the basic concept of the PTMC, following Bhadeshia [28], [255].  

This completely phenomenological approach was developed by Wechsler and Lieberman [256] as well as 
Bowles and Mackenzie [257]–[260] independently. The theory is only considering the initial and the final 
state but does not help to elucidate the transformation process itself due to its phenomenological nature 
[217], [261]. 

2.1.8.9 Prior	Austenite	Reconstruction	from	Martensite	

Austenite grain sizes and orientations in the hot state during processing are very difficult to assess during 
heat treatments. Great efforts have been made to determine these parameters by PAR algorithms because 
the product of the transformations during the heat treatment of steels and the properties of the final 
product are directly influenced by the austenite microstructure [262]–[278]. These algorithms need an 
Orientation Mapping (OM) of the martensite/bainite microstructure and (in most cases) an OR as input 
data. 

Most of these algorithms are based on spatial clustering of martensite orientations with the aim of finding 
a parent orientation common to the martensite orientations in the cluster. This is illustrated in Figure 2.9: 
An EBSD map that was clustered into spatial domains is shown in Figure 2.9a. These domains may be 
based on orientations or they may represent single EBSD measurement points. This is then translated into 
a graph which is shown in Figure 2.9b. Such a graph is used to effectively find subdomains which belong 
to one single austenite orientation. This can be achieved based on the orientations of the domains itself 
(the vertices) or their relationship to each other (the edges). These correspond to the orientations of the 
domains or to the misorientations of neighboring domains. These rough descriptions shows that not only 
different methods may be used for the reconstruction but that the result is also affected by input parame-
ters: These may be the threshold for the algorithm used to generate spatial domains in the EBSD scan of 
the martensite microstructure, the tolerance angles used for clustering in the graph and if an optimized or 
a fixed OR (and which OR is used). The methods used and described in literature range from algorithms 
based on single EBSD measurement points, preceding grain reconstruction, random walk approaches, 
clustering based on variant orientations and on intervariant misorientations. 
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Figure 2.9: Illustration of the basic concept of parent austenite reconstruction from martensite, adapted from [279]. 
(a) Shows a schematic EBSD map of a martensite microstructure. Domains which belong to one variant are outlined 
with black lines and labeled D1…D14. The red line marks a boundary between two austenite grains. (b) Shows a 
graph representing the martensite microstructure shown in (a). Neighboring domains which belong to one austenite 
grain are connected by black lines. Red lines mark neighboring domains which belong to different austenite grains. 
Misorientations m(a,b) are connected to each line. (c) Subdomains S1, S2 are formed around domains D1, D9 and the 
domains included can be linked to one single parent orientation. D5 cannot be included into S2 because it belongs to 
another parent austenite grain. (d) D12 can be assigned to S4 by the algorithm if overlapping subdomains (S3, S4) are 
formed. 

A graph theory approach and a not fixed OR is used by Bernier et al. [271] for the identification of these 
clusters. A similar approach was taken in the development of the algorithm by Miyamoto et al. which 
uses a pixel-wise iterative method without a fixed OR. An approach featuring the OR fitting of Miyamoto 
et al. [280], [281] based on intervariant misorientations was implemented in the MTEX toolbox by 
Nyyssönen et al. [213]. Another algorithm was developed by Germain et al. [279], [282]–[284] and 
Humbert et al. [285] using an OR that is not fixed and a simple clustering algorithm. An approach based 
on Bain groups was taken by Abbasi et al [276], [286], [287] for their PAR algorithm based on a fixed 
OR and simple clustering. An algorithm based on the summation of mutual misorientation angles was 
developed by Tari et al. [288] using a fixed OR. A random walk algorithm based approach was taken by 
Gomes et al. [289] based on an optimized OR. Cayron et al. [262], [263] use a “nucleation and growth” 
algorithm for which a fixed OR can be selected for the reconstruction. 
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PAR algorithms have become the standard method for the determination of the austenite microstructure, 
the determination of martensite variants and the calculation of packets. However, it is problematic that 
these algorithms usually cannot provide an error estimate for their results and that a critical examination 
and comparison of their results to the corresponding real austenite microstructure is missing. Some 
studies with focus on austenite grain sizes and grain shapes were performed using different etching 
techniques which were compared to the reconstruction [271], [290]. Only one study did consider shape 
and orientations of austenite grains and compared them to reconstructed mappings using a Fe-30Ni alloy 
and subzero-quenching treatment [291] but no studies on austenite microstructures and heat treatments 
closer to application level were found. The comparisons conducted in the aforementioned studies showed 
a good agreement of the results of PAR algorithms to the morphology of the real austenite microstructure. 
The austenite orientations used for the determination of martensite variants were all determined using the 
methods mentioned above. The errors for the determination of the orientations, the shape and position of 
grains and in particular twin boundaries that may arise from the PAR algorithm chosen are usually not 
discussed in the publications of these studies. 
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2.2 Investigation	of	Phase	Transformations	

Due to their overwhelming importance for the improvement of material properties numerous tools and 
methods have been developed in the past for the study of solid-state phase transformations. These meth-
ods include hot stage light microscopy (LM), laser scanning confocal microscopy (LSCM), X-ray diffrac-
tion (XRD), scanning electron microscopy (SEM), thermionic emission microscopy, differential scanning 
calorimetry (DSC), dilatometry, transmission electron microscopy (TEM) and Electron Backscatter 
Diffraction (EBSD). These techniques can be classified by different criteria. Some of them can be used to 
study the dynamic aspects of phase transformations, some can only be used to study the effects of phase 
transformation on the surface of the sample etc. Depending on the physical principles of the method and 
the measurement strategy these methods may be applied ex or in situ: On one hand, in situ measurements 
are usually more challenging from the instrumental perspective than ex situ experiments but on the other 
hand they can provide a more detailed observation of the processes that occur during transformation. 

A selection of methods used for the study of solid state transformations is reviewed in the following 
section focusing on the measurement strategies. 

2.2.1 Ex	situ	Techniques	

For ex situ characterization of phase transformations usually the initial state of a sample is compared to 
the final state of the sample after a modification (heat treatment, mechanical processing). Several, non-
destructive methods such as LM, SEM, EBSD, XRD, focused ion beam (FIB). can be used to investigate 
the microstructure. The heat treatment may be accomplished in a production line or simulated in a ther-
mo-mechanical simulator (often a dilatometer is used). Using a sophisticated measurement strategy 
including heat treatments under an inert atmosphere and markers on the surface of the sample can enable 
the comparison of the same location on the sample before and after heat treatment. This allows for the 
observation of the microstructural evolution [292]. Similar experiments include quasi in situ experiments 
in which the heat treatment is interrupted in order to “freeze” the microstructure of the sample for charac-
terization. It is however questionable how the “frozen” state of the sample compares to the actual state at 
high temperature. These approaches are only suitable for the study of phases that are stable at ambient 
temperature. This is, for example, rarely the case for austenite. This shortcoming was already circumvent-
ed by alloying at elevated temperature: The high temperature phase was therefore stabilized by suitable 
alloying elements such as nickel or chromium e.g. by Brückner et al. [26]. Unfortunately, this leads to the 
question how the alloying elements may influence the microstructure. 

Another approach designed to overcome this problem is the reconstruction of the austenite microstructure 
from an EBSD scan of the martensite microstructure. This technique can only be applied if a displacive 
phase transformation takes place during austenite decomposition. Here, the quality of the results of the 
reconstruction algorithms may be questionable especially if the location of grain boundaries and twins 
shall be exactly determined (cf. Chapter 2.1.8.9). 
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2.2.2 In	situ	Techniques	

In situ techniques allow for the characterization of phases and transformation processes which are not 
stable at ambient temperatures as well for the observation of dynamic processes. These techniques are 
technically more challenging and can present substantial challenges to equipment and design of experi-
ments. 

2.2.2.1 X‐ray	Powder	Diffraction	

X-ray diffraction is a very versatile method for in situ experiments to study phase transformations. The 
requirements for the experimental setup are usually relatively simple (if access to a high intensity source 
is available). The high time resolution combined with a multitude of information which can be extracted 
from the diffraction data using advanced methods [293], [294] make this method ideal for in situ experi-
ments. A large number of experiments with varying measurement strategies were performed on different 
phase transformations in steels up to date [295]–[300]. A broad overview of in situ XRD techniques and 
combinations with other characterization techniques can be found in two books by Kannengiesser et al. 
[301], [302]. The major drawback of most of these experiments is their low spatial resolution. Only 
integral information from the interaction volume of the diffracted beam is accessible. 

2.2.2.2 TEM	

In situ techniques for the transmission electron microscope provide a very high spatial resolution. Phase 
transformation can be either investigated in situ using a high temperature heating stage or mechanically 
induced using a tensile or indentation stage [303]–[305]. Investigations on the motion of transformation 
interfaces in steels were performed for different austenite decomposition reactions [306]–[312] in situ 
using TEM. Transformation interfaces, orientation changes and misorientations can be observed with 
high spatial and angular resolution. The drawback of TEM is the sample size: The low thickness which is 
required by this method and the small volume of the sample result in a low number of individual observa-
tions and relatively poor statistics. A further problem arising from the low thicknesses of the samples is 
the relevance of the observed processes for bulk materials. For example, significant differences were 
reported for recrystallization [313]. 

2.2.2.3 LSCM	

In Laser Scanning Confocal Microscopy, the surface of an object is scanned by laser light. Only the light 
from the focal plane is registered on a charge-coupled device (CCD) sensor through the use of a confocal 
pinhole. The contrast mechanism for the observation of phase transformations is therefore based on 
thermal grooving at interfaces. This allows for a real time observation of moving interfaces on the surface 
of the sample at different temperatures. Experiments for the study of phase transformations in steels using 
LSCM were performed by Shibata et al. [314]–[317] and Phelan et al. [19], [62]. The experiments are 
usually conducted under an inert gas atmosphere using a halogen furnace. LSCM allows for the observa-
tion of the progression of phase transformations at high magnifications in real-time for large surfaces 
(5 mm x 5 mm). The conceptually simple instrument allows for fast heating and quenching. A drawback 
of this method is the lack of information on crystal orientation. It is not possible to conduct phase identifi-
cation, to measure the orientation of grains or misorientations at interfaces. A combination of LSCM with 
other techniques can partially mitigate this shortcoming. This is however restricted to post-mortem 
characterization of the final microstructure. Experiments of this type were performed for the study of 
martensite formation in steels by Nambu et al. [130] and Zhang et al. [318]. 
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2.2.2.4 EBSD	

Electron Backscatter Diffraction (EBSD) is a tool which is suitable for the study of phase transfor-
mations: Detailed crystallographic information can be obtained with a very high spatial and angular 
resolution for large surface areas with relatively simple sample preparation. A comprehensive general 
review on the study of phase transformations using EBSD was given by Gourgues-Lorenzon [319], [320]. 
In situ methods using EBSD were developed for tensile and compression experiments [321]–[323] and 
heating experiments. The latter were for example concerned with recrystallization [324]–[327], twin 
growth [328] and phase transformations [329]–[334] in various materials. In situ heating experiments 
inside the SEM additionally allow for the use of other methods available in the device which may be 
combined with the EBSD results such as secondary electron (SE) [335] and backscattered electron (BSE) 
detectors and focused ion beam microscopy (FIB). Compared to other methods, this method combines 
high spatial resolution with local crystal orientation data. It allows for the investigation of relatively large 
surface areas and many different imaging modes of the SEM can be used. 

The main limitations of EBSD for the observation of phase transformations is the limited spatial resolu-
tion for the characterization of nanometer-sized phases, the time-consuming acquisition of EBSPs, and 
the fact that only information from regions close to the sample surface is available. These limitations and 
experimental difficulties concerning in situ high temperature EBSD caused the results to fall short of 
expectations [329], [332] despite the development of SEMs dedicated for in situ HT experiments [336]. 
The main problems arise from drift of the heating stage [331] and problems with accurate temperature 
measurement. This led experimenters which had access to in situ heating equipment to perform EBSD 
measurements only after the sample was cooled down to room temperature [326], [327]. Successful 
uninterrupted in situ EBSD heating experiments focusing on phase transformations were performed on 
the α/γ-transformation for different steels: Lischewski et al. [22]–[25] investigated the α-γ-α phase trans-
formations in the intercritical regime using a laser powered in situ heating stage [337]. They mainly 
investigated variant selection during ferrite/austenite nucleation and growth. Similar experiments were 
performed by Fukino et al. [20], [338] focusing on the influence of grain boundaries, triple points and 
their misorientation on the ferrite-to-austenite transformation. 

Fundamental differences between the conditions at the surface and in the bulk of the sample should also 
be considered for phase transformations observed by EBSD: 

 Stress relaxation at free surface 

 Influence of surface energies 

 Smaller number of defects due to closeness of surface 

These differences in boundary conditions and their influence on phase transformations may be best 
assessed by applying the same temperature treatment path to a bulk sample of the same composition using 
a dilatometer. The resulting microstructures can then be compared to the microstructures obtained in the 
in situ experiments. Alternatively, the microstructure at the surface may be compared to the microstruc-
ture in the bulk by cross sectioning or by removing the surface (polishing). 

Difficulties regarding the realization of high quenching rates in these experimental setups impede the 
study of martensite in steels close to realistic heat treatments. Experiments using custom made additions 
for in situ quenching by Hansen et al. [339], [340] which were based on a preceding in situ high tempera-
ture (HT) EBSD study of phase transformations in a HSLA steel by Enstad [341] were not successful due 
to surface degradation by the formation of oxides. Similar experiments were carried out by the author of 
this thesis in collaboration with M. Wenk resulting in the first successful quenching experiment from high 
temperatures (ca. 900 °C) without surface degradation [342]. 
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3 Experimental	
The experimental techniques used for the studies of this thesis are described in this chapter. In this work 
an already existing experimental setup was improved. Technical aspects and measurement strategies that 
were developed are explained and discussed. Particular attention is paid to the accurate temperature 
measurement and control of the in situ HT EBSD setup. This includes a short introduction into pyrometry 
and its calibration. 

3.1 In	situ	High	Temperature	EBSD/SEM	Setup	

The in situ button heater used in this thesis was already used by S. Schreijäg [343] and M. Wenk [342]. 
The most important element of the setup is a button heater with a diameter of ca. 6 mm. A schematic of 
the heater is shown in Figure 3.1b. The button heater consists of a molybdenum body which is filled with 
pure alumina potting. The heat is generated by a molybdenum wire embedded in the alumina potting. The 
hollow stem of the heater that is located in the center of the button heater holds a thermocouple. This 
thermocouple is in direct thermal contact with the backside of the molybdenum plate on which the sample 
is mounted. This enables a relatively accurate measurement of the temperature of the button heater at the 
top of the device. Experiments in collaboration with M. Wenk showed that the following issues had to be 
improved: 

 The varying thermal conductivity between heater and sample causes major issues for the meas-
urement of the temperature on the sample. 

 A precise control of the temperature of the sample by a simple manual adjustment of the power of 
the heater using a laboratory power supply cannot provide the required accuracy. 

 Logging of the temperature during heat treatments and quenching is necessary to allow for a mean-
ingful interpretation of its effect on microstructure and properties. 

 Markers on the surface of the sample are necessary for the reliable spatial correlation of sequences 
of EBSD/SEM measurements. 

Therefore, a system for controlling the temperature of the button heater was developed within the scope 
of this thesis. A LabJack [344] multifunction data acquisition device is used for measurement and control. 
The LabJack device is connected to a PC by the USB port. The input and output signals of the LabJack 
are processed by a LabVIEW [345] program which was developed for this purpose. Temperature meas-
urements from different thermocouples can be connected to the LabJack board and all measurement data 
can be automatically written to a log file using the LabVIEW program. 
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The heating stage is connected to the output of a Gossen Konstanter 44 T 20 R 10 lab power supply via a 
special feed-through in the SEM chamber. The output voltage of this power supply can be controlled by a 
control voltage (0…10 V). This input line of the power supply is connected to an output channel of the 
LabJack device. A proportional-integral-differential (PID) control was implemented in LabVIEW appli-
cation to control the output of the power supply using this setup. The PID input signal is based on the 
temperature measured inside the button heater. In this way a temperature set point can be defined and the 
PID will then control the power supply to reach this value based on the temperature measurement inside 
the button heater. 

The parameters for the PID were determined through experiments with the setup. The possibility for a fast 
change of a whole set of parameters was implemented into the LabVIEW application. This allows to 
adapt the characteristics of the PID to the specific heat treatment path. 

The parameters of the PID control were optimized for two conditions: First for minimizing the difference 
between the current set point and actual temperature for the accurate execution of changes of the tempera-
ture during the heat treatment and second for minimizing fluctuations of the temperature during hold 
sequences. The latter set of parameters is essential for EBSD measurements at high temperatures. Small 
changes in the temperature of the button heater lead to thermally induced drift which will disturb the 
measurement. Fluctuations in the temperature of the button heater can be reduced to a minimum by 
changing the PID parameter set in the software with the click of a button. A screenshot of the LabVIEW 
application is shown in Figure 3.1a. 

a b 

Figure 3.1: a) Screenshot of the user interface of the LabView program used for controlling the in situ setup. 
b) Schematic sketch of the heating part of the in situ heating setup. 

Another important feature of the software is the possibility to design heat treatment procedures using a 
list of temperature setpoints and times. These heat treatment procedures can consist of up to 256 set 
points and can be stored in a heat treatment procedure file. This enables the definition of complex heat 
treatment routines including multiple ramps and holding sequences. 
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Two molybdenum clamps are used to mount the sample onto the button heater. In this way temperature 
gradients which could occur due to poor thermal contact are reduced. The possibility of temperature 
gradients on the surface of the sample and its magnitude was analyzed by M. Wenk [342]. In this analysis 
he assumed thermal contact of the sample to the heater at only one point due to the use of one Mo clamp. 
He concluded that the magnitude of temperature gradients on the sample is connected to the ratio of its 
surface area to its thickness. The temperature difference resulting for a sample with a thickness of 0.2 mm 
was calculated to be 23 K. This value was with 5 K significantly smaller for a sample thickness of 1 mm. 
Due to the fact that thick samples and two Mo clamps were used in all experiments it seems safe to 
assume that the thermal gradients on the sample surface were negligible. 

A variety of clamps were machined for different sample thicknesses. The surface of the Mo clamps 
cannot be used as “orientation markers” (cf. 4.4 at p. 42) due to surface degradation at elevated tempera-
tures. Therefore, tiny pieces of gold bond wire were mounted onto the Mo clamps via diffusion bonding 
(during heating with the heater). The crystal orientations of selected grains of the gold wire were then 
used for the correction of orientations that occurred due to slight real space orientation changes of the 
heater within the SEM at different temperatures. A measurement of the orientations on the gold wire is 
not necessary if parts of the microstructure are not affected by the heat treatment. Orientation measur-
ments of grains tha are not affected can also be used to track sample tilt. A comparison of orientation 
measurements on the gold wire and on non affected grains showed that the gold wire did not move at 
elevated temperatures. Reproducability of tilt angles and axes could not be found suggesting that the tilt is 
mostly affected by the fixation of the button heater on the stem. The rotation angles of the tilt were found 
to be usually smaller than 3°. The whole setup of the button heater including sample, Mo clamps, thermo-
couple and gold wire is schematically depicted in Figure 3.1b. 

Other features were also implemented into the LabVIEW application such as the measurement of the 
temperature of the SEM stage and an option for an automatic shut off if the temperature of the stage 
reaches critical values. The LabVIEW program reads all the data such as the temperatures measured by 
thermocouple inside the heater and on the SEM stage as well as the pressure in the vacuum chamber. It 
adds a time stamp to those data and writes them to a text file. 

A “remote” switch was connected to a digital IO of the Labjack device to switch the heater off because 
the quenching valve is situated behind the SEM and has to be operated manually. The quenching se-
quence can be started by opening the quenching valve and simultaneously operating the switch causing 
the LabVIEW application to shut off the power supply for the button heater. An overview of the basic 
technical data on the performance of the setup is given in Table 3.1. 

 

Performance Value 

Maximum temperature 1200 °C 

Temperature measurement rate 10 Hz 

Maximum heating rate 50 K/s 

Maximum cooling rate (without He) ca. 25 K/s 

Maximum quenching rate ca. 300 K/s 

Accuracy of temperature control 0.1 K 

Table 3.1: Basic technical data on the performance of the in situ heating stage. 

The temperature measurement using the thermocouple was found to be lacking accuracy due to heat 
losses between the heater and the sample. No reproducible clamping of the sample was possible. This 
affects the thermal conductivity between heater and sample so that the transformations appeared to occur 
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at different temperatures for the same material. This can only be prevented by measuring the temperature 
directly on the surface of the samples. After experiments with a thermocouple directly spot welded onto 
the sample surface had failed, a contactless temperature measurement method was conceived. 

The solution consists of a Sensortherm Metis M322 [346] two-color pyrometer which is equipped with a 
suitable optical fiber. It is connected to a glass fiber high vacuum feed through for the SEM chamber. The 
read out of this device was also implemented into the LabVIEW program using a RS322 interface. A 
fixture for the optics at the end of the optical fiber was designed. With this the end of the fibre can be 
afixed to the inside of the door of the chamber in the SEM. An adjustable mirror system was built for the 
optics due to the limited space inside the SEM chamber. This is based on an uncoated gold mirror that 
deflects the thermal radiation from the sample surface into the lens at the end of the glass fiber. The pilot 
laser of the pyrometer can be used to adjust the position of the optics and the mirror relative to the posi-
tion of the sample before the experiment. 
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3.2 Pyrometry	and	Calibration	

The study of phase transformations requires a precise measurement of the sample temperature [292]. 
Most in situ setups use a thermocouple fixed inside or on top of the heater [21], [24], [329]. This meas-
urement method is problematic due to the non-ideal heat transfer between the heater and the sample. 
Experiments with very thin (0.25 mm) thermocouples spot welded onto the sample showed that the 
temperature of the sample is affected by the heat transfer caused by the thermocouple itself. This is 
particularly problematic at higher temperatures where thermal radiation is the major path of heat loss. The 
thermocouple locally cooles the sample due to its relatively large radiating area [347]. The temperature is 
lowest at the point of attachment causing a gradient which is increasing with rising temperature and 
decreasing sample dimensions. To overcome these problems a contactless measurement of the surface 
temperature of the sample is necessary. 

3.2.1 Pyrometry	

Every object with a temperature above 0 K emits electromagnetic radiation from its surface. The wave-
length peak of this radiation is proportional to the temperature of the object for perfect emitters of thermal 
radiation (black-bodies). This relationship is described by Wien’s displacement law (which can be de-
rived from Planck’s law): 

 𝜆௠௔௫ ∙ 𝑇 ൌ 2897.8 µm ∙ K Eq. 3.1 
 
With the peak wavelength 𝜆௠௔௫ of the spectral radiance of black-body radiation and the temperature 𝑇 of 
the black-body. The total emission of a black-body can be calculated by integrating Planck’s law yielding 
the Stefan-Boltzmann law: 

 𝑀ሺ𝑇ሻ ൌ 𝜎𝑇ସ Eq. 3.2 
 

With the black-body radiant emittance 𝑀ሺ𝑇ሻ and the Stefan-Boltzmann constant 𝜎. The radiation of real 
objects 𝑀ሺ𝑇ሻ differs from that of a black-body 𝑀஻஻ሺ𝑇ሻ. The emissivity 𝜀 is used to account for this 
discrepancy. The emissivity of an object is dependent on the material, the wavelength, the temperature, 
the surface structure, the viewing angle and the geometry of the object [348]–[351]. In general applica-
tions the total hemispherical emissivity is used for measurements omitting all dependencies except tem-
perature: 

 
𝜀ሺ𝑇ሻ ൌ

𝑀ሺ𝑇ሻ

𝑀஻஻ሺ𝑇ሻ
 Eq. 3.3 

 
For objects with very low emissivities, the determination of exact values of 𝜀ሺ𝑇ሻ can be difficult. Addi-
tionally, emitted radiance can be low (e.g. at low temperatures) and reflected radiance may be high. In 
order to circumvent these difficulties measurement principles were developed which try to minimize or 
exclude the influence of emissivity. One approach is based on the simultaneous measurement of radiance 
𝐿ଵ and 𝐿ଶ in two spectral bands (here short 𝜆ଵ and 𝜆ଶ) and the calculation of the surface temperature from 
their ratio 𝑅ሺ𝑇ሻ: 

 
𝑅ሺ𝑇ሻ ൌ

𝐿ଶሺ𝜆ଶሻ

𝐿ଵሺ𝜆ଵሻ
ൌ

𝐿஻஻ሺ𝜆ଶ, 𝑇ଵሻ ∙ 𝜀ሺ𝜆ଶ, 𝑇ଵሻ
𝐿஻஻ሺ𝜆ଵ, 𝑇ଵሻ ∙ 𝜀ሺ𝜆ଵ, 𝑇ଵሻ

 Eq. 3.4 
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For objects with an emissivity independent of the wavelength and temperature (gray-bodies) this ap-
proach enables accurate temperature measurement without knowing the emissivity [352]. The measure-
ment of the ratio of emissivities at the two spectral bands is easier than the measurement of absolute 
emissivity. The two-color (wavelength) approach further has the advantage that the measured temperature 
is not affected if the object does not completely fill the instrument’s field of view. 

A Sensortherm Metis M322 Pyrometer [346] was used in the in situ setup to monitor the surface tempera-
ture of the sample on the heating stage. The pyrometer is equipped with two InGaAs detectors measuring 
IR intensities in the range of 1.65 µm – 1.8 µm (channel 1) and 1.45 µm – 1.65 µm (channel 2). Tempera-
tures from 400 °C to 1600 °C can be measured. The device is connected to the PC which is also used for 
controlling the heating stage power. 

The device is situated outside of the SEM. It is connected to the optics inside the SEM by glass fiber and 
a glass fiber UHV feed through. The optics is moved along with the stage if it is tilted (i.e. for EBSD) but 
does not move if the stage is moved in x, y, or z because it is mounted on the inside of the chamber door 
of the SEM. It consists of a focusable optics and an adjustable mirror. The adjustment of the mirror is 
accomplished with the aid of the built-in laser targeting system of the pyrometer. This pilot light is 
switched on and the mirror is tilted and rotated until the laser beam points directly onto the sample that is 
mounted on the button heater. The measurement of the surface temperature upon quenching using the 
pyrometer was not possible because the sample has to be positioned under the gas injection system for 
quenching so that the surface is not anymore within the field of view of the pyrometer. 

3.2.2 Calibration	

The calibration of temperature measurements using pyrometry is challenging for surfaces with high 
reflectivity. A calibration routine was developed in order to determine the emissivity ratio corresponding 
to the measurement bands of the pyrometer in combination with the polished surface of the sample and to 
determine the accuracy of the setup. A thick DP600 steel sample with a fine hole suitable for a mantle 
thermocouple was manufactured and mounted onto the heater stage of the in situ setup (cf. Figure 3.1b). 
In this way the temperature inside the button heater and the temperature inside the sample can be moni-
tored. 

The surface of the sample was partially covered with carbon by applying a carbon black suspension 
(Bonderite L-GP 386 Acheson [353]: graphite in butanol, butyl acetate, ethyl alcohol) to generate a 
sample region that exhibits black body characteristics (𝜀 = 1). The sample position inside the SEM cham-
ber was varied so that the measurement spot of the pyrometer was located on the carbon coated side of the 
sample in position 1 and on the uncoated side in position 2. The pyrometer was calibrated by monitoring 
the temperature of the heater 𝑇௛, the temperature inside the sample 𝑇௦ , the pyrometer temperature on the 
black side 𝑇௣௕ and the pyrometer temperature on the uncovered side of the sample 𝑇௣௦ at different tem-

peratures in a range from 450 °C to 700 °C. 

The result of this procedure is shown in Figure 3.2. It shows that a good agreement of 𝑇௦ with 𝑇௣௕ can be 

observed for the pyrometer without additional calibration (calibration from the manufacturer). The device 
is calibrated from the manufacturer using a black-body radiation source. This is confirmed by the ob-
served agreement of the temperature inside the sample and the temperature measured by the pyrometer on 
the coated side of the sample. The calibration on the uncoated surface of the sample was then performed 
in accordance to the description provided by the manufacturer. The software “SensorTools” which was 
provided with the pyrometer was used to adjust the dark offset and the quotient of emissivities. The 
calibration procedure takes influences of the feedthrough, the glass fiber and the optics into account. 
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a b 

Figure 3.2: a) Temperature curve during the calibration procedure of the pyrometer using a partly carbon black 
coated polished steel sample. The temperature of the heater is changed in 50 K steps from 450 °C to 700 °C. 
b) Temperatures for the calibration step at 600 °C. The stage is first moved to position 1, to position 2 and back to 
position 1. The curve shows that the temperature measured inside the sample and on the carbon black coated surface 
of the sample are equal. 

A very slow (0.1 K/s) heating and cooling of a DP600 sample was performed in order to verify the 
accuracy of the calibration and to test if changes on the surface at elevated temperatures will affect the 
measurement. 

The results in Figure 3.3a show that a good agreement of the temperature measured using a thermocouple 
inside the sample and from the pyrometer on the sample can be found. The ratio of the emissivities 𝜀ଵ/𝜀ଶ 
was calculated to test the influence of surface effects on the emissivities. Figure 3.3b shows that this ratio 
is not much affected by surface effects at high temperatures as the curves for heating and cooling nearly 
lie on top of each other. A deviation of the curves between 800°C and 900°C and a small hysteresis for 
the whole curves can be observed suggesting that the emissivities change but the effect on the measure-
ment is insignificant. This change could either be caused by the formation of grain boundary grooves and 
the accompanying change of surface roughness, which affects emissivity [354] or by oxidation. 

a b 

 
Figure 3.3: a) Test of calibration of the pyrometer using a slow heating/cooling procedure. b) Ratio of emissivities 
calculated from the apparent temperatures at the two channels (1.65 µm – 1.8 µm, 1.45 µm – 1.65 µm) for heating 
(red) and cooling (blue). 
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3.3 Quenching	inside	the	SEM	

Very fast cooling of a sample inside the SEM is necessary for the simulation of many technologically 
relevant heat treatment paths. In particular, this is necessary for the simulation of quenching processes 
which are required for the formation of martensite in low alloyed steels. A solution for this experimental 
problem is challenging especially because further requirements need to be fulfilled: 

 Very fast controlled reduction in temperature from 1200 °C to room temperature. 

 No degradation of the surface of the sample, e.g. no oxidation or other reactions on the surface. 

 Ideally no vacuum break in the SEM chamber. 

 No (only minimal and/or controlled) changes in the position of the sample relative to the EBSD 
detector. 

 All components of the cooling apparatus have to be compatible with high vacuum/ultra-high vacu-
um (HV/UHV). 

These requirements are rather difficult to fulfill. Simply switching the heater off results in a relative high 
cooling rate but this high cooling rate can only be maintained as long as thermal radiation is the dominant 
heat path (1200 °C to ~500 °C). Below this temperature range, the quenching rate becomes very low due 
to the lower contribution of thermal radiation. In this situation convection and conduction are too low to 
further reduce the temperature at sufficient rates. Resposible are the low pressure in the SEM chamber 
and the design of the hot stage which is designed for minimal heat loss by conduction. 

The only method which can result in a high quenching rate and simultaneously does not lead to surface 
degradation of the sample is quenching by an inert gas. A comparison of the thermal properties of the 
gases which are suitable for quenching can be seen in Table 3.2. The quenching rate of a cylinder with 
diameter 𝑑 is proportional to the heat transfer coefficient ℎ  which can be described by [355]: 

 

ℎ ൌ 0.023
𝑘
𝑑

൬
𝑑𝑣௠௔௫𝜌

𝜇
൰

଴.଼

∙ Prଵ/ଷ Eq. 3.5 

 

with the gas conductivity 𝑘, the maximum gas velocity 𝑣௠௔௫ the gas viscosity 𝜇, the density 𝜌 and the 
Prandtl number 𝑃𝑟. The density 𝜌 is proportional to the pressure. The heat transfer coefficient for a given 
diameter and gas velocity is mostly influenced by the thermal conductivity 𝑘 and to a lesser extent by the 
pressure because Prandtl number and gas viscosity differ only slightly when argon and helium are com-
pared [356]. This results in a heat transfer coefficient which is roughly ten times higher for helium than 
for argon for the same diameter and gas velocity. Even higher rates can be achieved through the use of 
gas mixtures [357]. Eq. 3.5 does also show that the influence of the maximum gas velocity and the 
density i.e. gas pressure on the heat transfer coefficient are of the same magnitude. The pressure, howev-
er, is limited by the fact that the vacuum chamber is not designed for overpressure: The door of the 
chamber will open as soon as a pressure higher than atmospheric pressure is reached leading to the 
oxidation of the sample. 

A quenching system was built that can be mounted to the SEM. It mainly consists of a UHV feedthrough 
and a ball valve. The outside end of the feedthrough is directly connected to the pressure relief valve 
which is attached to the helium gas cylinder. A quenching nozzle for the section inside the chamber of the 
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SEM was manufactured from copper tubing with a diameter of 10 mm. The quenching nozzle and its 
location inside the chamber of the SEM are depicted in Figure 3.4b. 

a b 

Figure 3.4: a) The opened SEM chamber equipped with the in situ setup consisting of heating stage, thermocouples 
and pyrometer system (glass fiber, optics, adjustable mirror). The pilot light is switched on and the sample can be 
seen on the heater. b) The SEM chamber equipped with the quenching gas tube which is held in its position by a thin 
metal wire. Outside of the vacuum chamber, the copper tubings are connected to a helium gas cylinder. 

The copper tubing can be attached to the feedthrough inside the SEM chamber. It was bent in a way that it 
is affixed to a block (yellow coated piece in Fig. 3.4b) that is rigidly mounted to the chamber. In this 
position the gas outlet is located directly beneath the pole piece and the gas is expected to hit the sample 
roughly in the direction of the normal of its surface. Before quenching, the sample is moved underneath 
the gas outlet. The helium gas then flows directly onto the sample when the valve is opened. This breaks 
the vacuum but the noble gas prevents surface degradation by oxidation. The vacuum system of the SEM 
had to be modified so that all valves of the system (chamber and column valves) were kept shut during 
the quenching procedure. Further, the SEM additionally is put into gas quenching mode so that the power 
of the turbomolecular pump is turned off and the roughing pump is still fully operating. 

 

 
𝒌 

ሾ𝐖𝐦ି𝟏𝐊ି𝟏ሿ 
𝝆 

ሾ𝟏𝟎ି𝟒𝐠 ∙ 𝐜𝐦ି𝟑ሿ 
𝝁 

ሾ𝟏𝟎ି𝟒𝐠𝐜𝐦ି𝟏𝐬ሿ 
Pr 

൫ൌ 𝝁𝒄𝒑/𝒌൯ሾെሿ 

Ar 0.0180 1.78 2.23 0.68 

He 0.1411 1.79 1.96 0.71 

N2 0.0237 1.25 1.76 0.72 

Table 3.2: Thermal conductivity 𝑘, gas viscosity 𝜇, density 𝜌 and Prandtl number Pr of inert quenching gases at room 
temperature and 𝑝 ൌ 1.013 bar which were under consideration for the quenching experiments. Data from [358]. 

The pressure of the helium was limited to 3 bar by the pressure relief valve. Experiments with different 
pressures and flow rates showed that the position of the sample relative to the quenching nozzle has a 
much stronger influence than quenching gas pressure or quenching gas flow rate. These experiments also 



3  Experimental 

36 

showed that a manual regulation of the He flow into the chamber lead to relatively poor reproducibility of 
the quenching temperature curve. Therefore, the chamber valve was always fully opened or closed. 

The standard procedure for quenching inside the SEM consists of the following steps: 

 Disable the automatic ventilation system of the SEM using the manual switch which was built in 
for this purpose. 

 Switch off the turbomolecular pump, the backing pump remains running. 

 Fully retract the EBSD detector. 

 Tilt the stage to 0°. 

 Move the stage to position the sample underneath the quench nozzle. 

 Wait for the turbomolecular pump to reach 60% of the maximum rotating speed. 

 Switch off the heater. 

 Open the quenching valve. 

 The pressure inside the chamber is monitored using the additional pressure gauge until room tem-
perature is reached. 

 The roughing pump is switched off. 

 The quenching valve is closed, the door opens and the chamber is flushed several times with nitro-
gen to prevent damage to the ion getter pumps from helium. 

A modular design of this setup was chosen to enable the use of the setup on another vacuum chamber. 
Therefore, all components were mounted on a 4-way vacuum standard cross fitting. The 4-way standard 
cross fitting mounted on the SEM chamber is shown in Figure 3.5b. The feedthrough for the quenching 
gas, the feedthrough for the pyrometer and the feedthrough for two pressure gauges, one for the rough 
(Pirani) one for the high vacuum range (Penning) were mounted onto this cross. The setup can be easily 
mounted on any vacuum chamber which must at least be equipped with two electrical feedthroughs (2 x 2 
wires). An interface for the Penning pressure gauge was added to the LabJack device and implemented 
into the LabVIEW program. This enables to log the pressure and to start heat treatments only after a 
pressure threshold is reached. 
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a b 

Figure 3.5: a) Shows the ex situ setup consisting mainly of a vacuum chamber and pumps. b) Shows the 4-way 
flange with instruments and feedthroughs attached to the SEM/FIB. 

Time on the SEM is limited and in order to perform heat treatments under conditions comparable to the 
in situ experiments an ex situ setup was developed and used. The ex situ setup is based on an UHV 
chamber equipped with a turbomolecular, a scroll pump, and several electrical feedthroughs. The ex situ 
setup is shown in Figure 3.5a. The 4-way flange described above was attached to the UHV chamber. The 
same button heater which was used for the in situ experiments was mounted onto an aluminum block 
inside the chamber. A fixture for the pyrometer optics including the mirror was added. The 4-way flange 
equipped with all instruments and feedthroughs for the measurements can also be attached to other 
vacuum chambers. 
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3.3.1 Measurement	Strategy	

1. Combination of EBSD maps using spatial and orientation markers 

OM maps at the same location of one sample are combined to quantify and characterize microstructural 
changes in between two scans. Markers created by FIB are used for spatial correlation. Either microstruc-
tural features not affected by microstructural changes or a gold wire afixed to the sample are used for the 
correlation of crystal orientations and of real space sample orientation during the experiments. A detailed 
description of this procedure is given in Chapter 4. 

2. Combination of EBSD and SE data for the observation of dynamic processes 

EBSD is not (yet) suitable for the observation of dynamic processes due to its relative long measurement 
time. Therefore, SE images of the surface in between EBSD scans were collected in order to capture the 
dynamic changes of the microstructure. This was possible with some materials because of pronounced 
thermal grooving at interfaces and for martensite formation due to the relief formed during the transfor-
mation. The combination of these SE images with the EBSD scans of initial and final microstructure 
allows for the identification of the character of the interfaces on the basis of the EBSD scans. The basic 
idea of this procedure is schematically outlined in the diagram in Figure 3.6. 

 

Outline of the measurement procedure: 

1. EBSD scan of initial microstructure 

2. Change of temperature 

3. Observation of surface using SE  
 detector (high scan rate) 

4. EBSD scan of final microstructure  
 (low scan rate, if RT is reached) 

5. Repeat with change of temperature 

 

 

 

 
Figure 3.6: Scheme of the measurement strategy
for the combination of EBSD measurements with SE image
sequences. 
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4 Combining	EBSD	Maps	
This Chapter introduces a novel method for the combination of EBSD datasets. This method was devel-
oped for a better interpretation of the EBSD data which was collected in the in situ experiments. The 
method does not require in situ methods and is not restricted to phase transformations. It is useful for the 
analysis of repeated EBSD mappings of a certain surface area during microstructural changes. 

The method and its limitations are presented in the first few sections of this chapter and the subsequent 
sections are intended to show the potential of this method. Here novel computational tools for the analysis 
of combined orientation mappings are presented. These tools are used further on in this thesis for the 
characterization of different phase transformations. Most of the tools were developed specifically for the 
study of martensitic transformations. 

4.1 Introduction	

A combination of EBSD maps of the same location on a samples surface can be used to study processes 
which affect the microstructure of the sample. This method enables the study of microstructural changes 
in a quantitative way compared to other approaches. 

The relevant literature often focuses on microstructural statistical analyses (calculation of GND densities, 
change of texture, grain sizes, phase fractions etc.) concerning a single EBSD scan. A significant ad-
vantage of the EBSD technique is lost using this approach which is the high spatial resolution. So far the 
only approaches towards an analysis with high spatial resolution are based on a simple superposition of 
images of the EBSD scans. This enables only a very limited comparison due to drift and differences in the 
reference system between the scans. 

A direct and quantitative comparison of EBSD data of a sample in different processing steps therefore 
requires at least two prerequisits: 

1. Correction of crystallographic orientations: This requires to account for changes of the orientation 
of the sample between the measurements so that all crystallographic orientations from the meas-
urements are based on the same reference system. 

2. Correction of spatial orientation: This requires that the measured data has to be aligned to ensure 
that corresponding data points of the datasets fall on top of each other. 

Methods to achieve this direct comparison of different EBSD data sets developed in this thesis are de-
scribed in the following Chapter 4. These methods are not restricted to in situ experiments: It can also be 
used for ex situ experiments regardless of the experimental technique (as long as a high spatial resolution 
is possible). 
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The technique has however some restrictions concerning the experimental conditions. Some of these arise 
from the use of the EBSD technique: 

1. Measurements can only be performed on the surface of the sample 

2. The processes observed should be slower than the measurement time 

Other limitations are a result of the technique used for the analysis of the measurements: 

1. Markers on the surface of the sample have to be used to enable spatial correlation 

2. Parts of the microstructure must not be affected by the processes between measurements or an 
“orientation marker” has to be used 

The combination of a set of EBSD maps requires a correction or adjustment of the spatial and crystallo-
graphic orientations of the maps. These corrections or adjustments are not independent: Changes in the 
orientation of the sample relative to the EBSD detector will cause a change of crystallographic orienta-
tions but also a change of the spatial orientation and distortion of the field of view. 

The conceptually simple technique introduced here enables the study of microstructural changes at a high 
spatial resolution giving access to the crystallographic orientations and their relationships. This enables a 
through-process characterization of the microstructure of a sample. It can be used for the study of phase 
transformations, recovery and recrystallization, plastic deformation and combinations of these processes. 

a 

 
b c 

Figure 4.1: a) Schematic representation of the different processing steps and their products in a very simple pro-
cessing chain. b) The heat treatment curve for the processing chain shown in Figure 4.1a. c) Illustration of the 
combination of EBSD maps of the different microstructural states which are a result of the processing steps shown in 
Figure 4.1a,b. 
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Accurate microstructural information about such processes is not only essential for a deeper understand-
ing of their driving forces, crystallographic mechanisms and kinetics but also for their optimization. 
These processes are often important parts of a consecutive production chain. The microstructure and 
thereby the properties at every processing step influences the microstructure and properties of every 
following processing step. A very simple example is shown in Figure 4.1a. In a first step the material 
(steel) is deformed by machining. An austenitization treatment with a certain holding time follows. Here 
the first phase transformation from ferrite to austenite is involved. The material is quenched after the 
austenitization time is finished causing the second phase transformation from austenite to martensite. The 
corresponding temperature curve is shown in Figure 4.1b. 

This shows that microstructural information about the past processing steps should be included for a more 
thorough description of a material. Therefore, a combination of EBSD scans of the microstructure at 
different processing steps would be desirable. Every measurement point would then contain an x- and y-
coordinate as well as the phase and its orientation of the corresponding measurement point along the 
processing coordinate. This is schematically illustrated in Figure 4.1c where a superposition of three 
EBSD scans (corresponding to the three processing states) is shown. The scans were made after the 
different processing steps and refer to the corresponding points in the temperature curve shown in 
Figure 4.1b and the process chain in Figure 4.1a.  
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4.2 MTEX	Matlab	toolbox	for	EBSD	data	analysis	

MTEX [359] is a free Matlab toolbox for analyzing EBSD data. The MTEX toolbox (MTEX 5.1.1) was 
used in this thesis for the analysis of all measured EBSD data. The open and flexible architecture of the 
toolbox and the generalized treatment of orientation data enable the development of complex routines for 
specific purposes. A large number of extending functions concerning in general crystallographic relations 
between parent and product phase and in particular ORs and variant identifycation between austenite and 
martensite were developed for this purpose in this thesis. This concerns all methods that are described 
inside this chapter (Chapter 4). 

A simple adaption of the definition of the KS variants in accordance to Morito et al. [218] into the MTEX 
framework was not possible because it produced symmetrically equivalent orientations/misorientations 
(cf. Chapter 2.1.8.5 and Table 2.1). Therefore, the variants of all ORs were defined in the framework of 
the MTEX MATLAB toolbox and then ordered to achieve the sequence of misorientation angles follow-
ing the definition of Morito et al. This procedure reduced the number of possible arrangements drastical-
ly. The definition of the KS variants used in this work were then selected by comparing the pole figures 
of the remaining variant arrangements to the ones in literature. A similar procedure was used for the 
NW OR (based on Kitahara et al. [122]). The variants of the other ORs were arranged in an analogous 
way as there is no predominant numbering of the variants present in literature. The definition of the 
variants can be found in Chapter 11.1. 

4.3 Adjustment	of	Spatial	Orientation	

An adjustment of the spatial orientations of two EBSD scans is needed before a meaningful combination 
of the crystallographic information can be performed. This adjustment can be done by shifting one of the 
maps on top of the other. Microstructural features (grain boundaries, particles, twins) which are not 
affected by the changes occurring on the sample are required to determine if a good fit is achieved. 
Markers (e.g. made by FIB milling) have to be used if drastic changes of the microstructure are expected. 
However, this adjustment does not take thermally induced volume changes and volume changes arising 
from a phase transformation into account. 

A set of MATLAB applications was created in which corresponding points can be selected on the two 
EBSD maps which shall be aligned. An efficient function for the calculation of the goodness of fit was 
developed by calculating the distance of these corresponding point pairs. A non-linear optimization 
algorithm (Nelder-Mead simplex direct search) is used to find the optimum shift of the EBSD map. 
Further capabilities of these applications include the adjustment of rotations of the sample surface in 
space. An alignment of the step sizes of the different maps is also necessary if different step sizes were 
used in the acquisition of the maps. This alignment is also automatically accomplished using the same 
algorithms as described above. 

4.4 Adjustment	of	Crystallographic	Orientations	

Changes of the orientation of the sample relative to the EBSD detector can occur due to tilting of the 
stage, limited accuracy of stage positioning or if the sample was manipulated in between measurements. 
The rotations connected to those changes have to be determined in order to correct the orientations in the 
EBSD map. This can be done if no microstructural changes occur in between measurements or parts of 
the microstructure are not affected. The calculation of the rotation between two maps can be achieved by 
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the calculation of orientation distribution functions (ODF) from the maps and their comparison if no 
microstructural changes occured. Alternatively, individual corresponding microstructural features (grains, 
twins, particles etc.) common to both maps can be selected and their orientations can be compared. The 
rotation can then be calculated from the misorientation between the orientations of these microstructural 
features (crystal symmetries have to be taken into account). This solution of the problem is shown in 
Figure 4.3. 

 
Figure 4.2: a) SEM image of two gold wires on a molybdenum clamp that are used to fix the sample on the heater. 
The wires are used to measure reference orientations. b) EBSD map of a section of the gold wires at room tempera-
ture. The grain whose orientation is used as a reference is marked by a triangle. c) OM of the same section of the gold 
wire at 900°C. The grain which corresponds to the grain highlighted in b is marked with a triangle. 

If all orientations on the sample change (e.g. due to phase transformation(s), recrystallization) a reference 
orientation is needed: In this work a gold wire was afixed to the surface of the Mo clamp which is used to 
mount the sample onto the button heater. The crystallographic orientations of the same section of the gold 
wire were determined by EBSD prior to each EBSD scan of the sample surface. An example for this 
procedure is shown in Figure 4.2. An SEM image of a section of the gold wire attached to the Mo clamp 
is shown in Figure 4.2a. The images in Figure 4.2a and Figure 4.2b show results of the orientation map-
ping at this location at room temperature and at 900 °C. Black triangles indicate which microstructural 
features were selected for the comparison (a single grain). The misorientation is calculated by comparing 
the orientations of the selected grain of the gold wire of the scans at different temperatures: 

 𝑅ଶହ °େ→ଽ଴଴ °େ ൌ 𝑂஺௨
ିଵሺ25 °Cሻ ∙ 𝑂஺௨ሺ900 °Cሻ Eq. 4.1 

 
This misorientation 𝑅ଶହ °େ→ଽ଴଴ °େ can then be applied to the orientation map at elevated temperatures. This 
can be used to compensate tilting of the heating stage which is a result of inhomogeneities in the thermal 
expansion of the setup. 

4.5 Combined	Adjustment	

Changes of the spatial orientation of the sample with respect to the EBSD detector will not only affect the 
orientations measured on the surface of the sample but will also affect the spatial orientation of the 
orientation map due to a different projection into the 2D SEM image. This will not only affect the posi-
tion of the map relative to another map but also the distances between the measurement points on a single 
map if the sample is not only shifted or rotated but also tilted. 



4  Combining EBSD Maps 

44 

An example is shown in Figure 4.3: Two EBSD scans were performed at the same location on a steel 
sample. The sample was manually rotated by some degrees in between the two scans. This leads to a 
change of the crystallographic and spatial orientations in the second EBSD scan. The misorientation 
which was used for the adjustment procedure was calculated from the mean orientations of the same grain 
marked with a triangle in Figure 4.3a and Figure 4.3b. The rotation connected to this misorientation is 
then applied to the crystallographic orientations in Figure 4.3b. This rotation is then additionally applied 
on the x- and y-positions of the measurement points resulting in the map shown in Figure 4.3c. 

 
Figure 4.3: Example illustrating the spatial alignment from the comparison of crystallographic data. a) EBSD scan of 
a steel sample. b) OM of the same sample at the same position but rotated. The sample was rotated manually in the 
SEM. From the mean orientation of the grain marked in a) and b) the misorientation is calculated which is applied to 
the orientations measured in b) and to the positions of the measurement points. c) Shows the same scan as b) after the 
adjustment methods were applied. The crystallographic orientations and the spatial orientations are adjusted to fit to 
the one of scan a). 

The stretching/compression necessary in the case of tilting can be calculated from the misorientation and 
can be applied to the measurement grid. The projection of the measurement grid is affected by this miso-
rientation as the sample is already tilted by 70° for the EBSD measurement. The matrix of the rotation 
corresponding to the misorientation can be calculated. The corrected positions 𝑥௖ can then be calculated 
from the measured positions ሺ𝑥, 𝑦ሻ with respect to a rotation 𝑅 using: 

 
𝑥௖ ൌ 𝑥𝑅 ൭

1
0
0

൱ ൅ 𝑦𝑅 ൭
0

cos 70°
sin 70°

൱ Eq. 4.2 

 
The position of the rotation axis in the reference frame of the EBSD map is unknown and hard to deter-
mine. If the alignment of the maps is good as in the example shown in Figure 4.3 and the rotation is 
relatively small, the center of the map can be used as the rotation axes. 

Due to these complications a more general approach was chosen: An optimization procedure similar to 
the one outlined in section 1 is applied using markers or unchanged microstructural features. The misori-
entation measured on the gold wire is used as a starting value for this optimization. 
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4.6 Interpolation	

A direct comparison of the orientations of two EBSD scans is only possible if the step sizes of the meas-
urements are equal. The starting points of the scans will not be equal if the spatial orientation had to be 
adjusted (restricted to translational adjustment). The distances in x and y have to be integer multiples of 
the step size for a direct comparison. 

The step sizes will be inhomogeneous if other adjustments were applied. Moreover there may be two 
EBSD maps which exhibit different step sizes. This is often the case for the martensitic transformation: 
On the one hand, there is the coarse microstructure of austenite that exhibits minimal granular orientation 
spread. This microstructure usually does not require a low step size and thereby reduces measurement 
time. On the other hand, there is the fine-grained martensite microstructure exhibiting strong orientation 
gradients. This microstrucre can only be accurately characterized by EBSD if small step sizes are used. 

In these cases, an interpolation step is needed to combine the maps onto a regular, common grid. It may 
not be necessary to apply the adjustment procedures (for the spatial rotations) onto the grids of all EBSD 
scans of a set of measurements. The grids of the EBSD scans exhibiting larger step sizes were adjusted to 
fit onto the grid of the measurement with the lowest step size in order to reduce computation time. In the 
interpolation approach chosen here, the adjusted coarser map is interpolated onto the map exhibiting the 
smaller step size. Therefore, the distance of every point of the adjusted map to every point of the other 
map is calculated to find the closest points. The attributes of the coarser map are then applied to the 
measurement points of the map with the smaller step size. The distance between the points is also stored 
as an attribute of the points of the combined map. This serves as a measure of the error introduced by the 
interpolation. 

4.7 Inheriting	Orientations	

MTEX treats EBSD datasets as lists. The elements of these lists have attributes. A standard EBSD dataset 
has for example the attributes id, x, y, φଵ, Φ, φଶ which denote the position in the list, the x-coordinate, 
the y-coordinate and the Euler angles φଵ, Φ and φଶ, respectively. There are additional attributes such as 
band slope (BS), band contrast (BC), the mean angular deviation (MAD), the number of bands fitted to 
the EBSP etc. 

EBSD 1 

id phase x y orientation BC BS … 

 

 

id phase x y orientation parentPhase parentOrientation … 

EBSD 2 

Figure 4.4: Illustration of the combination of EBSD datasets by generation of new orientation properties through 
spatial correlation/alignment and interpolation. 

  

align inherit 
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This list of attributes can be extended. The additions to MTEX developed in the scope of this thesis for 
the combination of maps and the study of the martensitic transformation are mainly based on the modifi-
cation (for the adjustment procedures) and extension of these attributes. The main feature is the “inherit” 
command which performs the interpolation step described above and adds a new attribute to the map 
which is transferred from the map from which the interpolation is performed. For example, this enables to 
have two orientations connected to one single data point (e.g. orientation and parentOrientation). 

4.8 Calculating	Variants	

The orientation pairs generated using the procedure outlined in the sections before can be used to deter-
mine properties of the phase transformations which occur between two measurements. In the case of the 
martensitic transformation for example the martensite variants can be determined with high spatial resolu-
tion. The procedure used for this calculation is outlined in Figure 4.5. The starting point is the austenite 
orientation 𝑂ఊ measured at elevated temperatures. The orientation of the transformation product may be 

predicted using an OR: 

 𝑂ఈ,௜ ൌ 𝑂ఊ𝐶௜𝑀ைோ
ఊ→ఈ ൌ 𝑂ఊ𝑀ைோ

ఊ→ఈሺ𝑖ሻ Eq. 4.3 
 

Where 𝑂ఈ,௜ is the orientation of product variant 𝑖, 𝑀ைோ
ఊ→ఈ is the misorientation matrix representing the OR 

between 𝛾-phase and 𝛼-phase and 𝐶௜ is a symmetry operator accounting for the 𝑛 equivalent crystallo-

graphic orientations (𝑛 is determined by the symmetries of parent and product phase and 𝑀ைோ
ఊ→ఈ). For the 

KS OR this leads to 24 misorientations 𝑀௄ௌ
௙௖௖→௕௖௖ሺ𝑖ሻ with 𝑖 ൌ 1 … 24 corresponding to the 24 variants. 

 

Figure 4.5: Schematic illustrating the calculation of variants and their misorientation angles from orientation pairs. 
The OR actually consists of n misorientations. This method is applied for every OR considered here. 

These misorientations are then applied to the parent orientation resulting in a theoretical product orienta-
tion for every variant. The theoretical product orientations are then compared to the measured product 
orientation. The theoretical product orientation exhibiting the smallest misorientation angle to the meas-
ured product orientation can then be regarded as the variant that was formed at this point. This leads to 
new attributes in the EBSD data structure like ksvar, nwvar, gtvar etc., referring to the number of the KS, 
NW or GT variant respectively. The smallest misorientation angle calculated between the theoretical 
orientation and the measured orientation can be regarded as a measure of how good the specific OR 
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applies to the transformation at this point and is also added as an attribute to the map (ksmis, nwmis, 
gtmis). These calculations can be formulated as: 

 𝑣ைோ ൌ arg min
௜

ቚ𝑂௕௖௖൫𝑀ைோ
௙௖௖→௕௖௖ሺ𝑖ሻ ∙ 𝑂௙௖௖൯

ିଵ
ቚ Eq. 4.4 

 

 ∆𝜃ைோ ൌ angle ቀmin
௜

ቚ𝑂௕௖௖൫𝑀ைோ
௙௖௖→௕௖௖ሺ𝑖ሻ ∙ 𝑂௙௖௖൯

ିଵ
ቚቁ Eq. 4.5 

 
With 𝑣ைோ the variant number and ∆𝜃ைோ the misorientation angle towards the closest variant. These calcu-
lations are applied to every data point of the EBSD map. This is shown for an example in Figure 4.7: The 
martensite orientations are shown in Figure 4.7a. The corresponding parent (austenite) orientations are 
shown in Figure 4.7b. The variants calculated from these orientation pairs using the KS OR are shown in 
Figure 4.7c and the misorientation angle towards the closest theoretical transformation product is mapped 
in Figure 4.7d. 

Information is lost if only the magnitude (angle) of the misorientation is analyzed. Therefore also the 
misorientation 𝑅௠௜௡,ைோ which is the misorientation between measured product orientation and closest 

theoretical product orientation should be taken into account. This misorientation is therefore calculated 
and stored in the combined EBSD data: 

 

 𝑅௠௜௡,ைோ ൌ 𝑂௕௖௖൫𝑀ைோ
௙௖௖→௕௖௖ሺ𝑣ைோሻ ∙ 𝑂௙௖௖൯

ିଵ
 Eq. 4.6 

 

Significant effort was put into an efficient (in terms of calculation time) implementation of these methods 
into MATLAB/MTEX resulting in a fast and easy to use extension of the MTEX toolbox for advanced 
combination of EBSD maps and the subsequent study of phase transformations. 

A list of the variant numbers can be extracted from the combined EBSD map. This list can be statistically 
analyzed to assess the distribution of variants in the sample. This procedure is commonly used in litera-
ture to illustrate the occurrence of variant selection. Histograms are usually used to visualize this data in a 
comfortable way. An example of a typical variant histogram is shown in Figure 4.6a. This type of visuali-
zation is repeatedly used in this thesis. It can qualitatively illustrate the degree of variant selection and 
unveil which variants are generally preferred in the transformation product. 

Additionally, the mean misorientation angle for each variant number is plotted in the same diagram. This 
can help to assess how well the variants are represented by the chosen OR and/or if certain variants are 
shifted to different orientations. This value is usually higher for variants with low frequencies. 

4.9 Quantifying	the	Degree	of	Variant	Selection	

The martensite variants should show uniform distribution if no variant selection mechanisms are active. 
However, sometimes particular variants are favored due to some factors such as external stresses, strains 
etc. which is called variant selection (cf. Chapter 2.1.8.6). 

Variant histograms are used throughout this thesis to illustrate whether variant selection takes place or 
not. This may give a detailed but only qualitative assessment of the degree of variant selection. An ap-
proach for the definition of such a metric was not found in the literature. Therefore, a quantitative meas-
ure for variant selection strength (VSS) is suggested in this thesis. In order to introduce this quantitative 
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measure for the degree of variant selection, the divergence (or distance) of the probability distribution 
𝑃ைோ ൌ ሼ𝑝ଵ, … , 𝑝௠ሽ (with 𝑚 ൌ 1 … 24 for 𝑃௄ௌ) of the crystallographic martensite variants, as calculated by 

a certain OR, from the uniform distribution 𝑈 ൌ ቄ
ଵ

௠
, … ,

ଵ

௠
ቅ is determined. Here the values of 𝑃ைோ are the 

relative frequencies of the variants. 

This distance may be calculated using the Kullback-Leibler divergence [360] or Wasserstein metric etc. 
which are usually [361] used to calculate distances between probability distributions. The total variation 
distance was chosen in this approach. The advantages are that the function is always defined and ranges 
between 0 and 1. The variant selection strength factor (𝑘௏ௌௌ) is thus here defined as: 

 

𝑘௏ௌௌሺ𝑂𝑅ሻ ൌ

1
2 ∑ ห𝑃ைோ,௜ െ 𝑈௜ห

௠
௜ୀଵ

1 െ
1
𝑚

 Eq. 4.7 

 
With 𝑘௏ௌௌ, the variant selection strength factor which becomes 0 for uniformly distributed variants and 1 
for the hypothetical case of a martensite microstructure consisting only of a single variant. This means 
that a value of 𝑘௏ௌௌ close to 1 corresponds to strong variant selection and a value close to 0 indicates 
weak variant selection. The value 𝑚 is the number of variants of an OR which is equivalent to the number 
of symmetrically non-identical misorientations arising from the OR. An overview of the different expres-
sions used to qualitatively describe the degree of variant selection is schematically depicted in Fig-
ure 4.6b. 

a b 
 

Figure 4.6: a) Example of a typical variant histogram for the case of KS variants. b) Illustration of the meaning of 
the variant selection strength and different terms for the qualitative description of the magnitude of variant selection. 

Another value which can be used for the characterization and description of variant selection are the mean 
granular variant selection strength (mVSS). This is equivalent to the VSS calculated per prior austenite 
grain. Further the average number of different martensite variants 𝑛௩௔௥തതതതതത which were formed in a PAG can 
be calculated. 

  

distribution
uniform non-uniform

𝑘௏ௌௌ 
0 1 

histogram 
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weak strong 
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4.10 Calculating	Variant	Maps	

The description of the martensite microstructure from orientation mapping in the literature is always 
focused on an approach which is based on the measurement grid. Lath martensite consists of a hierar-
chical microstructure. Martensite laths usually consist of a single crystallographic product variant. There-
fore, a simplified description of the microstructure is possible and an algorithm for the calculation of a 
variant map was developed. This concept is analogous to the definition of grain maps in which a certain 
orientation was measured in a certain area. The grain map therefore consists of the boundaries of these 
areas and contains information on the enclosed area. 

 

a b c 

 

d e f 

 

Figure 4.7: Mapping of different properties of a combined EBSD map. a) OM of product orientations. b) Corre-
sponding OM of the parent orientations. c) Map of the KS variant number calculated from the product orientations 
and parent orientations. d) Map of the smallest misorientation angle of a calculated KS variant based on the parent 
orientation towards the measured product orientation. e) KS variant map. This map is based on the mapping of the KS 
variant number and was calculated using the MTEX grain reconstruction algorithm. f) Map of the boundaries of the 
KS variants shown in e) and the long direction of the martensite lath (indicated by blue arrows). 
 

Variant maps consist of areas enclosed by boundaries in which all points belong to one martensite variant. 
The calculation of the martensite variant map is based on the grain reconstruction algorithm which is 
implemented in MTEX [362]. This algorithm basically performs a Voronoi decomposition of the EBSD 
grid. Voronoi cells which belong to the same phase and exhibit a misorientation angle smaller than that 
chosen by the user are joined together. This algorithm can be applied to different properties of the EBSD 
map. Instead of misorientations, the KS (or NW, GT, GT’, Bain, Pitsch) variant number is used as input 
for the reconstruction algorithm. The result is a map that consists of areas which share the same KS 
variant number. An example, which is based on the mappings shown in Figure 4.7a-d, can be seen in 
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Figure 4.7e. One element of a variant map consists of a list of vertices, the variant number and the mean 
misorientation angle to the closest KS variant. 

This approach allows for a more comprehensive statistical analysis of martensite microstructures in 
comparison to the approach solely based on measurement points. It is also possible to access the proper-
ties of the variant boundaries allowing for a quantitative analysis of variant pairing. 

4.11 Calculation	of	Variant	Pairing	

Further characteristic statistical data which can be used to describe the martensite microstructure in more 
detail can be extracted from variant maps. In this thesis, the calculation of variant pairing is based on 
variant maps. Variant pairing describes the tendency of certain variants to form next to each other. Vari-
ant pairing is frequently described and discussed in literature but is mostly treated qualitatively on the 
basis of individual observations. A quantitative analysis and visualization of variant pairing is necessary 
for a better understanding of this phenomenon. 

The variant boundaries of variant maps are analyzed using a MATLAB/MTEX script. Variant pairs can 
be extracted from each variant boundary segment. The pairs are sorted and ordered and then counted. As 
many samples exhibit rather strong variant selection a weighted bivariant histogram is calculated from the 
list of pairs: 

 𝑟௜௝ ൌ
𝑛௜௝

𝑛௜ ∙ 𝑛௝
 Eq. 4.8 

 
𝑛௜௝ is the frequency of a pairing of variants 𝑖 and 𝑗. 𝑛௜ and 𝑛௝ are the frequencies of variant 𝑖 and 𝑗 respec-

tively and 𝑟௜௝ is the relative frequency of a pairing of variant 𝑖 and variant 𝑗. The 24 KS variants result in 

൫ଶସ
ଶ ൯ ൌ 276 possible relative pairing frequencies 𝑟௜௝. For the 12 NW variants ൫ଵଶ

ଶ ൯ ൌ 66 combinations are 

possible. 

The result of the calculation described above may be influenced by the misorientation between austenite 
grains prior to the transformation. Neighboring variants across prior austenite grain boundaries may not 
be a result of the variant pairing effect. Therefore, the variant pairing is calculated for each austenite grain 
individually. The information if a variant belongs to an austenite grain is included in the variant maps 
using the “inherit” command. The resulting frequencies for the single austenite grains are then combined. 
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Figure 4.8: Example explaining the use of a combination of bivariant histograms and the plotting of intervariant 
misorientation angles for the visualization of variant pairing used throughout this thesis. 

A diagram for the visualization of the variant pairing data is proposed in this thesis. So far, no quantita-
tive studies can be found on pairing in literature containing or describing visualizations of variant pairing 
(an exception is the study by Stormvinter et al. [209]). Therefore, a bivariant histogram is created for the 
representation of variant pairing. It consists of 276 fields (for the KS OR) which are colored according to 
relative frequency of the respective variant pair i.e. the value of 𝑟௜௝. This results in a triangular diagram 

because 𝑟௜௝ ൌ 𝑟௝௜. These diagrams are combined with a diagram of the intervariant misorientation angle 

throughout this thesis. An example is shown in Figure 4.8. The black line shows the division of the 
diagram in its two parts: The lower right triangle shows the bivariant histogram for all variant pairings for 
the KS OR. The upper left triangle shows the intervariant misorientation angle for all variant pairings for 
the KS OR. The black arrows show how this diagram can be read: the corresponding square mirrored at 
the black line shows the intervariant misorientation angle for a certain variant pairing. The highest rela-
tive frequency can be found for the pairing V10-V9 (marked as I). The corresponding intervariant misori-
entation angle can easily found to be 60° indicating that the variants V9 and V10 are twin-related. A 
relative high relative frequency can be found also for the pairings V5-V20 (marked as II) and V15-V18 
(marked as III): In both cases the intervariant misorientation angle is 10.53°. 
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4.12 Calculation	of	Orientation	Relationships	from	
Combined	EBSD	Maps	

An OR can be calculated from one single pair of parent and product orientation. A large number of such 
orientation pairs are usually available if EBSD is used for the study of phase transformations. These 
orientation pairs either may result from measurement points from both sides of a phase boundary or from 
the combination of two EBSD maps recorded before and after the transformation. A method for the 
calculation of an OR from a large amount of orientation pairs was developed in this thesis: A misorienta-
tion density function (MDF) is calculated from the orientation pairs. A kernel density estimation via 
Fourier series with a 5 degree kernel is used to calculate the MDF in order to achieve a reduction of 
calculation time [363]–[365]. Therefore, a de la Valee Poussin kernel is used. Then the maximum of this 
MDF is calculated resulting in the most dominant misorientation. This is shown as an example for an 
austenite-to-martensite transformation in Figure 4.9a. A part of the total number of misorientations is 
plotted and the maximum of the MDF calculated from all misorientations is marked. This misorientation 
is then fitted onto parallel planes in the parent and product phase producing two parallel crystallographic 
planes and two parallel directions of parent and product phase. The variants of the OR are then calculated 
by applying the symmetries of parent and product phase onto the misorientation resulting in 2304 single 
misorientations (for cubic symmetry). The unique variants are then extracted from these misorientations 
by searching all non-equivalent misorientations. 

4.13 Quantitative	Estimation	of	the	Habit	Plane	

A statistical approach can be used for the estimation of the habit plane of the martensite microstructure 
based on martensite variant maps. Therefore, the spatial orientation of the martensite laths needs to be 
determined. This is accomplished in the MATLAB/MTEX application which was developed for this 
purpose with the aid of principal component analysis. This results in the length of the short and long axis 
of the laths as well as the orientation of the lath within the surface of the sample. The orientation of the 
long axis of the martensite laths of the example microstructure are shown in Figure 4.7f as an example. 
The inclination angle 𝛼 can be used to calculate the spatial orientation of the trace of the habit plane on 
the surface. The parallel crystal plane 𝑚 can be obtained from the orientation of this trace using the local 
austenite orientation 𝑂௙௖௖: 

 
𝑚 ൌ 𝑂௙௖௖

ିଵ ∙ ൭
1

tan 𝛼
0

൱ Eq. 4.9 

 
The inclination of the habit plane in z-direction cannot be obtained without cross-sectioning the sample. 
Instead all possible normal vectors (perpendicular vectors of the austenite crystal plane parallel to the 
trace of the habit plane) are calculated. This results in a circle on the unit sphere of the stereographic 
projection for every martensite lath. An example is given in Figure 4.9b for a martensitic microstructure. 
If this analysis is performed for many laths, the orientation of the habit plane can be estimated if areas of 
high density of intersection points appear on the unit sphere. These vectors are then the most probable 
normal vectors of the habit plane. They can be calculated by searching the common orthogonal vector to 
the crystal plane parallel to the traces of the habit plane of the martensite laths. This may be accomplished 
by finding the eigenvector with the smallest eigenvalue to the poles of the planes. 
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a b 

Figure 4.9: a) Plot of misorientations from more than 170 000 measurement points calculated from the combination 
of austenite and martensite orientations in 3D misorientation space. The red dot marks the maximum of the corre-
sponding MDF. b) Circles on a unit sphere representing all vectors orthogonal to the crystal direction parallel to the 
habit plane trace. The common point to all circles i.e. the point with the highest density of intersections is marked 
with a red dot. This point represents the most probable habit plane vector of the martensite laths. 

This method is very sensitive to scatter of the austenite plane parallel to the habit plane trace and can 
therefore only be applied if the scatter is relatively small. Therefore, a more robust approach was devel-
oped. This algorithm tries to find the maximum density of intercepts of the circles on the unit sphere 
which are formed from the perpendicular vectors with respect to the habit plane trace. This is done by the 
calculation of 𝑛 vectors 𝑝పሬሬሬ⃗  which are perpendicular to the austenite vector 𝑣⃗௝ parallel to the habit plane 

trace. These vectors 𝑝పሬሬሬ⃗  are equally distributed around the perpendicular vector 𝑣⃗௝. This is accomplished by 

calculating one arbitrary vector 𝑝ଵሬሬሬ⃗  which is perpendicular to 𝑣ଵሬሬሬሬ⃗ . This vector is then rotated around 𝑣ଵሬሬሬሬ⃗  in 
ଷ଺଴°

௡ିଵ
 steps resulting in 𝑛 vectors perpendicular to 𝑣ଵሬሬሬሬ⃗ . This procedure is then repeated for all 𝑣⃗௝ and the 

maximum of the density of vectors 𝑝పሬሬሬ⃗  is calculated which is the most probable habit plane normal vector. 
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5 Quantification	of	Orientation	
Relationships	

Heat treatments are often used for the optimization of material properties. The microstructure of the 
material is affected by the heat treatment resulting in changes of its properties. These microstructural 
changes are often caused by phase transformations which are induced by the heat treatment. One im-
portant aspect of a (solid to solid) phase transformation is the orientation relationship of parent and 
product phase. This relation has to be known in order to predict the properties of the product phase i.e. 
when the texture is considered. The orientation relationship introduces a general description of the change 
of crystallographic orientations during the transformation. 

5.1 Introduction	

Several ORs were suggested since the beginning of the study of crystallography. These are connected to 
certain phase transformations or precipitation reactions. Most of the well-established ORs were deter-
mined at the beginning of the 20th century. The approach used at that time was qualitative. XRD meas-
urements before and after the heat treatment of single crystalline samples revealed a constant relationship 
between parent and product phase orientations. However, it was not known if the OR found was valid for 
the complete sample or if variations of the OR existed throughout the sample. 

With the advent of modern diffraction techniques such as EBSD, a quantitative approach becomes possi-
ble. Another method for the determination of ORs was taken with the development of the TEM: The 
orientations of neighboring phases were determined with the help of local electron beam diffraction 
experiments. Conclusions on the dominant OR were frequently made after a small number of observa-
tions disregarding the possibility that these orientations may not be representative for the sample as a 
whole. Therefore, an estimation of the probability of a random occurrence of orientations within certain 
proximities of a special OR has to be made beforehand. Only based on that, the statistical relevance of the 
observed OR can be assessed. 

5.2 Comparison	of	Misorientation	Data	to	Orientation	
Relationships	

The determination of the OR requires knowledge of the orientation 𝑂௔ of the parent phase and the orienta-
tion 𝑂௕ of the product phase. The OR is equivalent to the misorientation 𝑀௔→௕ of these two orientations: 

 𝑀௔→௕ ൌ 𝑂௕ ∙ ሺ𝑂௔ሻିଵ Eq. 5.1 
 
The OR can be calculated from the orientations measured before and after the phase transformation. This 
is frequently done in the literature using XRD or TEM for a small amount of measurements. With the use 
of EBSD a large number of pairs of orientations from the parent and the product phase can be determined.  
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If the dominant OR from various established ORs has to be determined based on measured orientation 
pairs another approach is usually taken: Theoretical product orientations 𝑂௧௛ are calculated from meas-
ured parent orientations 𝑂௔,௠ using these known (well established) ORs. 

 𝑂௧௛ ൌ 𝑂௔,௠𝑀௔→௕ Eq. 5.2 
 

The misorientation 𝑀ைோ between calculated and measured orientation is then used to decide which OR 
fits best to the measurement data: 

 𝑀ைோ ൌ 𝑂௔,௠ሺ𝑂௧௛ሻିଵ ൌ 𝑂௕൫𝑂௔,௠𝑀௔→௕൯
ିଵ

 Eq. 5.3 
 

A large number of parent and product orientation pairs are taken into account for the quantitative deter-
mination of the dominant OR based on EBSD scans. The calculations described before are applied to all 
of these pairs. A quantitative measure of the degree of fit of a certain OR can be given by a mean misori-
entation angle: 

 
∆𝜃ைோതതതതതതത ൌ

∑ |𝑀ைோ|ଵ
௡

𝑛
 Eq. 5.4 

 

This angle is affected by the volume of the material that transforms according to the OR. It only gives a 
significant measure of the fit of the OR if the whole area of the EBSD scan took part in the transfor-
mation. A better measure is the number of orientation pairs that fulfill Eq. 5.5 for a given tolerance angle 
𝜔: 

 |𝑀ைோ| ൏ 𝜔 Eq. 5.5 
 

The fraction of measurement points fulfilling this criterion is then given by the number of points fulfilling 
Eq. 5.5 divided by the number of measurement points that took part in the transformation: 

 
𝑓ைோሺ𝜔ሻ ൌ

𝑛ሺ𝑀ைோሺ|𝑀ைோ| ൏ 𝜔ሻሻ
𝑛ሺ𝑀ைோሻ

 Eq. 5.6 

 

This angle ω can be imagined as the radius of circles around the poles connected to the theoretical prod-
uct orientation on the surface of the unit sphere of the stereographic projection. If measured orientations 
of the product phase fall into these circles they are counted. The percentage of orientations meeting this 
criterion can be calculated for all ORs under consideration, revealing the dominant OR. This approach is 
usually taken in literature [366], [367]. 

Caution has to be taken for the comparison of these values: Depending on the symmetries of the crystal 
systems of parent and product phase and the definition of the OR several non-equivalent variants can 
result in a single OR. A direct comparison of the fraction of points 𝑓 for the Bain OR (3 variants) and the 
KS OR (24 variants) will introduce a systematic error because a random orientation will eight times more 
likely fall into one of the circles arising from the KS OR than into one of the circles connected to the 
Bain OR. A similar analysis was done by Ryder, Pitsch and Mehl [368], but as a rough estimate (simply 
by using the factor 8). 
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The probability of a random orientation to fall into one of the circles around the poles arising from an OR 
is proportional to the surface of all these circles on the unit sphere. This correction factor 𝑓ைோ,௡௢௥௠ሺ𝜔ሻ has 

to be taken into account for the comparison of the relative frequencies 𝑓ைோሺ𝜔ሻ. 

 
𝑓ைோ,௖ሺ𝜔ሻ ൌ

𝑓ைோሺ𝜔ሻ
𝑓ைோ,௡௢௥௠ሺ𝜔ሻ

 Eq. 5.7 

 
The value 𝑓ைோ,௡௢௥௠ is dependent on the tolerance angle ω and the OR considered. It is the probability of 

random orientations to fulfill the condition of Eq. 5.5. The value 𝑓ைோ,௖ describes the relative frequency of 

the orientation to be found to fulfill Eq. 5.5 compared to a completely random orientation pair i.e. the 
relative frequency in multiples of random. The value of 𝑓ைோ,௡௢௥௠ is proportional to the area covered by 

the circles around the poles arising from an OR. These correction factors are calculated for the well-
established ORs in the following sections Chapter 5.3 and Chapter 5.4. 

5.3 Limited	Analytical	Solution	

The circles around the poles form domes because they are situated on a sphere. The surface of these 
domes can be calculated as planar circles ignoring the spherical distortion only for small angles ω (Le-
gendre’s theorem).  

For an exact value, the surface of these domes can be calculated using an analytical equation: 

 𝐴ௗ௢௠௘ ൌ 2𝜋ሺ1 െ cos 𝜔ሻ Eq. 5.8 
 

For the fraction of the unit sphere which is covered by these domes this results in: 

 
𝑓ைோ,௡௢௥௠ ൌ

𝑁௏

2
ሺ1 െ cos 𝜔ሻ Eq. 5.9 

 

𝑁௏ is the number of variants which result from a given OR. For the KS OR with 𝑁௏= 24 this results in: 

 𝑓௄ௌ,௡௢௥௠ ൌ 12 ሺ1 െ cos 𝜔ሻ Eq. 5.10 
 

A plot of the resulting values is depicted in Figure 5.1. 
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Figure 5.1: Plot of the result of geometric calculation for the fraction of orientations as a function of the tolerance 
angle based on Eq. 5.9 (or Eq. 5.10 and Eq. 5.11). The angles up to which these results are valid are marked using the 
corresponding colors. Both ORs and the KS OR result in the same probabilities. The NW and Pitsch OR do also 
produce the same probabilities which are valid for tolerance angles up to 6.88°.  

This equation is only valid for 𝑓௄ௌ,௡௢௥௠ if the tolerance angle ω is smaller than half of the minimal inter-

variant misorientation angle (i.e. 5.25°). The domes start to overlap for tolerance angles larger than that 
angle. It can also be applied for the GT and the GT’ OR but the tolerance angles are then restricted to 
angles smaller than 2.86°. The corresponding equation for the NW and Pitsch OR with 𝑁௏ = 12 can then 
be calculated by 

 𝑓ேௐ,௡௢௥௠ ൌ 6 ሺ1 െ cos 𝜔ሻ Eq. 5.11 
 
for tolerance angles smaller than 6.88°. A plot of these functions for all ORs considered here is shown in 
Figure 5.1. It can be seen that the result for the different OR is only dependent on the tolerance angle and 
the number of variants 𝑁௏ which may be formed by the OR. This results in the same curves for the KS, 
GT, GT’ OR. The same is the case for the NW and Pitsch OR. 
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5.4 Monte	Carlo	Approach	

The situation becomes more complex for larger ω: The variants of most ORs are clustered (e.g. for the 
KS OR in Bain groups). Therefore, the intervariant misorientation angle is often relatively small for a 
group of variants (~ 10.5° for KS). This causes the domes on the unit sphere to overlap, so that no simple 
analytical expression (counting the areas of the domes) can be found for the total surface formed by these 
overlapping domes. Figure 5.2 shows a pole figure of random orientations that fulfill Eq. 5.5 for a toler-
ance angle ω of 2° (a) and 10° (b). 

a b 

Figure 5.2: a) Orientations fulfilling the KS OR assuming a tolerance angle of ω = 2°. b) Orientations fulfilling the 
KS OR assuming a tolerance angle of ω = 10° calculated from random orientations. The tolerance angle is larger than 
5.25° causing the circles around the poles to overlap. 

In order to circumvent the complications arising from the domes overlapping a more general approach 
was taken for the calculation of these probabilities: The criterion defined above in Eq. 5.5 was applied to 
a random uniform texture for several well-established ORs and varying ω. Random orientation pairs (α 
and γ) were generated and the criterion was applied. This was done for several tolerance angles. The 
calculation of theses probabilities was performed using an MTEX feature which produces random orien-
tations. The abort criterion for this Monte-Carlo (MC) algorithm needs to account for the fact that the 
convergence of the resulting probability is dependent on the tolerance angle ω. Therefore the abortion 
criterion was defined by limiting the number of orientations fulfilling the criterion to 10଺. This results in 
low calculation times for large tolerance angles (seconds) and very long calculation times for low toler-
ance angles (up to several days). 

The resulting probabilities are shown in Figure 5.3. It shows that the fraction of orientations fulfilling 
Eq. 5.5 strongly depends on the OR considered and the tolerance angle ω. It further shows that the proba-
bilities for the KS OR are larger than those for the other ORs for all tolerance angles. This means that the 
KS OR has the highest probability to be calculated from a set of misorientation data for any tolerance 
angle larger than the minimum intervariant misorientation angle of the ORs under consideration. 
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The evaluation also shows that the probabilities for the NW and Pitsch OR are the same. The reason for 
this is that the Pitsch OR is the inverse of the NW OR: 

 𝑓ሺ𝜔ሻ ൌ ൫𝑓ሺ𝜔ሻ൯
ିଵ

 Eq. 5.12 
 
The same is obviously the case for GT and inverse GT (GT’) orientation relationships. A comparison 
between the calculation of these probabilities using the geometrical method shown in Figure 5.1 to the 
results using the Monte-Carlo method shows that the probabilities do not only depend on the number of 
variants formed by the OR but also on the intervariant misorientation angles. However, this is only the 
case for tolerance angles larger than half of the minimum intervariant misorientation angle. 

 

Figure 5.3: Probability of a random orientation pair to fulfill Eq. 5.5 for the KS, NW, GT, inverse GT, Pitsch and 
Bain OR as a function of the tolerance angle ω. The abort criterion used was 1,000,000 orientation pairs fulfilling the 
condition. 

The probability of an OR to describe a random misorientation under a certain tolerance angle is depend-
ent on the coverage of the unit sphere by the variants of this OR i.e. the number of variants 𝑁௏ of the OR 
and the minimum intervariant misorientation angle. 

A rather theoretical question arises from this evaluation if an OR can be found that exhibits higher proba-
bilities than the KS OR for any tolerance angle. The requirements for this OR would be to have 24 vari-
ants and a minimum intervariant misorientation angle which is as big as possible in order to cover as 
much area as possible on the unit sphere. 
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A grid of misorientations in the m3തm െ m3തm misorientation space with a resolution of 0.2° was generat-
ed and ORs were calculated from these misorientations resulting in more than 1.9 ∙ 10଻ individual ORs. 
The minimum intervariant misorientation angle and the number of variants N୚ were then calculated for 
all of these ORs. The maximum angle of these intervariant misorientation angles was found to be 43.4°. 
The OR exhibiting maximum intervariant misorientation angle is close to: 

 ሼ312തሽஓ || ሼ21ത3തሽ஑

〈11ത1〉ஓ || 〈11ത1〉஑ 
Eq. 5.13

 
This OR can describe any set of scattered fcc-bcc orientation pairs equal or better than every other OR for 
any tolerance angle ω. 
 
a b 

 
Figure 5.4: a) Complete 𝐦𝟑ഥ𝐦 െ 𝐦𝟑ഥ𝐦 FZ in 3D misorientation space. The ORs marked in red result in less than 24 
variants. All other ORs contained in the FZ producing 24 variants are not shown. b) Visualization of the same ORs 
on a (100) pole figure: Resulting bcc orientations which result from a fcc (001) [100] orientation. 

The calculated number of variants N୚ for all ORs in the 0.2° grid showed that not all ORs on the edge of 
the misorientation space result in less than 24 variants. Only 0.037 % of all ORs were found to produce 
less than 24 variants. These ORs are marked in Figure 5.4a with red dots in 3D misorientation space in 
the fundamental zone (FZ) for m3തm െ m3തm. It can be seen that these ORs fall onto distinct misorienta-
tions on the edge of the fundamental zone. The number of variants formed by a certain OR is dependent 
on the symmetries of parent and product phase, which is constant for this evaluation. But the number of 
variants is also dependent on the OR itself: The number of variants is reduced if the rotation describing 
the OR is coupled to any of the rotational symmetry group elements which are common to those of parent 
and product phase [369], [370]. This is illustrated in Figure 5.4b where all ORs which produce less than 
24 variants (red dots in Figure 5.4) are plotted in a (100) pole figure. 
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6 Martensite	Formation	in	EUROFER	
Steel	

EUROFER steel is a reduced activation martensitic steel which is still part of an ongoing materials 
development project of the European fusion materials community. It will be used as a structural material 
for future fusion reactors (ITER, DEMO). The alloy was optimized for resistance against irradiation 
damage and reduced long-term activation potential against radioactivity. A large number of various 
studies were performed regarding properties and processing of EUROFER steels due to the large interest 
of the scientific community. 

The strength and ductility of these reduced activation ferritic/martensitic (RAFM) steels are direct conse-
quences of the martensitic microstructure with its hierarchical structure. This microstructure was exten-
sively investigated in the past using the EBSD technique. These studies focused on martensite formation, 
orientation relationship and Prior Austenite Reconstruction (PAR). The vast amount of studies on 
EUROFER steels combined with the defined condition of the lab scale production make this material a 
good candidate for this experiment. In addition, the low critical cooling rate for martensite formation 
allows for the direct in situ observation of the transformation. The aim of this research is a through 
process characterization of the microstructural development of the material during a heat treatment. In 
this chapter, the ferrite microstructure and the austenite microstructure as well as the final martensitic 
microstructure are investigated. 

6.1 Experimental	

The material chosen for the experimental investigation is a 8.7Cr steel of the EUROFER family. Its 
composition is given in Table 6.1. 

Element Fe Cr C Mn V N W Ta 

wt% balance 8.7 0.0583 0.0223 0.353 0.0465 1.07 0.100 

Table 6.1: Composition of the investigated steel. 

The starting point for the heat treatment is a ferritic/pearlitic microstructure which was produced by very 
slow cooling (cooling rate ca. 12 mK/s) from austenite in the ex situ device (cf. Chapter 3.3). The sample 
was then prepared for EBSD by grinding and polishing, finishing with a vibratory polishing step. The 
sample was then mounted onto the heating stage. Before heating, a reference orientation on a gold wire 
was fixed onto the sample and measured to account for changes of the orientation of the stage due to 
thermal expansion (cf. Chapter 4.4). Four square shaped markers were produced on the surface of the 
sample using a FIB (FEI Nanolab Nova 200). Finally, an EBSD scan (313 µm x 313 µm and 1 µm step 
size) of the ferritic microstructure covering the markers was performed. 
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The sample was then heated with a rate of 1 K/s to 980 °C for full austenitization. The relative low 
heating rate of 1 K/s was applied to produce a homogenous microstructure. After holding the sample for 
10 min at this temperature the reference orientation on the gold wire was measured again. Then an 
EBSD scan on a larger area (2500 µm x 2500 µm and step size 10 µm) in the vicinity of the markers was 
performed. After that, a detailed EBSD scan (313 µm x 313 µm and 1 µm step size) of the area between 
the markers was performed. Finally, the sample was quenched by setting the output of the power supply 
to zero causing the temperature to decrease. The whole temperature profile of the sample is shown in 
Figure 6.1a. The temperature development during quenching is shown in Figure 6.1b: The average 
quenching rate was calculated by a linear fit in the range from maximum temperature to 200 °C. The 
average quench rate was found to be -5.19 K/s. The maximum quenching rate was determined by differ-
entiation and was found to be -19 K/s. 

The surface of the sample was continuously observed during cooling using the SE detector. This generat-
ed a sequence of images of the surface during martensite formation. An area of ca. 510 µm x 440 µm was 
observed. The image sequence was stabilized (shifted to compensate for eventual drift) due to heavy drift 
arising from the change in temperature. This reduced the size of the observed area to ca. 
470 µm x 345 µm. An EBSD scan of the martensitic microstructure was performed after the sample 
reached room temperature and the reference orientation on the gold wire was measured again. A detailed 
EBSD scan of the martensitic sample was performed in a Zeiss Merlin SEM (178.5 µm x 150 µm and 
step size 0.25 µm). The surface relief of the sample was measured using Laser Scanning Confocal Mi-
croscopy (LSCM) in a Keyence VK-9700 microscope. 

 

a b 

Figure 6.1: Temperature profile of thermal treatment procedures: a) Temperatures of the samples measured during 
the heat treatments for the sample which was quenched from 1150 °C (in black) and from 980 °C (in blue). 
b) Measured temperatures of the sample which was quenched from 1150 °C (in black) and which was quenched from 
980 °C (in blue). The average (calculated from a linear fit from maximum temperature to 400 °C) and maximum 
quench rates are shown. 
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The temperature was monitored during the experiment using a two-color pyrometer equipped with a glass 
fiber feedthrough. The heater was controlled by a PID using the temperature measured by a thermocouple 
inside the heater. This temperature value was then corrected using the difference of the temperature 
measured by thermocouple and the pyrometer. This was done because of the better signal to noise ratio of 
the thermocouple measurement enabling an accuracy of ΔT < 0.1 K for temperature control (minimizing 
drift). 

A second experiment was conducted in order to study the influence of the austenitization temperature and 
austenite grain size on martensite formation. The sample had the same composition but was heated with a 
heating rate of 1 K/s first to 1000 °C and after 13 min to 1150 °C. Pronounced grain growth was observed 
at this temperature. This was evident from the motion of grain boundary grooves on the surface which 
was observed using the SE detector. An EBSD scan of a larger area (1000 µm x 1000 µm) was performed 
at this temperature (step size 3 µm). The sample was then quenched as well by switching of the heater. 
The development of the temperature is also shown in Figure 6.1b. The average quenching rate between 
1150 °C and 400 °C was found to be -4.74 K/s which is similar to the one which was achieved for the 
sample which was quenched from 980 °C. The maximum quenching rate was -23 K/s. 

Again the surface of the sample was observed using the SE detector but it was not possible to observe the 
transformation sequence due to the weak relief formed on the surface. An EBSD scan of the final marten-
sitic microstructure was conducted in the Zeiss Merlin SEM (537.5 µm x 544.5 µm and step size 0.5 µm). 

TEM lamellae were prepared from both samples for more detailed characterization of the bulk micro-
structure. The lamellae were prepared by FIB in regions in which EBSD scans were performed before. 
The lamellae were characterized in the Zeiss SEM with an acceleration voltage of 30 kV in STEM mode. 
Additional Transmission Kikuchi Diffraction (TKD) experiments were performed for the sample which 
was quenched from lower temperature (5.6 µm x 4.5 µm with a step size of 5 nm). 

The sample that was heated to 980 °C was carefully polished using a vibratory polisher. Subsequently, an 
EBSD scan of the surface was performed on the sample in the region between the FIB markers. This z-
sectioning allows for the characterization of the bulk microstructure with better statistical relevance 
compared to the TEM lamellae. This procedure was overall repeated three times. The depth was deter-
mined each time using LSCM measurements on the FIB markers. The EBSD scan after the last sectioning 
could not be evaluated because it was deeper than the FIB markers so that the depth could not been 
measured and that the relevant region could not be found and connected to the previous scans. 
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6.2 Results	

The initial ferrite microstructure at room temperature is shown in Figure 6.2a. It shows large ferrite grains 
(grain size 160.54 µm) with very low orientation gradients. The cementite of the pearlitic regions is too 
fine to be indexed in this EBSD scan. No distinctive texture was present in the ferritic/pearlitic sample 
after the heat treatment which was applied to achieve a purely ferritic/pearlitic microstructure. 

 

Figure 6.2: a) (001) orientation map of the ferritic sample before the in situ experiment. b) EBSD map of the same 
location on the sample at 980 °C. The sample has fully transformed to austenite. Twin boundaries are marked with 
fine black lines and grain boundaries with thick black lines. c) Secondary electron image of the relief on the surface 
of the sample after quenching to room temperature. d) Orientation mapping of the martensite microstructure after 
quenching. a), b) and d) show orientation mappings of the same location on the sample in different states. 

The corresponding austenite microstructure at 980 °C is shown in Figure 6.2b. Grain boundaries are 
outlined by thick black lines whereas twin boundaries are marked by fine black lines. The austenite 
microstructure consists of large grains (grain size 93.49 µm) with very low orientation spread. All grains 
exhibit multiple twins that vary in size. The twins often form parallel structures and are always connected 
to at least one grain boundary or twin boundary. Some very fine twins exist which are at the limit of being 
resolved in the coarse scan. It cannot be excluded that even finer twins exist in the microstructure which 
could not be mapped due to the relative large step size. A similar austenite microstructure can be ob-
served for the sample which was heated to 1150 °C: Figure 6.4a shows, that all austenite grains contain a 
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large number of twins. One large austenite grain formed in the center of the orientation map. This grain is 
surrounded by smaller austenite grains. 

Figure 6.3b shows an SE image of the surface of the sample which was heated to 980 °C before quench-
ing. The microstructure of the sample can be already recognized in the SE image: Grain boundaries are 
clearly visible because of thermal grain boundary grooving. The upper triangle in Figure 6.3b marks a 
grain boundary groove. The lower triangle highlights a groove associated to a twin boundary. These 
boundaries can be distinguished by the depth of the groove. The grooves connected to grain boundaries 
appear to be deeper than the grooves connected to twin boundaries. This is caused by the difference in 
interfacial energies. The twin boundaries exhibit low interfacial energies compared to grain boundaries 
exhibiting random misorientations. 

a b 

Figure 6.3: a) Height profile measured by LSCM after quenching. b) SE image of the surface at 980 °C. The upper 
triangles mark a grain boundary groove. The lower triangle marks a twin boundary groove. 

The microstructure of the martensite formed at the same location on the sample after quenching is shown 
in Figure 6.2d. The surface of the sample is shown in Figure 6.2c. It shows a relief which is characteristic 
for the martensitic transformation. This relief shows the spatial orientation of the martensite laths which 
are also recognizable in the EBSD scan. The austenite grain boundary grooves are still visible on the 
surface of the quenched sample. These grooves also cause a decrease in EBSP quality close to the prior 
austenite grain (PAG) boundary. The PAG boundaries are easily recognizable from the EBSD scan. The 
martensite microstructure consists of laths which are predominantly arranged parallel to each other. Each 
lath exhibits a strong orientation spread perpendicular to the long edge. 

The microstructure of the sample which was heated to 1150 °C exhibits a finer martensite microstructure 
after quenching. Very long martensite laths are mostly arranged in parallel to each other especially in the 
center of the scan which belongs to the large austenite grain. The locations of twins are evident from the 
change of the spatial orientation of the laths by 60°. 

Figure 6.3a shows a 3D reconstruction of the surface of the sample obtained from LSCM. It shows that 
the relief connected to different martensite laths varies in height and that a maximum in height often 
roughly coincides with the edge of a lath. The value of the maximum height of the relief connected to the 
martensite laths ranges between 1 µm and 3 µm. The spikes which are visible around the FIB markers are 
a result of reflections at the edges of the FIB markers. The height of the surface relief of the second 
sample was found to be smaller than the lateral resolution limit of the LSCM. 
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Figure 6.4: a) OM of the austenite microstructure at 1150 °C. Grain boundaries are plotted as thick black lines and 
twin boundaries as fine black lines. b) OM of the resulting martensite microstructure at room temperature after 
quenching. 

Figure 6.5 shows selected secondary electron images of the image sequence which was obtained during 
the transformation after the heater was switched off. The surface relief of the sample can be already 
identified shortly before the martensite start temperature is reached in Figure 6.5a. This relief which is 
already visible before any martensite nucleates is caused by thermal grooving at the grain and twin 
boundaries. Figure 6.5b shows the formation of the first martensite lath which emerges from outside of 
the observed region. Figure 6.5c shows the formation of a surface relief outlining a martensite lath which 
forms first in the austenite grain during the transformation. Figure 6.5d-g show the subsequent formation 
of laths until the final state is reached in Figure 6.5h. The first martensite lath nucleated at 492 °C. Single 
isolated nucleation events occurred during further cooling in all grains. The nucleation of the first lath in 
an austenite grain occurred always at a twin boundary. The sequence shows, that twin boundaries are also 
preferred nucleation sites after martensite laths are already present in the austenite grain. At 430 °C the 
transformation was finished. 
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Figure 6.5: Observation of the development of the surface relief during quenching inside the SEM. The temperature 
and time after start of cooling is indicated. a) Shows the initial state before martensite start is reached. The surface 
relief visible here is caused by thermal grooving originating from diffusional processes at interfaces. b) The triangle 
shows the formation of surface relief caused by the first lath formed. b) – g) show the further progression of the 
transformation. h) Shows an image of the surface after martensite finish is reached. 

A TEM sample was prepared by FIB milling to investigate the bulk microstructure in addition to the 
microstructure on the surface. The position where the lamella was cut is marked in Figure 6.6c. The area 
was selected just outside of the observed region to preserve the microstructure for further investigation. 
The FIB markers on the right side of the analyzed area are marked with arrows in Figure 6.6c. BF STEM 
images were captured using the STEM detector of the Zeiss Merlin SEM at 30 kV acceleration voltage. A 
STEM image showing individual martensite laths just beneath the surface is shown in Figure 6.6b. It 
shows that the laths extend from the sample surface towards the bulk of the specimen. The laths are 
arranged in parallel and have a thickness of ca. 500 nm. A high dislocation density present inside the laths 
can be seen in the BF STEM image shown in Figure 6.6d. Figure 6.6a shows a corresponding transmis-
sion Kikuchi diffraction (TKD) map of the sample at the same position as the STEM image in Fig-
ure 6.6b. The map shows that three different variants are present at the surface in this region and reveals 
the orientations of the martensite laths. 
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c d 

Figure 6.6: a) shows a (001) OM from a TKD scan of the lamella. b) Bright field STEM image of the lamella 
showing martensite laths. c) (001) OM of the location where the TEM sample was extracted. The lamella was chosen 
to be oriented perpendicular to the martensite laths inside the PAG. d) BF STEM image showing high dislocation 
densities inside the laths. 

A second TEM lamella was prepared by FIB in order to observe the martensite morphology away from 
the surface of the second sample which was quenched from 1150 °C. The lamella was cut perpendicular 
to the martensite laths. BF-STEM images were obtained using the STEM detector of the Zeiss Merlin 
microscope. The resulting scans are shown in Figure 6.7. Figure 6.7a shows two groups of laths which are 
both arranged in parallel. The laths vary in size from ca. 10 nm to 400 nm. This could be the result of 
different spatial orientations of the laths inside the TEM lamella. Figure 6.7b shows one group of laths. 
All laths are arranged parallel to each other. A high dislocation density is evident from the tangled struc-
tures inside the individual laths. 
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a b 

Figure 6.7: Bright field STEM images prepared from the second sample which was quenched from 1150 °C: a) BF-
STEM image showing the arrangement of the martensite laths perpendicular to the surface. The laths form in packets 
of parallel oriented laths. The thickness/width of the laths seems to vary between ca. 10 nm and 400 nm. b) BF-
STEM image showing one packet of parallel laths. The laths of this packet exhibit similar dimensions. A high 
dislocation density inside the laths is visible. 

Three z-sections through the samples were prepared in order to study the influence of the free surface on 
the martensitic transformation: The result of this sectioning can be seen in Figure 6.8. The morphology of 
the martensite formed on the surface is not significantly different compared to the morphology which can 
be observed in the bulk. This is the case for the microstructure shown in Figure 6.8a and Figure 6.8b. 
Mainly a change of the cross section of the PAGs can be observed. This corresponds to the three-
dimensional shape of the austenite grains. 

a b 

Figure 6.8: EBSD scans of the sample after removal of surface layers. a) Orientation mapping for z = 2 µm. The 
orientations were aligned to the orientations in Figure 6.2d using a procedure outlined in the discussion. 
b) Corresponding mapping of the martensite orientations for z = 5 µm. 
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6.3 Discussion	

The results of the in situ experiment are discussed in the following sections. Therefore, the EBSD scans 
of the sample in different states are aligned using the FIB markers (cf. Chapter 4.3) and the rotations 
calculated from the reference orientations of the gold wire (cf. Chapter 4.4). An interpolation step (cf. 
Chapter 4.6) is used to account for the different step sizes of the scans. Orientations and parent orienta-
tions can be connected to each EBSD data point using this procedure (cf. Chapter 4.7). The orientation 
pairs generated are used in the following discussion to calculate the dominating orientation relationship, 
variants and their misorientations. The technical details of these methods have been outlined in Chapter 4. 

6.3.1 Austenite	Microstructure	

A surprisingly low number of EBSD studies on the austenitic microstructure of steels can be found in the 
vast literature on the topic of ferritic steels. The author of this study is only aware of three studies [20], 
[24], [332] which mainly focus on the α-γ-α transformation. Therefore, the austenite microstructure is 
shortly discussed here. The grain size of the austenite microstructure was found to be smaller than the 
ferrite grain size even when twin boundaries were ignored. This grain size is larger than the grain sizes 
achieved by Danon et al. [371] with a similar alloy and a similar heat treatment but starting from a mar-
tensite microstructure. The resulting austenite grain size achieved in this work appears to be surprisingly 
low taking into account the grain size of the material at the start of the experiment. This effect may be 
caused by the stabilization and pinning effect of TaC and VN precipitates which are reported to segregate 
to austenite grain boundaries [372], [373]. This pinning effect is also retarding austenite grain growth 
effectively so that no significant grain growth was detected during the holding time at 980°C. Further 
heating to temperatures above 1150°C results in the dissolution of TaC precipitates and rapid grain 
growth [374]. This was observed for the second sample. Figure 6.4b shows lines of non-indexed meas-
urement points in the upper region of the map. These lines are the result of thermal grooves caused by 
austenite grain boundaries suggesting that the large grain at the bottom of the map grew at the expense of 
the smaller grains in the top of the map. 

Figure 6.2b shows that the microstructure contains a large amount of twin boundaries. The fraction of 
twin boundary length amounts to 74.8 % of total interface length. The size of the twins exhibits a large 
variation: Some very large twins are located at grain boundaries. But also very fine twins are present 
exhibiting thicknesses that are close to the step size of the EBSD scan. The austenite grains exhibit a very 
low orientation spread resulting in a mean granular orientation spread smaller than 0.01°. The texture 
index (equal to 1 for random texture and →∞ for single crystal) determined from the ODF which was 
calculated from the large EBSD scan was found to be 1.028 indicating that the austenite phase does not 
exhibit any distinct texture. 

6.3.2 Martensite	Microstructure	

The combination of the austenite orientation map with the martensite orientation map enables an in-depth 
characterization of the martensite microstructure. The calculation method for martensite variants was 
already described in detail in Chapter 4.8. 

The calculation is performed for every measurement point of the EBSD grid and for all of the established 
ORs (Bain [208], KS [204], NW [375], Pitsch [207], GT [206], GT’ [206]). The result of the calculation 
of the KS variant number can be seen in Figure 6.9a and the result of the calculation of the corresponding 
misorientation angles (misorientation angle between the measured product orientation and the closest 
theoretical product orientation according to the KS OR) is shown in Figure 6.9b for the sample which was 
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heated to 1150 °C. Measurement points corresponding to a single variant form elongated domains which 
correspond to martensite laths in the mapping of the variant number. A mapping of the KS variant num-
bers for the sample which was heated to 980 °C is shown in Figure 6.11a. Domains sharing the same 
KS variant number tend to be longer for the sample which was quenched from 1150 °C compared to the 
same mapping for the sample which was quenched from 980 °C. 

A statistical evaluation of the frequencies of these variants is shown as a histogram in Figure 6.10a for the 
sample which was heated to 980 °C and Figure 6.10b for the sample which was heated to 1150 °C. It 
reveals that the 24 variants of the KS OR are not equally distributed. This effect is called variant selec-
tion. The variant selection strength 𝑘௏ௌௌ was calculated from the distribution of KS variants. A descrip-
tion of the definition of this value can be found in Chapter 4.9 (p. 47). The variant selection strength was 
found to be 𝑘௏ௌௌ= 0.362 for the first sample that was quenched from 980 °C. The variant selection 
strength for the sample that was heated to 1150 °C is 𝑘௏ௌௌ =0.469. 

This shows that stronger variant selection occurred for this sample than for the sample which was heated 
to 980 °C during transformation. As there are no mechanical stresses applied to both samples, the cause 
for this variant selection can only be explained by the presence of the free surface. Variants enabling the 
accommodation of transformation strains perpendicular to the free surface will be favored. This minimiz-
es plastic and/or elastic accommodation effects that are not directed out of the surface. 

The differences in the degree of variant selection between the two samples can be attributed to the larger 
austenite grain size of the second sample. The longer martensite laths (cf. Chapter 2.1.8.2) lead to a more 
efficient accommodation of transformation strains through variant selection hence more pronounced 
variant selection is observed. 

a b 

Figure 6.9: a) Mapping of the KS variant number corresponding to the austenite-martensite orientation pair for the 
sample which was heated to 1150 °C. b) Map of the misorientation angle of the martensite orientation to the closest 
theoretical transformation product variant. 

This assumption is further supported by the arrangement of the martensite variants as shown by the 
variant map in Figure 6.9a: One group of variants which all belong to one CPP packet is predominantly 
formed. Variants belonging to another CPP packet are situated in between groups of the dominant vari-
ants. A direct comparison of the histograms for both samples shows that the qualitative trend of variant 
selection is very similar. 
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The differences in variant selection for the two austenite grain sizes suggest that a more pronounced 
variant selection can be observed for larger austenite grain sizes. The very low height of the surface relief 
of the sample with more pronounced variant selection additionally implies that variant selection is pre-
ferred over the formation of a relief for the accommodation of transformation strains. This indicates that 
variant selection is preferred over plastic deformation as a way of accommodating transformation strains. 
The efficiency of variant selection seems to be affected by the geometrical constrains imposed by the 
austenite grain boundaries. 

a b 

Figure 6.10: Histograms showing the frequencies of the KS variants. The red curve shows the mean misorientation 
angle of the calculated martensite variant based on the austenite orientation to the measured martensite orientation for 
all measurement points of that variant. a) shows the histogram for the sample which was heated to 980 °C and 
b) shows the histogram for the sample which was heated to 1150 °C. 

Abnormal austenite grain growth of the second sample at 1150 °C did continue in the time between the 
last HT EBSD scan and quenching. This abnormal austenite grain growth is reflected in the calculation of 
the misorientation of the transformation product orientation to the closest theoretical transformation 
product orientation based on the local austenite orientation and the OR (the KS OR was used here). A 
large misorientation angle, in comparison to the inner regions of the large grain, indicates that the austen-
ite grain grew into these directions. This can be seen in Figure 6.9b where this misorientation angle is 
mapped. It shows a low misorientation angle of less than 3° for large parts of the map but also regions 
with high misorientation angles of more than 20°. This indicates that the grain grew towards the top of the 
map consuming some of the grains above the large grain (cf. Figure 6.4a) in the time between the last 
EBSD scan and quenching. A second area exhibiting large misorientation angles can be seen on the left 
side of the large grain indicating that the grain also grew into this direction. The low misorientation 
angles around the austenite twins and (more importantly) the change of the spatial orientations of the laths 
show that, contrary to the grain boundaries, the twin boundaries did not move but remained at their 
positions. 

The grain reconstruction algorithm of the MATLAB/MTEX toolbox [362] was used to generate spatial 
clusters of single martensite variants resulting in a variant map. In this way a map of regions sharing the 
same OR is calculated. This procedure enables variant reconstruction without the use of a grain recon-
struction algorithm for the martensite microstructure so that the results are not dependent on a threshold 
angle for the definition of grain boundaries. A detailed description of this procedure can be found in 
Chapter 4.10. The resulting map is shown in Figure 6.11b: The martensite laths tend to form parallel 
arrangements consisting of different variants. A comparison between the austenite microstructure and the 

1150 °C 980 °C 
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martensite variant map shows that the spatial orientation of the laths within this arrangement is deter-
mined by austenite twins present in the vicinity of the laths before the transformation. The laths are 
arranged parallel to these twins in most cases. The variant map shows that they often span the length of 
the parent austenite grain (PAG). The accommodation of the transformation strain of subsequent laths can 
be achieved effectively by forming a parallel arrangement. 

a b 

Figure 6.11: a) Map of the KS variant number calculated from the austenite-martensite orientation pairs for the 
sample which was heated to 980 °C. b) Variant map calculated from the austenite martensite orientation pairs using 
the KS OR. Variant boundaries are plotted as fine black lines and previous austenite grain boundaries are plotted as 
thick black lines. 

An interesting behavior can be observed at parallel austenite twins exhibiting the same orientation: This is 
illustrated with a section from the variant map (cf. Figure 6.11b) and the corresponding austenite orienta-
tion map shown in Figure 6.12a. Each of the laths formed at these twins belong to the same KS variants 
albeit they form at different temperatures independently of each other. Subsequent laths formed in parallel 
to these laths also belong in each case to the same variant indicating that a reproducible transformation 
sequence can occur if the same crystallographic conditions prevail. 

Figure 6.12b shows the bivariant histogram of the relative frequency of KS variant pairings for the sample 
which was quenched from 980 C. Variant pairing analysis for the sample which was quenched from 
1150 °C shows the same trend. The calculation procedure for variant pairing analysis is described in 
detail in Chapter 4.11. The analysis of variant pairing shows two predominant variant pairing tendencies: 
The first one is a preferred pairing of variants exhibiting a twin relationship resulting in a misorientation 
angle of exactly 60°. The second one is a preference for minimal misorientation angles. The misorienta-
tion angles between the KS variants are shown in Figure 6.12b in the upper triangle. The misorientation 
angles fall into two groups: One group contains angles between 10.53° and 21.06° and the second con-
tains angles between 47.11° and 60°. The angle of the preferred pairings falls either on the smallest angle 
of group one or the largest angle of group two (mostly Σ3). The result of the variant pairing analysis is not 
in accordance with earlier studies by Stormvinter et al. [209] focusing on FeC alloys but closer to the 
results of a study of variant pairing performed on a 13Cr5Ni steel by Liu et al. [376]. It has to be men-
tioned that the austenite orientations used for the calculation of martensite variants in these studies 
(Stormvinter et al. and Liu et al.) were determined solely on the basis of PAR algorithms. The similarity 
of the variant pairing in this study to the results of the study on a steel with similar composition may 
indicate that the pairing of variants is strongly influenced by the chemical composition of the alloy. 
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Figure 6.12: a) Shows a section of the austenite orientation map in I) containing two larger twins. II) shows a variant 
map of the same section after transformation b) Color-coded bivariant histogram showing the relative frequency of 
pairings of martensite variants in the lower right hand side triangle. The upper left hand side triangle shows the 
misorientation angles of the KS variants and can be used to read the bivariant histogram by using the x=y axis as a 
mirror plane. 

The variant reconstruction approach used in this work allows for an accurate statistical analysis of the 
martensite microstructure. The mean size of the laths was investigated by principal components analysis. 
Ellipses are thereby fitted to the laths and the length of the short and long axis as well as an angle describ-
ing the orientation of the laths is calculated. Figure 6.11a shows that there are some areas were the orien-
tations cannot be assigned to one or the other variant very well leading to some very fragmented areas. 
The principal components analysis was therefore applied only to laths exhibiting an aspect ratio larger 
than 10. The mean lath thickness was found to be 330 nm and the mean lath length 7.2 µm. 

6.3.3 Martensite	Nucleation	

The observation of the transformation sequence for the sample which was quenched from 980 °C on the 
surface suggests that the martensite start temperature 𝑀ௌ is 492 °C for an alloy of this composition, 
austenite grain size and the specific applied cooling rate. The martensite finish temperature 𝑀௙ was found 

to be 423 °C. No new laths were formed at the surface after this temperature was reached. Raju et al. 
[377] performed a detailed DSC study on the martensite formation kinetics on an EUROFER steel. They 
found martensite start temperatures ranging between 387 °C and 507 °C and martensite finish tempera-
tures between 355 °C and 235 °C for an alloy of similar composition. The martensite start temperature is 
affected by the chemical composition of the alloy but also by austenite grain size and quenching rate. A 
further contribution to the chemical free energy change during transformation can arise from the free 
surface: Klosterman and Burgers [378] suggested that for a Fe-Ni alloy martensite at the surface forms 
5 K to 30 K above the 𝑀ௌ temperature that was determined for the bulk material. It is evident that the 
presence of a free surface will lead to a reduction of the driving force due to a reduction of the strain 
energy associated with the accommodation of transformation strains for the martensite laths. According to 
Bhadeshia [379] this reduction is in the range of 600 J mol-1. 

The location of the nucleation of the first lath in an austenite grain was found to be strongly heterogene-
ous: every isolated nucleation event occurred at an austenite twin. Nucleation events that did not occur in 
the vicinity of an austenite twin boundary were connected to previously formed martensite laths and are 
caused by the autocatalytic effect (cf. Chapter 2.1.8.3) arising from the stress fields of laths that were 
formed earlier. Some groups of laths were also observed to form instantaneously within the time resolu-
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tion of the observation. The observations suggest that twin boundaries act as preferred nucleation sites 
during martensite formation. This is illustrated in Figure 6.13. 

 

Figure 6.13: Orientation analysis of two nucleation events during the martensitic transformation. 
a) and e) Comparison of the orientation of the lath formed at a twin boundary to the KS variants of the crystals 
connected to the same. b) and f) show the austenite microstructure around the twin where the lath nucleated in detail. 
c) and g) Show the corresponding martensite microstructure formed at this location. d) and h) SE images of the 
nucleation events and the relief caused by the formation of the martensite lath. 

This strongly heterogeneous nucleation suggests that there may be an effect of the orientations of the 
twinned crystals on the orientation of the nucleating variant due to the special crystallographic character 
of the twin interface. The orientations of the variants that nucleate were compared to the theoretical KS 
products of the two orientations connected to the twin related crystals in order to elucidate any variant 
selection mechanism active during nucleation. Figure 6.13 shows this comparison for two selected exam-
ples. Figure 6.13a and Figure 6.13e depict a comparison of the KS variants of the two twin related austen-
ite crystals with the orientation of the martensite lath nucleated at this twin boundary. The markers indi-
cating the KS variants of the twins are colored according to the orientation of the austenite grains using 
the same color key as in Figure 6.13b. The small square marker highlights the orientation of the lath 
formed at this position (marked with a black triangle in Figure 6.13a). The triangles in Figure 6.13b and 
Figure 6.13f indicate the twins on the austenite orientation maps where the nucleation takes place at 
471 °C and 487 °C, respectively. Figure 6.13c and Figure 6.13g show the corresponding section of the 
final martensite microstructure. Both laths formed in the nucleation events are marked by black triangles. 
The relief related to the nucleation is shown in Figure 6.13d and Figure 6.13h. It reveals that the lath in 
Figure 6.13d is not formed alone. A second lath parallel to the first one formed together with it. The 
formation of the first martensite lath located parallel to an austenite twin was observed for the majority of 
the first nucleation events in austenite grains. Laths often formed in groups sharing the same spatial 
orientation. This suggests that the formation of more than one lath enables a more effective accommoda-
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tion of transformation strains. A comparison of the orientations in Figure 6.13a and Figure 6.13e shows 
that the variant which nucleated at the austenite twin boundary exhibits a KS orientation relationship to 
both twin related orientations neighboring the twin boundary. 

This nucleation condition was found for all nucleation events which were observed (i.e. the first nuclea-
tion in every austenite grain). The orientation of the lath formed in Figure 6.13c is very close to KS 
variant 13 of the twin and KS variant 9 of the matrix next to the twin. These KS variants of both sides of 
the twin boundary result in the same bcc orientation (which is also the case for 15&11, 18&8, 16&12, 
17&7 and 14&10). The misfit angle between the orientation of the lath and the common orientation of 
variants 13 and 9 is lower than 1°. Similar low misfit angles were observed for all other isolated nuclea-
tion events. This nucleation condition reduces the number of possible variants (i.e. bcc orientations) 
which can form with respect to the KS OR from 42 (24 for both orientations at the twin boundary minus 6 
common orientations) to only 6 possible orientations. 

The same crystallographic nucleation condition was observed by Luo and Weatherly [380] for the pre-
cipitation of Cr-rich bcc phase from a binary Ni-45 wt% Cr alloy. They found that the precipitates exhib-
ited KS OR between matrix and twin. A similar observation was made by Ameyama and Maki [236], 
[381] for a Fe-25%Cr-6%Ni duplex steel: Austenite particles precipitated primarily at ferrite deformation 
twins upon annealing after compression. They also found that these precipitates are KS variants of both 
matrix and twin. Later, this nucleation condition was discussed by Furuhara and Maki [382] as a means 
for "variant metallurgy" but in this case only for diffusive phase transformations. 

Nucleation of martensite at twin boundaries may be preferred because of several reasons: The Σ3 inter-
face itself may lower the energy needed for the formation of a lath especially if the twinning interface can 
act as the martensite habit plane. The habit plane of lath martensite is reported to be close to (557)γ which 
would be 9.45° off of the twinning plane (111)γ. However, variations of the habit plane in lath martensite 
are reported in the literature [126], [127], [189], [383], [384] ranging between (111)γ and (557)γ. This 
suggests that the lath formed at a twin boundary should be oriented parallel to the twinning plane maxim-
izing the common interface area of lath and twin. This behavior is indeed observed for most nucleation 
events investigated. 

The twin boundary may act as a source of dislocations for the formation of martensite nuclei. The for-
mation and structure of these nuclei is described by a model developed by Olson and Cohen [156]. They 
discuss a nucleation mechanism based on the Bogers-Burgers model [159] which proposes the formation 
of bcc/bct structured domains by the spread of Shockley partial dislocations over several planes in an fcc 
crystal (cf. Chapter 2.1.8.3). In an review of experimental work by Dash and Brown [161] they suggest 
the incoherent part of twins as an suitable source for dislocations of this type. An alternate and more 
general approach suggests that Intrinsic Grain Boundary Dislocations (IGBDs) [164] may facilitate the 
nucleation of martensite if they fulfill the requirements arising from the Bogers-Burgers model. 

The experimental evidence presented in this work shows that twin boundaries are generally preferred over 
grain boundaries as nucleation sites. Furthermore, the results suggest that the intersection of the twinning 
boundary with the grain boundary acts as the dominant nucleation site: These special triple points can 
provide the Shockley partials and may act as a location of coherency stress that locally lowers the energy 
barrier for martensite nucleation. It is not yet clear if the presence of the free surface promotes this mech-
anism or if it is even a prerequisite for enabling this nucleation mechanism and/or the observed clear 
preference for Σ3 boundaries. It is difficult to answer this question based on experiments because the 
locations of the austenite twins are very difficult to detect in the bulk. 

The observed nucleation mechanism, statistical analysis of variant selection and variant pairing call for a 
more differentiated discussion of the term “variant selection”. Two types of variant selection will occur 
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during transformation: Variant selection during nucleation and variant selection during growth. The 
analysis of martensite nucleation revealed that a very strict variant selection mechanism is active during 
nucleation. The nucleated variant or group of martensite laths will influence further variant selection 
which may then occur during growth i.e. the habit plane and stress field of the variant(s) nucleated first 
will influence which variants will subsequently form. This implies that the properties of existing austenite 
twins will determine, together with the shape and size of the prior austenite grains, the martensite micro-
structure (if no additional, external stresses are present). This is schematically illustrated in Figure 6.14: 
The case of an austenite grain which contains a twin boundary embedded in a fully austenitic microstruc-
ture is depicted in Figure 6.14a. The nucleation of the first martensite lath is governed by crystallographic 
constrains by the nucleation condition at the austenite twin boundary (cf. Figure 6.14b). The crystallo-
graphic variant selected here determines the habit plane and to some extent the stress field of this lath. 
These two factors play a role in the the variant selection during growth of subsequent laths. This is illus-
trated in Figure 6.14c. The stress field of the lath, which forms first, will lower the driving force for the 
nucleation of further martensite laths (i.e. the autocatalytic effect). Further factors which will influence 
variant selection during growth are the geometrical constrains imposed by the size and shape of the PAG. 
This is schematically illustrated in Figure 6.14d. Martensite laths tend to minimize their aspect ratio (cf. 
Chapter 2.1.8.2) resulting in laths that are as long as possible in order to minimize their strain energy. The 
PAGBs hinder this growth of the martensite laths resulting in higher transformation strains. Simultane-
ously, martensite growing in different directions will similarly impose constraints upon each other. 

a b 

c d 

Figure 6.14: Illustration of factors influencing martensite variant selection and their interrelation. a) shows a sche-
matic representation of the austenite microstructure. b) shows the nucleation of a martensite lath at an austenite twin. 
c) depicts the influence of the stress field and habit plane of this martensite lath on the formation of consequent laths. 
d) illustrates the constraining effect of PAGBs on variant selection. 
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6.3.4 Martensite	Transformation	Sequence	

The series of images which was recorded during the martensitic transformation was compared to the 
variant map shown in Figure 6.11b to assess the transformation sequence quantitatively. The results are 
depicted in Figure 6.15a as a transformation temperature map. This map visualizes the temperature at 
which a specific lath formed. The information is combined into the variant map as a property of the 
individual laths. It indicates that parallel laths tend to form at the same temperatures generating packets of 
parallel laths. Laths forming in such packets belong to the same close packed plane (CPP) group. 

The size of the laths that nucleate first exhibit a similar size distribution as the final martensite micro-
structure. Morsdorf et al. [194] suggested that coarse laths exhibit a lower dislocation density because 
they were formed earlier than smaller laths. In contrast to the indirect analysis of the transformation 
sequence (based on carbon content measured by atom probe tomography (APT)) performed by Morsdorf 
et al., a preference for the formation of larger martensite laths in the early stage of the transformation was 
not found. The differences in dislocation density in the martensite laths may be caused by another effect: 
Laths that correspond to variants which are preferred under the local stress state will grow in a more 
unrestricted manner compared to laths that correspond to variants that do not fit to the local stress state. 
However, this is not necessarily influenced by the point of time when they nucleated. The analysis of 
nucleation shows that the variants that form first are restricted by the specific crystallographic variant 
selection mechanism at austenite twins. In the same manner, this variant selection mechanism will restrict 
the habit plane and spatial orientation of the laths which form first. The lower dislocation density is 
therefore a direct consequence of the local stress state which favors the formation of a specific variant and 
influences its size. To some degree it may be independent from the transformation sequence. 

The transformed fraction can be calculated by integration of the area of the martensite laths corresponding 
to each temperature. It has to be mentioned that this method cannot include information about the bulk 
material and is solely based on the transformed fraction on the surface. The result of this analysis is 
plotted in Figure 6.15b. It shows that the transformation occurs between 492 °C and 423 °C and the 
maximum transformation rate is reached at 457 °C. 

 

Figure 6.15: a) Mapping of the transformation temperature of individual martensite variants. The variants in the 
black areas are too small or the transformation temperature was not recognized. PAG boundaries are plotted as red 
lines. b) Transformed fraction of the mapped and registered area plotted against the temperature showing the progres-
sion of the transformation. 
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6.3.5 Quantitative	Analysis	of	the	Martensite	Habit	Plane	

The most common direct way for the determination of the habit plane reported in literature is performed 
by TEM [124], [218], [383], [384]. The closest lattice vector with respect to the lath interface is deter-
mined and then from orientation measurements of retained austenite or by using an OR, the correspond-
ing plane in the parent crystal is determined. This does not enable a statistical evaluation of the habit 
plane for a larger surface area or volume. Similar approaches using EBSD are also limited by the method 
by which the parent orientations are identified. 

A statistical approach was developed for the determination of the habit plane and used with the parent 
orientations measured at 980 °C. The variant map shown in Figure 6.11b was used for this evaluation. 
This has the advantage that regions corresponding to a single martensite variant are defined. The method 
for the estimation of the martensite habit plane is described in detail in Chapter 4.13. This procedure was 
performed for every parent (austenite) grain in order to account for variations of the habit plane. The 
resulting orientations of the habit plane are plotted in Figure 6.16. The variation of the habit plane is 
surprisingly large. The vectors of the habit plane commonly reported in literature are plotted in red in 
Figure 6.16 for comparison. 

For the sample which was quenched from 980 °C it can be seen in Figure 6.16a that the (259)γ habit plane 
fits best but that also regions can be found where the habit plane is closer to (225)γ or (557)γ. The mean 
habit plane orientation was identified to be close to (348)γ. The resulting habit plane orientations for the 
sample which was quenched from 1150 °C exhibit also a large scatter but are shifted away from the [111] 
direction. The mean habit plane was here found to be (214)γ which is ca. 6° away from (348)γ. It is not 
clear if the large scatter of the habit plane is caused by surface effects or by effects connected to the 
transformation misfit. This assumption would imply that the scatter of habit plane orientation will de-
crease if elastic and/or plastic accommodation of transformation strains are reduced. It could also be 
reasoned that this scatter may be caused by the presence of the free surface and the accommodation of 
transformation strains perpendicular to the free surface. There are not many reports on studies of the habit 
plane with a similar statistical approach that can serve for comparison. Otte et al [384] concluded that the 
observed scatter of the habit plane is not a result of measurement errors but is real. They also concluded 
from comparison of the habit plane on the surface and in the bulk that the habit plane measured on the 
surface is also valid for the bulk. 

a b 

Figure 6.16: Inverse pole figure showing the most common habit planes calculated for the martensite microstructure. 
The most common habit planes found in literature are marked in red. a) for the sample which was quenched from 
980 °C. b) for the sample which was heated to 1150 °C.  

1150 °C 980 °C 
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6.3.6 Comparison	of	Surface	and	Bulk	Microstructure	

TEM lamellae were prepared from the material by FIB milling for a more detailed comparison of the 
observations made on the surface to the microstructure of the bulk material. The result of a Transmission 
Kikuchi Diffraction (TKD) scan on the lamella extracted from the sample which was heated to 980 °C is 
shown in Figure 6.6a. The top of the scan corresponds to the surface of the sample. The orientations at the 
top of the TKD scan were compared to the orientations measured by EBSD on the surface at the exact 
location were the lamella was extracted. This was done to align the orientations measured by TKD to the 
orientations which were measured on the surface. These orientations and the orientations of the austenite 
grain which were measured at 980 °C by EBSD at this position were used to calculate the KS variants and 
the misorientation angle to the closest KS variant assuming that the austenite grain extended far enough 
into the bulk. Figure 6.17a indicates that this misorientation angle is low also beneath the surface of the 
sample. This suggests that the austenite grain extended deeper than the depth of ca. 4 µm examined by the 
lamella. In particular, this proves that no surface layer formed which could exhibit different properties 
than the bulk material. 

 

Figure 6.17: TKD mapping of the misorientation angle to the closest KS variant. It shows that there is no significant 
change of OR present from the surface towards the bulk of the sample. 

As mentioned above it can be assumed that the transformation is influenced by the presence of the free 
surface. It is very difficult to perform a similarly detailed and accurate analysis of the bulk of a specimen. 
Therefore, the influence of the free surface has to be examined. This requires depth information about the 
microstructure of the sample. Otherwise it cannot be ruled out that only a thin layer of martensite formed 
on the surface or that the microstructure at the surface is completely different from the bulk microstruc-
ture. Therefore, cross sectioning of the sample via polishing was carried out. Two EBSD scans of the 
microstructure at z ≈ 2 µm and z ≈ 5 µm were performed. This does not only enable the examination of 
the influence of the free surface on the transformation but also changes in martensite morphology and 
crystallography from surface to bulk. 

A correction of the orientations measured on the polished surface is needed to allow for a direct compari-
son of measured orientations in the bulk of the sample to the ones measured on the surface at 980 °C: The 
determination of the misorientation between the EBSD scan shown in Figure 6.2 and the EBSD scan after 
the removal of the surface layer is difficult due to possible orientation gradients in the martensite micro-
structure which can therefore not be used as reference orientations. Instead, an indirect alignment of the 
orientations was performed: The PAR algorithm of Cayron et al. [262], [263] was used to obtain an 
estimation of the prior austenite microstructure. The misorientation between both austenite maps was then 
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calculated by comparing several orientations of the austenite grains on the map measured at 980 °C to 
orientations of the austenite grains on the reconstructed map. Thereby a one to one comparison of the OM 
underneath the surface to the EBSD scan at 980 °C is possible if it may be assumed that the austenite 
grains reach deeper than the depth of 3 µm that was removed from the surface. The TKD results obtained 
from the TEM lamella close to the area under consideration above supports this assumption. An indicator 
that can be used to further confirm this hypothesis is the misorientation angle towards the closest KS 
variant (cf. Figure 6.17). However, a careful test of this method revealed that the reconstructed orienta-
tions did not fit to the orientations of the HT EBSD scan: It was not possible to find a rotation which 
aligned all orientations of the reconstructed grains of the different z-levels. 

Figure 6.18a shows a map of the misorientation angle of the martensite to the closest KS variant calculat-
ed from the austenite orientations which were measured on the surface of the sample. It can be seen that 
all misorientation angles are relatively small. This is not the case for the corresponding maps further 
inside the bulk that are depicted in Figure 6.18b and Figure 6.18c. The KS misorientation angles are only 
very small for the PAG in the middle of the map because the orientation of this grain was used for the 
alignment. It is surprising that the other austenite grains exhibit relatively high misorientation angles. This 
could only be explained by the following considerations: 

1. Orientation gradient in z-direction in the austenite grains. 

2. Very flat austenite grains so that the martensite laths measured in z > 0 belong to different austen-
ite grains. 

3. Rotation of the austenite grains due to the martensitic transformation. 

4. Change of the OR between surface to bulk. 

5. Deformation of austenite by transformation strains of martensite formed in its vicinity. 

 

a b c 

 
z = 0 z ≈ 2 µm z ≈ 5 µm 

 
Figure 6.18: Map of the misorientation angle of measured martensite orientations towards the closest calculated KS 
variant. a) shows the mapping of the surface. Measured austenite orientations were used to calculate the orientations 
of the KS variants. b) and c) show the misorientation mapping for z ~ 2 µm and z ~ 5 µm respectively. The austenite 
orientations used for the calculation of the KS variant orientations were taken from a PAR algorithm. The orientation 
of the resulting map produced by the algorithm was corrected using the grain in the middle of the map. 
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These considerations are discussed in the following section: 

1. From the EBSD scans of austenite at elevated temperature it does not appear to be sensible to as-
sume orientation gradients inside the bulk. The OM of austenite at high temperatures shows that 
it is very unlikely that orientation gradients should be present in austenite grains in z-direction. 
Additionally, the TKD OM of the TEM lamella of the same sample did not reveal indications 
that support this assumption.  

2. The assumption that the austenite grains are very flat and that the grain does not extent deeper than 
5 µm into the bulk can be ruled out by a simple comparison of the grain shapes of the recon-
structed PAGs to the austenite grains measured on the surface: It can be seen that the grain 
boundaries do not extent perpendicular to the surface into the bulk but new grains (i.e. new aus-
tenite orientations) do not appear. Even several austenite twin boundaries extending almost per-
pendicular into the surface can be seen in the martensite microstructure for z ≈ 5 µm. 

3. A rotation of complete austenite grains would result in a uniform misorientation for a single PAG 
in the misorientation maps. But the regions of uniform misorientation angle in Figure 6.18 do not 
correspond to PAGs but to martensite laths. This suggests that the observed effect must be a re-
sult of a mechanism acting on the microstructural level of individual laths. 

4. & 5. The last two considerations are hard to separate but are the most plausible ones for an expla-
nation of the observed misorientations: The OR compares the orientations of the parent and 
product phase. However, plastic deformation due to the transformation misfit will also contribute 
to the misorientation between the parent and product phase. The definition of the OR must in-
clude these contributions or an “apparent OR” has to be defined. This last assumption seems to 
be the most plausible one: Variant selection will change due to the changed stress state in the 
bulk material. Therefore, stresses acting not perpendicular towards the surface are more pro-
nounced in the bulk in comparison to the surface. It may also be assumed that martensite first 
forms at the surface and penetrates into the bulk. During this propagation, the stress states will 
change resulting in more plastic deformation of austenite in the vicinity of growing martensite 
laths leading to a change of austenite orientations. 

The orientation of an individual austenite grain was aligned to allow for martensite variant analysis of one 
single austenite grain. The grain in the center of the map depicted in Figure 6.8 was chosen for the analy-
sis. The KS variants calculated from the aligned maps for this grain are plotted in Figure 6.19. The com-
parison shows that the martensite habit plane does not significantly change with increasing depth. Most of 
the laths are still parallel to the laths that formed on the surface of the sample. A statistical analysis of the 
lath length indicates that it decreases with increasing depth from 7.2 µm at the surface to 5.1 µm at 2 µm 
depth and to 4.9 µm at 5 µm depth. The width of the laths is less affected. The thickness at the surface 
was 330 nm, at 2 µm depth 260 nm and also 260 nm at 5 µm depth. 
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a b c 

 
z = 0 µm z = 2 µm z = 5 µm 

Figure 6.19: Comparison of martensite variants in a selected PAG in different depths. a) shows a mapping of the KS 
variants at the surface. b) shows the corresponding mapping at a depth of z = 2 µm and c) shows the mapping of the 
KS variants at a depth of z =5 µm. The corresponding color key can be found in Figure 6.12a. 

6.3.7 Orientation	Relationship	

Figure 6.20a shows the (100) pole figure of the orientations measured in the large EBSD scan of the 
austenite microstructure at 980 °C. It does not exhibit a specific texture but distinctive maxima due to the 
relative small sample size. Figure 6.20b shows the corresponding (100) pole figure for the orientations of 
the martensite that formed at the same location. The martensite orientations exhibit two distinct maxima. 
This is a result of variant selection. The pole figure does also exhibit a circle of very low intensity which 
formed around a center with higher intensity. 

Figure 6.20c shows a representation of the OR between the austenite and martensite orientation pairs 
measured in the area depicted in Figure 6.2. The austenite orientations were therefore rotated to one 
common (001)[100] austenite orientation. The same rotations needed to accomplish that were also applied 
to the corresponding martensite orientation in the same regions. The resulting pole figure of the rotated 
martensite exhibits distinct intensities close to the orientations of the variants of the KS OR which are 
marked in the pole figure by blue dots. The OR is very sharp and the intensities of the different variants 
are not equal. 
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Figure 6.20: a) (100) pole figure of austenite orientations at 980°C measured in the large EBSD scan. 
b) corresponding (100) pole figure of the martensite microstructure after the transformation. c) (100) pole figure 
calculated from the austenite/martensite orientation pairs representing the orientation relationship between the two 
phases. The orientations of the KS variants are marked with blue dots and the orientations of variants of the OR 
calculated for this material are marked with black dots. 

The actual OR for this material was determined by calculating the Misorientation Density Function 
(MDF) [385]–[388] using a de la Vallee Poussin Kernel with a halfwidth of 5° [389] from the fcc/bcc 
orientation pairs. As there may be some uncertainties connected to the alignment of the high temperature 
and low temperature maps the points considered in this analysis were restricted. Only orientation pairs 
having a minimum distance of at least 2 µm to the closest PAG boundary were considered for the calcula-
tion of the OR. The maximum of the MDF was calculated and from this misorientation the common 
parallel planes and directions were calculated. A detailed description of this method can be found in 
Chapter 4.12. The resulting OR for the sample that was quenched from 980 °C is close to the KS OR and 
represents the orientations produced by the martensitic transformation very well (cf. Figure 6.20). The OR 
which was calculated can be described as: 

 
ሼ201തሽఊ || ሼ221തሽఈ 
〈01ത0〉ఊ || 〈11ത0〉ఈ 

Eq. 6.1 

 
This OR (subsequently called OR1) is less than 10° away from the KS, NW, Bain, Pitsch, GT and 
GT’ OR. The minimum intervariant misorientation angle of this OR is 10°. The variants of the resulting 
OR are marked by black dots in Figure 6.20c. It shows that the KS OR can be used as a good approxima-
tion of the actual OR found in the material but that the misorientations exhibiting the highest frequencies 
are not located on any of the variants of the KS OR but can be found in between those. The calculated OR 
is closer to the maxima of the pole figure. The OR calculated for the sample which was quenched from 
1150 °C is very close to the OR calculated above and it does also produce 12 variants. The misorientation 
angle between the ORs for the two samples is smaller than 1.6°. This is in the range of the accuracy of the 
EBSD method. This suggests that despite the differences in martensite morphology of both samples, the 
OR is not affected. 

Here, the considerations made in Chapter 5 are applied to assess the accuracy of the different ORs quanti-
tatively. This analysis is based on the orientation pairs which were measured for the sample which was 
quenched from 980 °C. The OR calculated from these orientation pairs is also included into the analysis 
as “OR1”. The fractions of measurement points fulfilling the different ORs are listed in Table 6.2. This 
analysis demonstrates that the KS OR fits best for tolerance angles larger than half of the minimum 
intervariant misorientation angle of the KS OR (i.e. 5.26°). The GT’ OR fits best for tolerance angles 
smaller than that. 
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𝝎 (°) KS NW Pitsch GT GT’ Bain OR1 

7 0.9518 0.8687 0.7740 0.9465 0.9498 0.0414 0.8407 

5 0.7966 0.6007 0.3344 0.7428 0.8494 0.0028 0.5410 

3 0.3670 0.2277 0.0664 0.2855 0.5008 0.0002 0.1633 

Table 6.2: Fractions of bcc-fcc orientation pairs between austenite and martensite fulfilling an OR under a certain 
tolerance angle 𝜔. The most common ORs from literature and the OR described above are compared. Three tolerance 
angles were selected for the comparison. 

The relative frequencies corresponding to the fractions for completely random samples need to be calcu-
lated for a valid comparison of the ORs. The 𝑓ைோ,௡௢௥௠ሺ𝜔ሻ values from Chapter 11.2 were used to calcu-

late normalized frequencies 𝑓ைோ,௖ሺ𝜔ሻ in multiples of random. The results of the calculation are listed in 

Table 6.3 for 7°, 5° and 3°. 

𝝎 (°) KS NW Pitsch GT GT’ Bain OR1 

7 18.67 31.23 27.86 22.23 22.38 5.96 33.89 

5 39.29 59.15 32.94 41.45 47.41 1.09 53.21 

3 83.67 104.02 30.27 65.15 114.40 0.35 74.39 

Table 6.3: Frequencies of the occurrence of ORs between austenite and martensite under a tolerance angle 𝜔 in 
multiples of random. The most common ORs from literature and the OR described above are compared. Three 
tolerance angles were selected for the comparison. The corresponding absolute frequencies can be found in Table 6.2. 

The values of the relative frequencies expressed as multiples of random change the trends that were 
observed for the absolute frequencies. The best fit to the experimental data can be found for the inverse 
GT OR for the smallest tolerance angle of 3°. The fit of the NW OR and even KS OR are better than for 
OR1 which was calculated from the experimental data. 

This effect is probably caused by the variant selection which can be observed for this measurement: The 
method for the determination of the OR considers the absolute maximum of the MDF which is calculated 
from the experimental data. It does not consider a certain tolerance angle. This could be achieved by an 
algorithm that searches for a sphere in misorientation space with radius 𝜔 corresponding to the tolerance 
angle in which a maximum number of measurement points can be found. The inverse GT OR performs 
worse than the NW OR and OR1 for a tolerance angle of 5°. For the highest tolerance angle considered 
here (7°) the best fit can be found for OR1 followed by the NW OR and the Pitsch OR. 

Similar investigations were performed by Barcelo et al. [366], [390] using EUROFER steels, among 
others. Unfortunately, they did not take into account the differences for random orientation frequencies of 
the ORs under consideration but instead used the absolute frequencies to quantify the ORs of the marten-
site. The austenite orientations used in these studies were calculated using a PAR algorithm for which 
neither sufficient data on its success rate nor its accuracy is available. Similar analysis of different steels 
by different research groups [367], [391], [392] did also not consider the occurrence of random orienta-
tion of the different ORs. The quantitative analysis of ORs without these considerations may lead to false 
conclusions about the predominant OR connected to the investigated phase transformation. 
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Although the considerations described in Chapter 5 were included into this analysis, the question of the 
predominant OR remains difficult. The evaluation above shows that the analysis of the frequencies of 
certain ORs in a large number of diffraction experiments can remain ambiguous despite the use of relative 
frequencies. 

Visualization in the axis-angle space [393] is chosen to show the relation of the OR reported here to the 
well-established ORs. Two projections of this three-dimensional representation are plotted in Figure 6.21. 
It reveals that the OR calculated for this material is in between the well-established ORs. It is located at 
the edge of the fcc/bcc misorientation space. This leads to the formation of only 12 variants (c.f. Chap-
ter 5.4). The OR can be found in between the Pitsch OR and the NW OR. It is 2.6° away from the 
NW OR and 6.9° away from the Pitsch OR. The proximity of the measured OR to the established ORs is 
in agreement with similar observations made in martensite based on residual austenite. A relative large 
spread of the OR between the well-established ORs was observed [203], [215], [217]. The OR found for 
this material is however relatively sharp compared to the ORs observed in the literature. The spread of the 
OR is often discussed to be a consequence of transformation strains deforming the untransformed matrix 
during the transformation. If this is the case an “apparent OR” would be a more appropriate term for the 
measured OR. 

 

Figure 6.21: Representation of the OR calculated for EUROFER and the well-established ORs in axis-angle space. 
a) shows the projection parallel to (001) and b) shows the projection parallel to (010). The NW, GT, GT’, Pitsch, KS 
and Bain OR are represented as red, orange, beige, brown, blue and pink dots. The OR calculated here is marked with 
a black square. 

From the literature it is not clear how the free surface may influence the transformation and if these 
influences would also affect the orientation relationship. Differences in the observed OR may be caused 
by different degrees of plastic/elastic accommodation of transformation strains for the bulk and material 
close to the surface and due to the accommodation of transformation strains perpendicular to the free 
surface. However, the reasons for this shift away from the well-established ORs is not clear. Different 
ORs were mainly proposed for steels of different compositions. The KS OR was first observed in FeC 
alloys [204] whereas the NW OR was mostly observed in FeNi alloys [205], [375]. The crystallographic 
mechanism involved in the transformation determines the resulting structure and thereby the OR. Fur-
thermore, the transformation mechanism and in particular the motion of individual atoms is mostly not 
discussed and remains unknown to great extent. This cooperative movement during the transformation is 
the process in which alloying elements may influence the pathways of the atoms and thereby also the 
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structure of the transformation product. All models that are currently discussed regarding the martensitic 
transformation in steels also omit the role of carbon atoms and the atoms of other alloying elements. This 
shows that the influence of the parameters governing the transformation such as transformation tempera-
tures, alloying composition, transformation strains, grain sizes, chemical potentials, crystallographic 
structure are heavily interconnected and not completely understood regarding the mechanism of the 
transformation. 

6.3.8 Austenite	Reconstruction	Benchmark	

The literature on ferritic steels and in particular the literature on the martensitic transformation shows a 
surprising lack of data on the microstructure of austenite at elevated temperatures close to the tempera-
tures achieved during heat treatments. In order to compensate this lack of experimental data, several 
algorithms for the reconstruction of the austenite microstructure from martensite OMs have been devel-
oped [211], [263], [271], [276], [286], [394], [395] (cf. Chapter 2.1.8.9). So far, these algorithms were not 
extensively tested using relevant heat treatments and materials in the literature [290], [291] and the 
calculated orientations of the austenite have not been verified except for steels transforming at very low 
temperatures. 

The experimental data based on EBSD maps of austenite and the resulting martensite at the same location 
presented in the previous chapters makes a comparison of reconstructed and measured austenite OMs 
possible. The methods for the alignment of OMs and the combination of multiple crystallographic da-
tasets into one EBSD map allow for a direct point-by-point comparison. 

Two approaches and algorithms were chosen (due to availability) for this comparison: The first recon-
struction approach used in this comparison was developed by T. Nyyssönen [213]. It does not use a fixed 
OR but uses the KS OR as a starting point for an iterative optimization of the OR. The resulting OR is 
then used for the reconstruction. It is not based on a point-to-point analysis but is instead based on the 
misorientations at grain boundaries produced by a grain reconstruction applied to the martensite mapping. 
The local misorientations at these boundaries are the input data for the calculation of the OR using inter-
variant misorientations. 

The second reconstruction approach was developed by C. Cayron [263] and is based on a point-to-point 
misorientation analysis. Several start parameters for the program (ARPGE) based on this approach were 
tested and the KS OR was chosen for the reconstruction. Multiple reconstructions were produced and the 
best reconstruction was selected for comparison. The two austenite microstructures resulting from the two 
austenite reconstruction algorithms are plotted in Figure 6.22. The map in Figure 6.22c is the result of the 
algorithm developed by T. Nyssönen. It exhibits a relatively good match with the actual austenite micro-
structure. Problematic microstructural features are austenite twins: the algorithm often fails at twin 
boundaries although some twin boundaries are recognized correctly. The orientation of the austenite 
grains is not uniform. This artefact is caused by the calculation of martensite “grains” during the recon-
struction. Figure 6.22d shows the reconstruction based on the algorithm of C. Cayron. The austenite 
grains exhibit a uniform orientation and the microstructure is similar to the real austenite microstructure if 
only austenite grain boundaries are considered. This algorithm did also struggle to reconstruct austenite 
twins. 
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Figure 6.22: Comparison of reconstructed austenite orientation maps. a) shows the austenite OM from measurement 
at elevated temperatures for better comparison. b) shows the EBSD scan of the final martensite microstructure which 
is used as input for PAR. c) shows the result of the reconstruction procedure developed by T. Nyssönen et al. 
d) shows the result of the reconstruction procedure developed by C. Cayron et al. (ARPGE) 

A map of the misorientation angle between reconstructed austenite orientations and measured austenite 
orientations is depicted in Figure 6.23a for the algorithm of T. Nyssönen and in Figure 6.23b for the 
algorithm of C. Cayron. Both maps exhibit the same trend: Both algorithms fail at twin boundaries or fail 
to reconstruct the orientation of the twin. This is a consequence of the intervariant misorientations being 
often very close to Σ3 misorientation. It is surprising that the algorithm of T. Nyssönnen (Figure 6.23a) 
which does not rely on a fixed OR is also not able to reconstruct the austenite twins properly. In particu-
lar, the two markers show two twins (interfaces that may be interpreted as twin boundaries) that were 
reconstructed in the wrong location. This is a consequence of the inhomogeneous distribution of variant 
pairings: Variants with low misorientations and twin related intervariant misorientations are preferred in 
this sample. The formation of multiple variants with parallel spatial orientation does also contribute 
towards this tendency. 

In order to compare the two algorithms, the mean misorientation angle per point was calculated. For the 
algorithm of Cayron et al. a mean misorientation angle of 16.52° and for the algorithm of Nyyssönen et 
al. a mean misorientation angle of 15.22° was found. It has to be mentioned again that only the best result 
(the result that showed the best agreement to the measured austenite orientation mapping) of the algo-
rithm of C. Cayron was chosen for this comparison and analysis. Several different prior austenite recon-
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struction maps were calculated based on the same martensite EBSD data depending on the input parame-
ters for the algorithm (OR, tolerance angle for grain identification, tolerance angle for parent grain nu-
cleation, tolerance angle for parent grain growth, minimum accepted grain size). 

 

Figure 6.23: Map of the misorientation angle of the reconstructed austenite orientations (based on the martensite 
orientations measured on the same location) to the measured austenite orientations. a) Misorientation map for the 
austenite reconstruction using the algorithm developed by T. Nyssönen et al. b) Misorientation map for the austenite 
reconstruction using the algorithm of C. Cayron et al. 

It is reasonable to assume that this mean misorientation angle can increase drastically if a higher density 
of annealing twins is present in the austenite. An increase in the density of twin boundaries in the austen-
ite phase could be caused by the deformation of the austenite in processes like hot forming. The reliability 
of the result of the PAR algorithm is affected by the density of twin boundaries in the austenite micro-
structure. Other factors that will have negative impact on the quality of the PAR are the austenite grain 
size and the strength of variant selection. 

The results of this comparison highlight the importance of a more critical approach towards prior austen-
ite grain reconstruction algorithms and their results. These algorithms generate impressive results and are 
easy to use but have to be treated with caution. Their results for prior austenite grain sizes seem to be 
reliable but special interfaces cannot be reconstructed reliably. A review of the literature on martensite 
formation and variant selection in ferritic steels shows that the calculations there are entirely based on the 
orientations produced by PAR algorithms if no retained austenite is present after the transformation. A 
closer look at the reconstructed austenite orientation maps in these publications reveals that twins are 
rarely predicted [275], [289], [396]–[399]. Therefore, the results and conclusions based on these calcula-
tions (variants, variant pairings, etc.) have to be treated with caution. 
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6.4 Summary	

The formation of martensite from fully austenitic EUROFER steel was investigated using the in situ 
setup. The EBSD scans at elevated temperatures showed that a stable (low grain coarsening) austenite 
microstructure can be observed at 980 °C. A second sample which was annealed at higher temperatures 
exhibited pronounced austenite grain growth above 1150 °C due to the dissolution of carbides above this 
temperature. All austenite orientation maps at elevated temperatures showed low granular orientation 
spread and a high density of austenite twin boundaries. 

EBSD scans of the product martensite microstructure revealed that the spatial orientation of martensite 
laths is mostly determined by the spatial orientation of austenite twin boundaries as martensite laths tend 
to form in parallel to prior austenite twin boundaries. Comparison of martensite variant selection between 
the samples quenched from different temperatures indicates that the degree of martensite variant selection 
is influenced by the prior austenite grain size: Larger austenite grains exhibit lower geometrical con-
straints for the formation of martensite laths. This enables a more efficient accommodation of transfor-
mation strains through martensite variant selection. Detailed statistical analysis of martensite variant 
pairing indicated a preferred pairing of variants which exhibit minimal misorientation angles or twin 
related variants independent of the annealing temperature. 

The tracking of the transformation sequence by the observation of surface relief formation indicated a 
strongly heterogenous martensite nucleation mechanism. Martensite laths nucleated at austenite twin 
boundaries by a strict crystallographic variant selection mechanism: The orientation of the first lath has to 
be a variant common to both austenite twin and matrix. This reduces the number of possible variants 
under the assumption of the KS OR from 42 to only 6 variants. Martensite variant selection in the final 
martensite microstructure may be significantly determined by austenite twins if it is assumed that marten-
site variant selection during further martensite growth is mainly influenced by the stress fields of the first 
laths (which are again determined by variant selection during martensite nucleation). This is supported by 
the observation of a reproducible martensite variant selection at two separate twin boundaries of the same 
type inside a single austenite grain. 

TEM lamellae and cross-sectioning of the samples revealed that no abrupt change of martensite micro-
structure can be observed from surface to bulk. The orientation maps of the cross-sections indicated that 
an austenite orientation gradient may be present from surface to bulk. Unfortunately it is not clear if this 
gradient is real or may be attributed to a gradient in the OR from surface to bulk. It may alternatively be 
attributed to the different stress state of the surface and the fact that less plasticity is required there for the 
shape changes resulting from the displacive transformation. 

The orientation relationship calculated from the maximum of the misorientation density function that was 
obtained from all austenite/martensite orientation pairs was found to be close to the KS OR. The calculat-
ed OR leads to 12 variants and is close to the well established ORs (KS, NW, Pitsch, GT, GT’). 

Prior austenite reconstruction algorithms were developed by different groups in the past to reconstruct the 
austenite microstructure from the martensite microstructure with the aid of orientation relationships. In 
this work, the combination of orientation maps of austenite and martensite microstructure at the exact 
same location was used as a test of the prior austenite orientation reconstruction algorithms. The results of 
two available algorithms were directly compared to the results from the measurements. This revealed that 
the reconstructed microstructure and the orientations show reasonable agreement with the measured 
orientation maps. Both algorithms failed at the reconstruction of austenite twin boundaries producing 
results which indicate that a twin boundary may be present were in reality no twin boundary exists and 
omitting twin boundaries where twin boundaries were present. This observation shows that the results of 
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prior austenite reconstruction must be treated with caution and that analysis of variant selection based on 
PAR results are prone to errors. The observed martensite variant selection upon nucleation further 
demonstrates the importance of austenite twin boundaries: The martensite microstructure is to large extent 
determined by the location of prior austenite twin boundaries. 
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7 Intercritical	Annealing	of	
EUROFER	Steel	

The ferrite-to-austenite transformation is the first transformation to occur in the standard heat treatment of 
EUROFER steels. The austenite microstructure is heavily influenced by the characteristics of this trans-
formation. This transformation belongs to the class of diffusive transformations. In these transformations 
no strict crystallographic relation between parent and product phase is observed. To investigate this 
transformation in detail, EBSD scans are performed during intercritical annealing. 

Eventually, quenching was performed from the intercritical regime. The direct observation of the trans-
formation sequence starting with the two phase microstructure allows for a detailed observation and, with 
the computational tools described in Chapter 4, analysis of the quenching process from the intercritical 
annealing regime. Dual-phase EUROFER steel is used here because of its low critical quenching rate for 
martensite formation. 

A comparison of the martensitic transformation is made for the same material with two different micro-
structures as starting points: The transformation from a fully austenitic microstructure is described in 
Chapter 6. In this chapter, the analysis of the transformation from an austenite/ferrite microstructure is 
performed with particular focus on martensite nucleation and the interaction of the intercritical ferrite 
with the martensitic transformation. 

7.1 Experimental	

Ferritic/pearlitic EUROFER steel was produced in the laboratory by slow cooling (12 mK/s) after a 
homogenization treatment. The chemical composition of the sample is the same as for the material which 
was already used in this thesis (cf. Chapter 6.1). After the heat treatment, the sample was ground, pol-
ished, and finally vibratory polished. The sample was mounted onto the heating stage and heated up into 
the two-phase region. The austenite phase fraction was altered by varying the temperature. 

Several EBSD scans (500 µm x 500 µm with a step size of 2 µm) of the austenitic/ferritic microstructure 
were performed in the two-phase region. A scan of the gold wire afixed to the Mo sample clamp was 
performed before every scan. The orientations from these scans were not used for crystallographic align-
ment. Instead, the mean orientations of several ferrite grains which could be tracked through the whole 
experiment were used. The sample was heated to 850 °C in a first heating step. The temperature was then 
lowered to 800 °C to reduce the austenite phase fraction. Further EBSD scans were performed at 910 °C, 
900 °C, 890 °C and 870 °C. The sample was finally quenched by switching off the heater after a phase 
fraction of roughly 50% was reached. The quenching which resulted in a martensitic/ferritic microstruc-
ture was observed in real time using the SE detector and an image sequence of the surface during the 
martensitic transformation was captured. The images were registered to account for drift due to the rapid 
change in temperature of the heating stage. 
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A discontinuous oxide layer consisting of islands of small flakes formed on the surface of the sample in 
the lower temperature range of the two-phase region and caused a degradation of the EBSP quality. The 
oxide layer exclusively formed in ferritic regions. It dissolved slowly as the temperature increased and 
these regions transformed into austenite. After the heating and quenching experiment, the sample was 
carefully polished using a vibratory polisher in order to remove the oxide islands on the ferritic regions. A 
detailed EBSD scan of the dual-phase sample was performed in the Zeiss Merlin SEM (ca. 230 µm x 
260 µm and step size 0.2 µm). Simulatenously EDX spectra were recorded for the characterization of the 
oxides. A TEM lamella was prepared by FIB (FEI Nova NanoLab 200). This lamella was cut into the 
region where the detailed EBSD scan was performed before. The location was chosen to allow for a 
characterization of the ferrite-martensite interface. STEM and TKD was performed on the lamella in the 
Zeiss Merlin SEM using an acceleration voltage of 30 kV. 

7.2 Results	

The starting microstructure of the sample was produced by slow cooling from the austenitic state produc-
ing a ferrite/pearlite microstructure. The corresponding orientation map is shown in Figure 7.3a. The 
starting grain size of the ferritic microstructure was 92.8 µm. An overview showing temperatures and 
measurment times is given in Table 7.1. The two-phase region was reached in the first heating step at 
850 °C. The result of the EBSD scan at this temperature is depicted in Figure 7.1a. It consists of 83 % 
austenite with a high density of twin boundaries. The average grain size is 61.6 µm. Austenite trans-
formed into ferrite during cooling to 800 °C resulting in an austenite phase fraction of 42 %. The γ-α back 
transformation also led to coarsening of the microstructure resulting in an average grain size of 82.4 µm. 
Large areas of non-indexed measurement points can be seen predominantly in the ferritic grains in the 
phase map shown in Figure 7.1b. This low indexing rate is caused by an oxide film forming on the ferrite 
grains which causes a decrease of quality of the EBSP. An EDX analysis of this layer after the in situ 
experiment revealed that it consists of chromium and vanadium oxides. In a next step, the temperature of 
the sample was increased to 910 °C resulting in the growth of austenite to a fraction of 64 % and dis-
sappearance of the oxide layer. The resulting phase map is shown in Figure 7.1c. A stepwise decrease of 
the temperature resulted in a slow growth of ferrite until reaching an austenite phase fraction of 41 % at 
870 °C. The corresponding phase map is shown in Figure 7.1f. The austenite grains show a very low 
granular orientation spread (GOS) i.e. each grain exhibits one sharp orientation. Differences in the orien-
tations measured within one grain are smaller than the minimal angular resolution which can be achieved 
by EBSD. An interesting feature of the ferrite phase fraction is the formation of subgrains. In contrast to 
the austenite grains, ferrite grains frequently exhibit larger orientation gradients resulting in a higher GOS 
for the ferrite phase compared to the austenite phase. Once formed, these subgrains and the orientation 
gradients are stable during the intercritical annealing. 

T [°C] 850 800 910 900 890 870 

t [min] 37 106 242 295 357 405 

Table 7.1: Temperatures and times at which the corresponding EBSD scans were finished. The times are measured 
relative to the starting point (t = 0) when the first set point was reached (850 °C). 

Almost all of the austenite grains that formed during intercritical annealing contain twin boundaries. The 
twin boundaries (CSL3) in austenite are marked by yellow lines and twin boundaries in ferrite are marked 
by white lines in the phase maps in Figure 7.1. Independent of the temperature, about 20% of the accumu-
lated phase boundary length exhibits a misorientation close (tolerance angle ω < 5°) to the KS OR. These 
special phase boundaries are marked by green lines in the phase maps in Figure 7.1. 
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Figure 7.1: Phase maps of the EUROFER sample in the two-phase region. The blue colored areas correspond to austenite and the red colored to ferrite. Phase boundaries exhibiting a 
misorientation close (tolerance angle ω < 5°) to the KS OR are colored in green. Twin boundaries (CSL3) in the austenite are colored yellow. Twin boundaries (CSL3) in the ferrite 
are colored white. a) shows the microstructure at 850 °C, b) corresponds to the phase map at 800 °C, c) at 910 °C, d) at 900 °C, e) at 890 °C and f) at 870 °C just before quenching. 
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The last EBSD scan on the sample in the two phase region at 870 °C is shown in Figure 7.3b. The phase 
map of the sample at 870 °C is also added as a guide for the eye in Figure 7.3c. The ferrite phase fraction 
determined from this EBSD scan was 58.8 %. The sample was quenched by switching off the heater. An 
image sequence of the surface was captured using the SE detector. Changes on the surface of the sample 
in the same region for which the OMs were performed were observed by SEM. The progeression of the 
transformation is visible due to the formation of a surface relief caused by the displacive character. 
Selected images of this image sequence can be seen in Figure 7.2. Nucleation events are marked by black 
triangles. The first martensite lath appeared at 481 °C. Transformation continued until ca. 395 °C. 

a b c 

 
512 °C 481 °C 471 °C 
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465 °C 450 °C 421 °C 

g h i 

  
403 °C 390 °C  

Figure 7.2: Image sequence showing the relief associated to the martensitic transformation observed during quench-
ing. a) shows the initial state of the surface and h) the final state. Image i) shows the last EBSD phase map just before 
quenching as a guide for the eye. Selected nucleation events are outlined in the SEM images with black triangles. 

The orientation map of the resulting ferritic/martensitic microstructure is shown in Figure 7.3d. It shows 
large ferrite grains exhibiting relative low GOS compared to the neighboring martensite islands. Some 
ferrite grains exhibit orientation gradients resulting in a subgrain structure. Some of these large ferrite 
grains are surrounded by small ferrite grains. These grains, which are grouped around a larger ferrite 
grain, share one common orientation. One example is highlighted by triangles in Figure 7.3d.   
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The phase map of the sample at 870 °C shows that those small grains already formed during intercritical 
annealing (cf. Figure 7.3c). The martensite formed from intercritical austenite consists of fine laths 
exhibiting strong orientation gradients. 

A comparison of the last measurement taken in the intercritical regime with the measurement recorded at 
room temperature shows that large areas of the former austenite transformed into martensite. The phase 
fraction of martensite calculated from this EBSD scan is 28.0 %. It can also be seen that some regions of 
the austenite transformed into epitaxial ferrite (EF) which originates exclusively from the growth of 
neighboring ferrite grains. 

 

a b 

c d 

Figure 7.3: a) OM of the sample before the experiment. The sample is fully ferritic/pearlitic. b) Orientation map of 
the last EBSD scan of the intercritical annealed sample before quenching. c) Shows the corresponding phase map for 
the same measurement. d) Shows the orientation map for the dual-phase (ferrite/martensite) microstructure after 
quenching. Twin-related grains formed during intercritical annealing are marked with black triangles. The location 
where a TEM lamella was extracted is marked by a black line. 
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A TEM lamella was extracted from the marked location in Figure 7.3 in order to examine if the observa-
tions on the surface are representative for the bulk. The location of the lamella was chosen so that the 
ferrite grain, the martensite island and the interface could be examined. STEM and TKD OM were 
performed to investigate the structure of this part of the microstructure focusing on the ferrite/martensite 
interface. The resulting OM is shown in Figure 7.4a. A part of the ferrite grain can be seen on the right 
and a section of the martensite island can be seen on the left. The TKD scan shows that the martensite 
was not only formed at the surface but that the martensite microstructure extents into the depth of the 
material. It shows the presence of relative large martensite laths of mainly one martensite variant which 
are arranged parallel to each other. Smaller laths of other variants seem to be oriented parallel to the 
ferrite/martensite interface. The corresponding STEM image in Figure 7.4b shows the interface between 
the ferrite and martensite islands which is oriented almost perpendicular to the surface. The black spots 
which can be seen in the martensite island on the left suggest that carbides formed during quenching.  

a b 

 

 

Figure 7.4: a) TKD orientation mapping of the TEM lamella extracted from the location marked in Figure 7.3d. The 
left side shows the region inside the martensite island. The right side is located in a single ferrite grain. b) Bright field 
STEM image of the same region showing the interface between the ferrite and the martensite islands. The black spots 
inside the martensite suggest that carbides formed during quenching. 
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7.3 Discussion	

7.3.1 Intercritical	Annealing	

The formation of austenite from a ferritic/pearlitic microstructure can be separated into three stages 
connected to different diffusive processes which affect the phase transformation [400]. Rapid growth of 
austenite is followed by slower carbon diffusion controlled austenite growth into ferrite. The third and last 
stage is controlled by the diffusion of substitutional alloying elements and is therefore rather slow. The 
alloying elements in this material that govern the kinetics of the last stage are mostly chromium and 
tungsten. Typical annealing times which are still governed by diffusion of substitutional alloying ele-
ments are reported to be in the range of several hours for manganese [400]. This illustrates that the phase 
maps shown in Figure 7.1 do not represent an equilibrium state (with regard to these slow diffusive 
processes) at least for the first EBSD scans. 

The observation of changes of grain morphologies during annealing reveals that the predominant direc-
tion of curvature of the phase boundary changes during the experiment. The phase boundaries of the 
ferrite are convex if the temperature decreases and ferrite grows. This can be seen in Figure 7.1b. The 
phase boundaries become concave for the opposite case of austenite growth during an increasing tempera-
ture, which can be observed by comparing Figure 7.1b and Figure 7.1c.  

Figure 7.1 shows that non-indexed EBSD measurement points can be almost exclusively found in ferritic 
areas. This is due to the formation of a layer consisting of oxide flakes. EDX analysis revealed that these 
flakes are V- and Cr-rich. The oxide layer formed in a certain temperature window between 800 °C and 
850 °C. The formation of the oxide may be caused by a change of the chemical activities of these alloying 
elements due to the phase transformation. This change of activity may cause Cr and V in ferrite to be 
more prone to oxidation at the surface. 

 

7.3.1.1 OR	Between	Ferrite	and	Austenite	

The phase maps depicted in Figure 7.1 suggest that large parts of the austenite-ferrite phase boundary 
exhibit misorientations close to the KS OR. Therefore, misorientations at the phase boundaries of all HT 
phase maps were combined to analyze the exact OR of the austenite-ferrite interface. The result is shown 
in Figure 7.5 as a (100) pole figure. The orientations of the corresponding KS variants are marked with 
black dots. It shows that the OR at the phase boundary is very close to the KS OR but exhibits a broad 
scatter. It can also be seen that the maxima in the pole figure do not correspond to any of the KS variants 
but are situated in between the KS variants. Overall, only 20% of the phase boundary segments are in 
agreement with the KS OR if a tolerance angle of 5° is chosen. 
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Figure 7.5: (100) pole figure calculated from the austenite/ferrite orientation pairs at the phase boundary representing 
the orientation relationship between the two phases. The orientations of the KS variants are marked in black. The 
variants of the OR calculated for intercritical annealing of EUROFER (cf. Eq. 7.1) are marked by red squares. 

The dominant OR at the phase boundary between ferrite and austenite was calculated. In order to do so, 
the Misorientation Density Function (MDF) was calculated from the misorientations at the phase bounda-
ries. The maximum of the MDF was then determined and parallel plane/direction pairs were fitted to the 
resulting misorientation (cf. Chapter 4.12). The OR was found to be: 

 
ሼ001ሽ𝛾 || ሼ011ሽ𝛼

〈210〉𝛾 || 〈211〉𝛼 
Eq. 7.1

 

The closest OR from literature to the calculated OR above is the NW OR [20], [21], [23], [24], [26], [27], 
[401]. The calculated OR is 1.0° away from the NW OR and 6.2° away from the OR (OR1) found in 
Chapter 6. It has to be noted that OR1 describes an OR for a displacive transformation (austenite → 
martensite) while in this case a diffusive transformation (austenite ↔ ferrite) is considered. 

7.3.1.2 Formation	of	Ferrite	Twin	Boundaries	

The phase map of the last intercritical annealing step in Figure 7.3c and the orientation map of the trans-
formation product in Figure 7.3d show that small grains of Intercritical Ferrite (IF) formed in the periph-
ery of larger ferrite grains. For each single large ferrite grain, these grains share a common orientation. 
One example is marked with triangles in Figure 7.3c and Figure 7.3d. The same effect can be observed 
for other larger ferrite grains throughout the observed region. The phase map in Figure 7.3c reveals that 
these small ferrite grains are twin-related (CSL3, grain boundary marked in white) to the large ferrite 
grain which they surround. 

This effect can be observed for all of the smaller ferrite grains which formed in the last annealing steps. It 
suggests that ferrite grains that nucleate at an austenite-ferrite phase boundary tend to select orientations 
which are twin-related to the ferrite grain at which they nucleate. The shapes of the twin boundaries 
observed in the austenite and in the ferrite differ strongly. The austenite twin boundaries are very similar 
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to “classical” annealing twins which exhibit a straight more or less coherent boundary. The twins in the 
ferrite phase are less straight than in the austenite phase. The occurrence of twin boundaries in the ferrite 
phase upon back-transformation from austenite was also observed by Lischewski [25]. He explained the 
formation of these twins as a result of the preferred nucleation of KS-related ferrite grains and their 
impingement upon growth. This may result in a ferrite twin if the KS variants that nucleate at austenite 
triple points exhibit a CSL3 relationship. Lischewski observed this formation of twins in a full transfor-
mation from ferrite to austenite and again to ferrite. The results obtained here show that the formation of 
ferrite twins may also occur without the impingement of growing KS related ferrite grains because the 
twin boundaries formed without a complete austenite-to-ferrite transformation. The twin-related smaller 
ferrite grains situated around a larger ferrite grain also exhibit usually the same orientation independent of 
the orientation of neighboring austenite. These observations contradict the interpretation of Lischewski 
albeit the same morphology of ferrite twins (smaller grains of common orientation surrounding CSL3-
related large grain) observed here can be seen in the EBSD maps of Lischewski [25]. 

The orientation maps recorded at elevated temperatures suggest that this OR (CSL3) for ferrite nucleation 
at phase boundaries is prevalent for this material. These boundaries could alternatively be explained as 
“classical” annealing twins in the ferrite phase. The first notion has some implications for boundaries 
between ferrite grains which are not twin-related: These boundaries must then be the result of impinge-
ment of two growing ferrite grains which nucleated either at different ferrite grains at a phase boundary or 
at other interfaces in the austenite. 

7.3.1.3 Ferrite	Subgrain	Formation	

The formation of ferrite subgrains can be observed in Figure 7.3b. Several large ferrite grains exhibit 
distinct orientation gradients. These gradients tend to spread over the whole grain. One grain was selected 
as an example and is shown in detail in Figure 7.6 at 800 °C, 910 °C and 870 °C. It can be seen that an 
orientation gradient is present at all temperatures. The same trend was also observed in other ferrite grains 
but never in austenite grains. These ferrite grains freshly formed from austenite after the first decrease in 
temperature from 870 °C to 800 °C. This shows that the formation of subgrains in ferrite may be connect-
ed to the phase transformation. For example, they may be a product of the coalescence of smaller ferrite 
grains that nucleated during the transformation. Bengochea et al. argue that two mechanisms may be 
responsible for ferrite coarsening behind the transformation front: The first is normal grain growth; the 
second is coalescence of grains with similar orientations [402]–[404]. Similar considerations were made 
by Furuhara et al. [382]. According to them, the low misorientation may be caused by the nucleation 
condition of the single grains: Nucleation of similarly oriented ferrite grains can be expected if it is 
assumed that ferrite grains nucleate at austenite grain boundaries and that the orientations of these ferrite 
grains are close to the KS OR to at least one of the austenite grains [20], [23], [24], [338]. Low misorien-
tation angles will then only be found if the KS variants to which these ferrite grains belong are situated on 
a single Bain circle. This would result in a minimal misorientation angle of 10.53°. The misorientation 
angles between the different subgrains in the grain depicted in Figure 7.6 lie between 1.2° and 3.4°. 
Analysis of orientation gradients in several ferrite grains showed that the misorientation angles of the 
orientation gradients are always lower than the minimal misorientation angle of 10.53° (for the KS OR). 
Suitable variant selection during the nucleation process can therefore be ruled out as the reason for the 
observed subgrain formation. 
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Figure 7.6: a), b), c) orientation maps of one selected ferrite grain which can be seen in Figure 7.3b in the top left 
corner (the grain is rotated here by 90°) at 800 °C, 910 °C and 870 °C, respectively. d), e), f) misorientation angles 
relative to the mean orientation of the grain to visualize the orientation gradient inside the grain. 

Therefore it seems more reasonable to consider a more general explanation for the formation of these 
orientation gradients: The evaluation of the EBSD scans at different temperatures shows that the gradients 
are often observed for ferrite grains which grew into multiple austenite grains exhibiting different orienta-
tions. This leads to different ferrite growth conditions at those interfaces depending on the local misorien-
tation to the neighbors. The effect of this misorientation on ferrite growth may lead to a minimization of 
interfacial energy or to the formation of misfit dislocations which are then left behind the moving trans-
formation front. This will subsequently lead to the formation of orientation gradients in the developing 
ferrite phase. 

The last measurement shown in Figure 7.6c and f at 870 °C was performed about 5 h after the first meas-
urement at 800 °C which is depicted in Figure 7.6a and d. The subgrains were observed to be very stable 
at elevated temperatures even for long annealing times. The observation of the stationary gradients is 
important for the interpretation of microstructural features after quenching: The presence of these orienta-
tion gradients in Intercritical Ferrite (IF) could be mistaken for traces of the deformation of the ferrite 
matrix due to the transformation misfit of neighboring martensite during transformation. The detailed 
observation of the microstructural evolution before quenching allows to rule out such false assumptions. 

7.3.2 Formation	of	Epitaxial	Ferrite	

A distinction between IF which forms during intercritical annealing and Epitaxial Ferrite (EF) which 
forms during quenching after intercritical annealing is difficult. Santofimia et al [71], [76], [405], [406] 
applied different etching solutions to reveal the boundary between IF and EF. With some etchants they 
were able to reveal the interface between IF and EF as weak fine lines. Several further studies proposed 
different EBSD based methods for an automated distinction of the microstructural constituents in multi-
/complex-phase steels [407]–[409]. Zaefferer et al. [410] conducted a study on the transformation proces-
ses in the production of a low alloyed TRIP steel using a combination of OR mapping and TEM analysis. 
On the one hand, the approach based on OR mapping is prone to errors: It must be assumed that the 
probability of EF to exhibit a KS OR towards neighboring austenite is high. The evaluations discussed 
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above for the intercritical regime show that this is often, but not always the case. On the other hand, TEM 
analysis may be a useful method to distinguish both constituents but is very time-consuming. 

The location and the amount of martensite that formed during the transformation and the location and the 
amount of austenite have to be known in order to enable the reliable identification of EF. Combining 
high-temperature EBSD maps before quenching and maps after quenching can reveal the amount and 
location of EF that formed during quenching. Therefore, the austenite-ferrite phase map of the last inter-
critical annealing step is used for such an analysis. This map can be superimposed onto the EBSD map of 
the transformation product. Unfortunately, this would not allow for a clear distinction between EF and 
martensite. This can be accomplished indirectly by considering band slope of the EBSP. The band slope 
is significantly lower in martensitic areas compared to ferritic regions [411]–[416]. Figure 7.7a shows a 
map produced by overlaying the band slope map after quenching and the phase map at 870 °C. The 
locations at which EF formed are clearly visible as yellow areas. 

The austenite phase area fraction calculated from the EBSD scan performed at 870 °C just before quench-
ing was 41 %. The martensite phase fraction after quenching was found to be 28 %. The difference of 
13 % of austenite which did not transform into martensite formed EF. This means that 68 % of the austen-
ite transformed into martensite and 32 % transformed into EF. 
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Figure 7.7: a) Overlay of phase map of the sample at 870 °C and a map of the band slope at RT after quenching. 
Phase boundaries are outlined as thick black lines. The areas in red are IF, the areas in blue are martensite formed 
from austenite during quenching and the areas in yellow are EF formed during quenching. Black regions are points 
were no indexing of the EBSP was possible. b) Detailed maps of selected regions that are marked by black triangles 
in (a). The numbers in the ferrite grains show the misorientation angle towards the KS OR at the phase boundary 
before quenching. 

Two martensite/EF islands are marked in Figure 7.7a: These formed from small austenite grains with at 
least two neighboring ferrite grains. The amount of EF formed in these grains is not evenly distributed 
between the neighboring grains: This implies that the character of the phase boundary determines if and 
how much EF forms during quenching. Therefore, the misorientations between the austenite grains and its 
neighboring ferrite grains were analyzed. This shows that significantly more EF was formed at phase 
boundaries which exhibit the larger misorientation angle to the closest KS variant calculated from the 
austenite orientation. 

20µm 
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This is demonstrated for the two austenite grains marked in Figure 7.7a: The two regions around these 
grains are shown in detail in Figure 7.7b. The misorientation angles of the ferrite grain orientation to-
wards the closest KS variant calculated from the orientation of the austenite grain is noted in the neigh-
boring ferrite grains. The upper example in Figure 7.7b shows that almost no EF formed from the ferrite 
grain on the left but a substantial amount of EF formed from the ferrite grain on the right of the previous 
austenite grain. This is the case because the minimum misorientation angle of the possible KS variants 
towards the orientation of the ferrite grain on the right is much larger (28.9°) than towards the orientation 
of the ferrite grain on the left (4.6°). The same effect can be observed for the other example: Significantly 
more EF forms from the ferrite grain which exhibits the larger misorientation angle (14.5°) towards the 
closest possible KS variant of the austenite grain orientation. This misorientation angle towards the 
orientation of the ferrite grain on the left is much smaller (8.0°) and therefore almost no EF formed from 
this ferrite grain (at this phase boundary segment). This can also be observed for all other austenite grains 
on which substantial amounts of EF appeared during quenching. Austenite grains which are surrounded 
by two non KS related ferrite grains develop more EF from the ferrite grain which exhibits the larger 
misorientation angle to the closest KS variant. 

The formation of EF takes place during quenching before the martensitic transformation is finished i.e. 
before M୤ is reached if nucleation of martensite inside the grain at a twin boundary is assumed. This 
requires a high mobility of the austenite-ferrite phase boundary. The mobility of the phase boundary 
depends on the misorientation. The mobility is larger for interfaces which exhibit a high misorientation 
towards the KS OR (cf. Chapter 7.3.1). This means that EF will predominantly form at phase boundaries 
exhibiting a misorientation far away from KS. The amount of EF that forms during quenching depends on 
the misorientation of the ferrite to the closest KS variant of neighboring austenite. A further argument that 
can explain the different amounts of EF is based on the competition between martensite and EF. Phase 
boundaries which exhibit a misorientation close to the KS OR can act as nucleation sites for martensite 
(cf. Chapter 7.3.3). In this case martensite easily forms and the time available for EF formation is smaller 
(i.e. the time before Mୗ is reached) compared to phase boundaries at which nucleation of martensite does 
not take place. 

7.3.3 Formation	of	Martensite	

All martensite islands formed from intercritical austenite consist of several martensite variants. This is 
illustrated in an example shown in Figure 7.8a. The martensite variants tend to form parallel in elongated 
laths. These are shown in Figure 7.8b with respect to the KS OR. An interesting point is the number of 
variants present within a single martensite island. Du et al. [274] observed that the number of variants in 
martensite islands of dual phase steel is reduced in comparison to a completely martensitic microstruc-
ture. They also observed that the number of CPP packets present in the martensite in the dual-phase 
microstructure is reduced. 

It may be assumed that transformation strains can be effectively accommodated in the relative soft ferrite 
matrix surrounding the martensite. This would provide an additional way for the accommodation of 
transformation strains which is not available in the case of a completely martensitic microstructure. 
Depending on the effectiveness of the accommodation mechanism, this could reduce the degree of ac-
commodation by variant selection. Therefore, a reduced number of variants would be expected inside 
such a martensite island. 

This effect cannot be observed for the sample investigated here. The number of variants is still high inside 
a single martensite island and moreover all CPP packets are present. A map of the CPP packets is shown 
in Figure 7.8c. It shows a higher frequency for the CPP variants 1 and 3 but nevertheless all packets are 
present. 
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Figure 7.8: a) Orientation map of a martensite island marked in Figure 7.3c. b) Shows the corresponding map of the 
KS variants. c) Map of the CPP packets to which the martensite variants belong. 

A lower martensite start temperature is found from the temperatures connected to the observation of the 
transformation sequence compared to the fully martensitic material which was discussed in Chapter 6. 
The martensite finish temperature was also found to be lower for the dual-phase material and the differ-

ence 𝑀𝑆 െ 𝑀𝑓 is larger compared to the fully martensitic sample. This change is quite likely caused by 

the higher carbon concentration in the austenite phase due to the lower solubility in the ferrite phase 
fraction and resulting partitioning. 

By calculating the MDF from the martensite–austenite orientation pairs and finding its maximum, the OR 
between the martensite and the austenite phase was calculated. The OR for the martensite in the dual 
phase microstructure was found to be the same as the one found for the fully martensitic microstructure in 
Chapter 6.3.7. The combination of the HT EBSD map and the room temperature EBSD map included 
martensite and epitaxial ferrite as the transformation products of the austenite phase. The much lower 
band slope of the martensite islands was used to only select martensite for the calculation of the OR. A 
(100) pole figure showing the OR between austenite and martensite can be seen in Figure 7.9a. The 
misorientation angle of the EF and the martensite that formed during quenching relative to the orientation 
of the austenite is mapped in Figure 7.9b. The areas in which EF formed can be clearly recognized in 
most cases by their high misorientation angle towards the theoretical KS product orientation. However, 
this is not the case if a phase boundary exhibiting a KS OR was present in the intercritical regime. 
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Figure 7.9: a) (100) pole figure calculated from the austenite/martensite orientation pairs representing the orientation 
relationship between the two phases. The blue dots represent the corresponding KS variants. The black dots are the 
variants resulting from the OR from Chapter 6.3.7. b) Map of the misorientation angle between the EF and martensite 
orientations and the closest KS variant calculated from austenite orientation. 

Another aspect of the martensitic transformation is the variant selection: Transformation strains may be 
reduced by the selection of favorable variants. A histogram showing the frequency of the 24 KS variants 
is shown in Figure 7.10a. It shows that variant selection does occur during transformation. The variant 
selection strength factor 𝑘௏ௌௌ was found to be 0.152 for the martensite in the dual-phase microstructure. 
This is significantly lower in comparison to the variant selection strength calculated (𝑘௏ௌௌ= 0.362) for the 
fully martensitic microstructure in Chapter 6. The weaker variant selection could be a consequence of the 
availablility of the additional way to accommodate transformation stresses by the deformation of the 
surrounding soft ferrite.  

Similar tendencies can be observed for variant pairing: The bivariant histogram describing variant pairing 
is shown in Figure 7.10b: It shows that certain pairings exhibit larger frequencies than others. This behav-
ior was described in the previous chapter for this steel. For the fully martensitic sample the prevalence of 
two types of pairings was found: Intervariant misorientation angles close to 60° (CSL3) and variant 
pairings with minimal misorientation angles were preferred. For the case of the dual phase microstructure 
of this chapter a different behavior is found: The histogram shows that variant pairings with high misori-
entation angles (CSL3) are only weakly preferred. A strong prevalence for pairings with minimal inter-
variant misorientation angles exists. This change in variant pairing cannot be attributed to the described 
additional nucleation condition (nucleation at phase boundaries with KS OR) in comparison to the fully 
martensitic microstructure because austenite twins are still preferred and the amount of pairings affected 
by this is negligible. 

This suggests that transformation strains may be mostly accommodated by the combination of variants 
exhibiting minimal misorientation angles and by deformation of the surrounding matrix. The accommoda-
tion by the combination of variants with high misorientation angles seems to be less effective and/or 
energetically less favorable and these variants pairings are avoided. 
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Another possible reason for the change of the variant pairings observed in the dual phase microstructure 
compared to the fully martensitic sample is the altered chemistry of the austenite and thereby the marten-
site. Annealing in the two phase region leads to partitioning of alloying elements between the two phases. 
This means that the austenite in the intercritically annealed sample must contain higher levels of carbon, 
chromium and tungsten compared to the austenite which developed into the fully martensitic microstruc-
ture in Chapter 6. This not only leads to changes of the transformation temperatures but also to changes of 
the stacking fault energy (SFE) which affects the martensitic transformation. These differences probably 
also affect the pairing of the martensite variants. 

a b 

 

Figure 7.10: a) Histogram of the 24 KS variants. The mean misorientation angle of the variants with respect to the 
theoretical orientation is plotted in red. b) Bivariant histogram showing the frequency of KS variant pairings. The 
histogram is normalized using the frequencies of the variants. 

7.3.4 Influence	of	Neighboring	Ferrite	on	Variant	Selection	

A closer examination of the martensite islands inside the dual phase microstructure reveals that in some 
cases, the martensite variants exhibit similar orientations as their neighboring ferrite grains. This is shown 
for two examples in the EBSD scans in Figure 7.11. Figure 7.11a shows a martensite island which is 
surrounded by four ferrite grains. The ferrite grain f1 features an orientation which is one of the product 
orientations of the neighboring austenite grain if the KS OR is assumed. The martensite laths next to 
ferrite grain f1 which formed from this austenite grain have orientations very close to the orientation of 
ferrite grain f1. The misorientation angle between the martensite laths and the ferrite grain is smaller than 
five degrees. The martensite laths seem to “emerge” from ferrite grain f1. They are all oriented at an 
angle of ~25° towards the straight boundary of ferrite grain f1. It is clear that martensite variants that 
formed from an austenite grain will exhibit a misorientation close to intervariant misorientation of the 
KS OR towards a neighboring ferrite grain if the austenite and ferrite grain exhibited a misorientation 
close to the KS OR before transformation. This indicates that the observed effect must be connected to 
the variant selection and/or martensite nucleation at the phase boundary segment exhibiting a KS OR. The 
latter case would suggest that austenite-ferrite phase boundary segments exhibiting misorientations close 
to the KS OR may be preffered sites of martensite nucleation inside austenite grains and that the nucleat-
ed variants tend to have the same orientation as the ferrite at the phase boundary. 
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Figure 7.11: a) Orientation map of a martensite island in which martensite variants formed which exhibit low 
misorientations to one neighboring ferrite grain. b Shows the orientation map of a martensite island containing 
ferrite grains. The ferrite grains inside the island are outlined. Two martensite laths featuring a low misorientation 
angle towards the orientation of these grains are marked with triangles. 

A similar observation can be made in Figure 7.11b: The ferrite grains inside the now martensite islands 
exhibit a KS OR towards the surrounding austenite before quenching. These ferrite grains were already 
present before quenching (cf. Figure 7.3d). The orientation map shows several martensite laths featuring a 
very low misorientation angle towards these ferrite grains. Two of these laths are marked with triangles. 
This influence of neighboring ferrite was described in a more generalized way by Yoshida et al. [417]. 
They reported a special OR between ferrite and neighboring martensite. The martensite and the ferrite 
were reported to belong to the same CPP packet. This is also the case for the austenite grains described 
above but can also be observed for all of the observed martensite islands. In contrast to Yoshida et al. the 
influence of neighboring ferrite on variant selection seems to be stronger in these observations: The 
variants that formed do not only belong to the same CPP packet but even exhibit the same orientation as 
neighboring ferrite if a phase boundary with misorientation close to the KS OR was present before 
quenching. 

One distinct feature that is clearly visible in the orientation maps of the two selected examples in Fig-
ure 7.11 is that the martensite laths formed at the phase boundary appear to “have grown out” of the 
ferrite grain. This is a result of a misorientation gradient: The misorientation towards the orientation of 
the ferrite grains is low close to the ferrite grain and increases towards the end of the laths (away from the 
ferrite). 

This gradient suggests the possibility of a continuous mechanism: EF grows into the austenite until 𝑀ௌ is 
reached at which a continuous change of the transformation mechanism to martensite may be initiated. A 
similar mechanism was already proposed by Zafferer et al. [410] for Bainite. One could alternatively 
argue that the ferrite may grow in a displacive manner. However this would contradict the findings 
connected to the formation of EF (relief, dislocation density). Moreover, a clear distinction between the 
ferrite islands and adjacent martensite of the same orientation can be made by observation of band slope 
and GOS. 
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7.3.5 Martensite	Nucleation	in	Dual‐Phase	Microstructure	

A further question arising from the discussion concerning the influence of neighboring ferrite on variant 
selection is martensite nucleation: Are austenite-ferrite phase boundaries preferred martensite nucleation 
sites? Do phase boundaries that exhibit a KS OR play a special role concerning the martensitic transfor-
mation? 

The transformation sequence starting from intercritical annealing was tracked by capturing SE images of 
the surface of the sample during quenching. The evaluation of the transformation sequence showed a 
preferred nucleation at austenite twins. One of these nucleation events can be seen in Figure 7.2c. The 
triangle in the upper part of the image marks an austenite twin at which the first martensite lath in the 
austenite grain forms. Two similar nucleation events at austenite twins which are also outlined using 
triangles can be observed in Figure 7.2e. The local crystallography of the austenite twin and the marten-
site lath formed at the twin were evaluated for all cases where the nucleation was clearly visible in order 
to verify the nucleation condition described in Chapter 6.3.3. All nucleation events observed at austenite 
twins did follow this condition. The laths which formed first in an austenite grain nucleated at an austen-
ite twin and always showed a misorientation close to the KS OR towards both, the matrix and the twin. 
Other events of martensite formation not connected to austenite twins can be seen in Figure 7.2d marked 
by the upper black triangle in the image. For this type of nucleation event the neighboring martensite is 
characteristitc which nucleated earlier and triggers the autocatalytic effect (cf. Chapter 2.1.8.4). These 
types of nucleation events were already observed in Chapter 6.3.3. Here, a new nucleation mechanism 
was identified in grains featuring a phase boundary which exhibits a misorientation close to the KS OR. 
Nucleation events of this kind can be seen in Figure 7.2c marked with the lower triangle and in Fig-
ure 7.2f in the middle of the image. 

The nucleation of martensite at phase boundaries exhibiting non-KS misorientation was rarely observed. 
One single case is marked in Figure 7.2f with a triangle in the upper right area of the image. There mar-
tensite nucleated at a phase boundary exhibiting a misorientation of 29.7° towards the closest KS variant 
calculated from the orientation of neighboring austenite. The first nucleation of a martensite lath was 
observed there despite the presence of a twin boundary in this specific grain. The only rather weak condi-
tion observed in this nucleation event is that the martensite and the ferrite grain next to the phase bounda-
ry where the nucleation occurred belong to the same CPP packet.  

These observations show that neighboring ferrite influences the nucleation of martensite: Austenite-ferrite 
phase boundaries can act as additional nucleation sites. However, a preference for phase boundaries over 
austenite twin boundaries concerning martensite nucleation was not observed. The evaluated sequence 
suggests that phase boundary segments exhibiting a misorientation close to KS are preferred over phase 
boundary segments with random misorientations. The observed cases of nucleation events connected to 
KS boundaries were also evaluated with respect to the influence of neighboring ferrite on variant selec-
tion. This evaluation showed that in all these cases an influence as described in the previous section was 
found. 

The microstructural features at which martensite nucleation events were observed in the dual phase 
microstructure in order of prevalence are: 

 Austenite twins 

 Austenite-ferrite phase boundaries with KS OR 

 Austenite-ferrite phase boundaries with non-KS OR 
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The interfacial energies of these microstructural features differ [418]: The lowest interfacial energy may 
be assumed for the austenite twin boundary. The interfacial energy connected to the phase boundary 
featuring a KS OR may be second and the largest interfacial energy is connected to a phase boundary 
with random misorientation. This classification of interfacial energies can be observed on the SE images 
of the surface: Thermal grain boundary grooves exhibit the highest depths for phase boundaries with 
random misorientation whereas phase boundaries with misorientation close to the KS OR feature shal-
lower grooves. The smallest thermal grooves can be observed at twin boundaries. Martensite nucleation is 
therefore not strongly influenced by the interfacial energy at the nucleation site as the twin boundaries, 
which feature the lowest interfacial energy, are mostly preferred over grain boundaries that exhibit a 
random misorientation. 

Therefore, the influence of the local misorientation and thereby the structure of the interface must play a 
decisive role for nucleation. The martensite nucleation model of Olson and Cohen [156] relies on disloca-
tion arrays for the formation of a bcc embryo. The preferred nucleation sites should act as a source of 
suitable dislocations for the formation of such embryos. Furthermore, a structural similarity between 
austenite twins and austenite-ferrite interfaces featuring a KS misorientation may be assumed from these 
considerations.  

In combination with the formation of the EF discussed above, these observations give a more comprehen-
sive understanding of the transformation products in dual phase microstructures. This is schematically 
illustrated in Figure 7.12: The local misorientation at the phase boundary governs the transformation 
product: EF will only form if a high misorientation towards the KS OR is present. The magnitude of this 
misorientation determines the mobility of the interface and with that how much EF will be formed. 
Martensite will form if the misorientation at the phase boundary is close to KS. These interfaces exhibit 
lower mobilities. The martensite variants that form in this case will tend to feature a low misorientation 
angle towards the orientation of the neighboring ferrite. However, this will only occur if martensite does 
not nucleate at other microstructural features (austenite twins) than the phase boundary. 

 

Figure 7.12: Schematic illustration of the transformation mechanisms starting from an intercritical annealing micro-
structure. 
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7.3.6 Influence	of	the	Martensitic	Transformation	on	Neighboring	
Ferrite	

The transformation strains caused by the martensitic transformation may be accommodated in different 
ways i.e. by the selection of suitable variants, formation of a relief (if a free surface is available), or by 
elastic/plastic deformation of the neighborhood of the austenite/martensite. One additional way for the 
accommodation of transformation strains which is only available for transformations from the intercritical 
regime is the elastic or plastic deformation of the surrounding ferrite. The local misorientation angle 
towards the granular mean orientation of ferrite grains is plotted in Figure 7.13a in order to assess if 
plastic deformation of the ferrite by the transformation of neighboring austenite occurs. This local misori-
entation can be assumed to be a good measure of the deformation (stored dislocations) in the grains. The 
map shows clear evidence of deformation in the ferrite grains close to martensitic islands. The origin of 
accumulated misorientation in ferrite far away from martensite islands (long range gradients in orienta-
tion) has been discussed in Chapter 7.3.1 and is not related to the martensitic transformation. 
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Figure 7.13: a) Mapping of the local misorientation angle towards the granular mean orientation for the ferrite 
grains. b) Shows a detail of the map shown in b) depicting the ferrite grains surrounding the martensite island formed 
from a single austenite grain. 

The map in Figure 7.13b shows the misorientation in the ferrite grains surrounding the martensite island 
formed from a single austenite grain. This section of the map was already discussed with focus on the 
formation of EF. The map of the misorientation shows that all neighboring ferrite grains deformed as a 
result of martensite formation. The effect in the two larger grains is more pronounced. The EF which is 
located at the right side of the martensite island was more affected by the transformation strains than the 
other grain at which the martensite nucleated (cf. Figure 7.7b). The stronger deformation of the right grain 
may have different reasons: 

 The stress field of the martensite island is unknown. The transformation strains may be directed to 
the right side of the martensite island due to the orientation of the austenite grain. 

 The ferrite grain on the right may exhibits a higher Schmid factor. 

 The EF which was predominantly formed on the right side is softer than IF on the left side. 
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EF formed during quenching is supersaturated by alloying elements. Partitioning of these alloying ele-
ments into the austenite is very limited due to reduced temperatures and the onset of martensite formation. 
Therefore, the chemical compositions of EF and Intercritical Ferrite (IF) are different. EF is more similar 
to martensite than to IF regarding its chemical composition. This suggests that the hardness of EF is 
higher than the hardness of IF. It may be concluded that the higher deformation in the EF is not a conse-
quence of its formation mechanism but has to be caused by the transformation sequence of the martensitic 
in its vicinity. 

An evaluation of the SE images of the transformation sequence indicates that the nucleation of martensite 
occurred at the phase boundary on the left side of the austenite grain under consideration. An explanation 
for the higher level of deformation on the right side of the ferrite matrix could then be that it is the result 
of the growth direction during martensite formation. Transformation strains of the first few martensite 
laths that formed on the left side of the austenite grain could lead to a deformation of the surrounding 
austenite. Upon reaching the right side of the grain no more austenite is available (no more accommoda-
tion by variant selection or deformation of austenite) and the surrounding ferrite will be deformed to 
accommodate the transformation stresses. 

A striking feature of the map in Figure 7.13a is the very low misorientation in IF that formed during slow 
cooling at the phase boundary despite the large misorientation in the larger ferrite grains surrounding 
these smaller grains (cf. analysis in Chapter 7.3.1.3) induced by transformation strains of neighboring 

martensite. 

A TEM lamella was extracted from the martensite 
island marked in Figure 7.3d in order to assess the 
influence of the free surface and to characterize the 
ferrite/martensite interface. Figure 7.3c shows that this 
interface did not exhibit a misorientation close to the 
KS OR during intercritical annealing. Additionally, 
Figure 7.7b shows that EF formed during quenching at 
this interface, which means that the ferrite next to the 
martensite formed during quenching. The location of 
the interface which was investigated using TKD is also 
marked by a black triangle in Figure 7.13b. The results 
of the TKD scan is depicted in Figure 7.4a. It can be 
clearly seen, that the ferrite grain shows very low 
intragranular misorientation. The martensite on the left 
side of the interface consists mostly of a single variant. 
These martensite laths seem to be arranged in parallel 
to each other. Laths of other variants are not oriented 
parallel to those.  

The misorientation angle towards the granular mean 
orientation was evaluated for this TKD scan in order to 
assess the accommodation of transformation strains of 
the martensite in the ferrite through the depth of the 
sample. Two different scales were used for the scan 
because martensite regularly exhibits high misorienta-
tion angles inside individual laths. A map of this 
misorientation angle can be seen in Figure 7.14. It 

clearly shows that the deformation inside the ferrite grain is not only present at the surface of the sample 

Figure 7.14: Map of the misorientation angle towards
the granular mean orientation corresponding to the
TKD OM shown in Figure 7.4a. The left side corre-
sponds to the martensite island and the right side to a
single ferrite grain. The vertical line in the middle of
the scan is the martensite/ferrite interface. The color
values on each side of the mapping correspond to
different scales shown on the respective side. 
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but also in the bulk. It also shows that this deformation is not homogenously distributed. This suggests 
that the deformation in the neighboring ferrite through transformation strains is dependent on variant 
selection in the martensite and/or sequence of martensite formation. 

A more detailed STEM BF image is shown in Figure 7.4b. Black spots are visible inside the martensite 
microstructure on the left side of the ferrite/martensite interface. Such spots do not occur in the ferrite 
grain in the right part of the image. This observation suggests that carbides are present inside the marten-
site. Carbides of this size were not present in the microstructure of the fully martensitic EUROFER 
samples which were analyzed in Chapter 6. 

7.4 Summary	

The intercritical regime (coexistence of ferrite and austenite) during annealing of EUROFER steel and the 
subsequent martensite formation were investigated in this Chapter. This enabled the investigation of the 
𝛼 → 𝛾 phase transformation and the study of the formation of martensite from a mixed-phase microstruc-
ture. The formation of martensite and epitaxial ferrite and the reciprocal influence of martensite formation 
on the already present ferrite were analysed. 

Orientation maps at different temperatures and consequently different phase fractions revealed that the 
α/γ-phase boundary curvature depends on the change of temperature. It is concave when temperature is 
increased and austenite grows and convex when temperature drops and austenite shrinks. Orientation data 
gathered at the α/γ-phase boundary of all orientation maps recorded at different temperatures were ana-
lyzed to calculate the OR between ferrite and austenite. This OR was found to be not as sharp as the 
austenite-martensite OR observed in Chapter 6 and is located closer to the NW OR than to the KS OR. 

The mixed-phase microstructure was found to be stable (low grain coarsening) during intercritical anneal-
ing. The austenite phase exhibited very low granular orientation spread (GOS) and a high density of 
annealing twins. The ferrite phase showed stronger GOS during intercritical annealing. These orientation 
gradients led to the formation of ferrite subgrains. The magnitude of the misorientation (< 5.26°) shows 
that this process can not be connected to ferrite nucleation events at the phase boundary. However, the 
observed orientation gradients may be a consequence of minimization of interfacial energy at the phase 
boundary towards differently oriented austenite grains. 

Another microstructural feature which was observed during intercritical annealing is the nucleation of 
new ferrite grains at the α/γ-phase boundary. These new ferrite grains always had a CSL3 OR towards 
their neighboring ferrite grains. The origin of these grains is unclear but it can be ruled out that these 
ferrite grains form during quenching or that they are a consequence of the impingement of other ferrite 
grains that independently nucleated. 

Observation of the microstructure during intercritical annealing and after quenching allowed for a very 
detailed investigation of the formation of epitaxial ferrite (EF) during quenching. It was found that the 
amount of epitaxial ferrite that formed during quenching is dependent on the misorientation between 
ferrite and austenite at the phase boundary. More EF forms if the misorientation at the phase boundary is 
further away from the KS OR. This is probably a direct consequence of the α/γ-phase boundary mobility. 
The mobility of the α/γ-phase boundary depends on its misorientation. The higher the misorientation 
between its misorientation and the KS OR, the higher is its mobility. 

Martensite nucleation, variant selection and pairing were analyzed for martensite formation from the 
intercritical regime. A weaker martensite variant selection was observed for martensite that formed from 
the intercritical regime in comparison to the martensite that formed from a fully austenitic sample as 
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analyzed in the previous chapter. For the accommodation of transformation strains, the plastic defor-
mation of the relative soft ferrite might be preferred over variant selection for the accomodation of mar-
tensite. The comparison of variant pairing of the fully martensitic sample with the dual-phase sample 
showed that prevalence for variant pairs with minimal misorientation angles can be observed in the dual-
phase material. The OR between austenite and martensite was found to be very close to the OR which 
was observed in the previous chapter. 

Preferred nucleation of martensite at austenite twin boundaries and the associated variant selection rule 
described in the previous chapter was also observed for the dual phase microstructure. In addition it was 
found that the α/γ-phase boundary is a preferred nucleation site if its misorientation is close to the KS OR. 
The crystallographic variant selection rule observed here is very similar to the one observed for the fully 
austenitic microstructure. The orientation of the martensite variant nucleated at the α/γ-phase boundary 
has to be close to the orientation of neighboring ferrite. This shows that martensite formation from the 
intercritical regime is influenced by the presence of ferrite and specifically by its orientation. 

Surrounding ferrite is in turn affected by martensite formation in its vincinity. Distinct orientation gradi-
ents which were not present during intercritical annealing were found in the ferrite close to the martensite 
islands. These orientation gradients are a consequence of the deformation of ferrite that was caused by the 
formation of martensite in its vincinity. TKD orientation maps on a TEM lamella perpendicular to the 
ferrite-martensite phase boundary showed that the orientation gradients are not homogenously distributed 
from surface to bulk. They vary in a similar manner as the magnitude of the orientation gradients around 
martensite islands. This suggests that plastic accommodation of martensite transformation strains are 
dependent on the martensite variants that form. 
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8 Austenite	Annealing	Twins	
The formation mechanism and the cause of the formation of annealing twin boundaries in fcc materials 
remained obscure for over a century and are even not completely clarified until today. The formation of 
annealing twins has long been observed and described but its underlying mechanisms remain unclear. 
Besides this fundamental scientific interest, there is technological interest: The role of these special 
interfaces is highlighted by the concept of grain boundary engineering (GBE) [419] as a tool for the 
optimization of the mechanical properties by tailored microstructures. 

The results of the preceding investigations reveal and underline the role of austenite twin boundaries in 
the formation of martensite. The aim of this chapter is to clarify the origin of these microstructural fea-
tures. Dynamic observations of microstructural changes are therefore necessary. Here a combination of 
EBSD scans with SE image sequences is used to analyze and observe the formation, motion and annihila-
tion of austenite twin boundaries. 

8.1 Experimental	

 
An iron foil (99.99%) with a thickness of 2.0 mm was annealed for 20 h at 1000 °C after a carbon coating 
was applied and slowly cooled (cooling rate of ca. 12 mK/s) in order to achieve a regular ferritic/pearlitic 
microstructure. The composition of the sample was analyzed after the in situ experiment and the subse-
quent characterization. The analysis of the sample showed that the carbon content of the sample was 
0.105 wt.% (analyzed by ICP-OES at IAM-AWP). The sample was ground and polished to obtain a flat 
surface after this annealing procedure. The last polishing step included an oxide particle suspension 
(OPS) using a vibratory polisher. The sample was then mounted on the heating stage inside a 
FEI Nova Nanolab 200 SEM/FIB using Mo clamps. A region of ca. 600 µm x 600 µm was marked by 
cutting four square shaped holes into the surface using the ion beam of the FIB. The orientations within 
this region were then mapped using the EBSD (HKL Nordlys) system with a step size of 1 µm. 

The orientations of grains of a gold wire bonded to one of the Mo clamps of the heater were determined 
by EBSD at room temperature. A second EBSD scan of the same region was performed after the sample 
was heated to 800 °C. The progression of the austenitization was monitored using the SE images from the 
surface of the sample after increasing the temperature of the sample by 5 K. A third EBSD scan was 
started after the motion of the interfaces on the surface had stopped. This procedure was repeated at 
810 °C, 830 °C and 930 °C. The temperature at the surface of the sample was monitored during the 
experiment using a two-color pyrometer connected to the SEM chamber by a glass fiber feedthrough. The 
measured temperatures in the intercritical regime are plotted in Figure 8.1a. 

Video sequences of the surface in between the EBSD scans were captured by the SE detector. The motion 
of the interfaces triggered by a change in temperature could be monitored because of thermal grooving at 
the interfaces. The identification of the character of the interfaces was achieved by comparison of the 
SE images with the results of the EBSD scans that were performed before and after the change in temper-
ature. Finally, the sample was quenched using a stream of helium gas which was directed onto the surface 
of the hot sample. The temperature during quenching was monitored using a thermocouple inside the 
heater (the gas injection system obstructed the optics of the pyrometer). The temperature curve during 
quenching is plotted in Figure 8.1b. 
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Figure 8.1: a) Temperature during intercritical annealing. b) Temperature during quenching with He gas. The point 
of maximum quenching rate (-207 K/s) is marked. 

After quenching, the orientations of the resulting microstructure and the same reference grains of the gold 
wire on the Mo clamp were again mapped by EBSD with the same step size. An additional EBSD scan 
with a higher spatial resolution was performed inside a Zeiss Merlin SEM (449 µm x 397 µm step size 
0.5 µm). 

8.2 Results	

The EBSD scans are depicted in Figure 8.2. The initial ferritic/pearlitic microstructure is shown in 
Figure 8.2a exhibiting a grain size of 90.5 µm. The ferrite grain size increases with sample temperature 
and annealing time up to 132 µm at 810 °C. The ferrite grains exhibit a very low granular misorientation 
independent of the temperature of the sample. A very small amount of the ferrite grain boundaries con-
sists of bcc twins (1%). This fraction grows with increasing temperature to a fraction of ca. 7%. 

A relativly constant fraction of ca. 24% of the phase boundary segments exhibits a misorientation close to 
the KS OR. This fraction increases to 29% at 830 °C where only very small ferrite islands are present. 
This is caused by the lower mobility of phase boundary segments that exhibit a misorientation close to the 
KS OR. Smaller austenite islands like the ones observed at 800 °C seem to exhibit a phase boundary with 
a misorientation close to KS more frequently than larger austenite islands. 

The austenite phase at 800 °C exhibits an average grain size of 49.2 µm. The size of the austenite grains 
increases to 94.8 µm at 900 °C. A large fraction of austenite/austenite interfaces consists of austenite 
twins. The fraction of austenite twins with regard to the overall length of austenite/austenite interfaces 
amounts to 68% at 800 °C. This fraction decreases to 48% only after full austenitization is reached due to 
the disappearance of the transformation interface and the associated increase in austenite boundaries. 
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RT 800°C 805°C 810°C 830°C 900°C
 
Figure 8.2: a)-f) EBSD maps showing the orientations measured on the surface of the sample at RT, 800 °C, 805 °C, 810 °C, 830 °C, 900 °C, respectively. g)-l) show the corre-
sponding phase maps. Austenite regions are marked in blue and ferrite regions are marked in red. Grain boundaries are drawn in black, CSL3 boundaries in austenite and ferrite in 
yellow and white, respectively. Phase boundaries exhibiting a misorientation close (tolerance angle ω < 5°) to the KS OR are marked in green.  
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The motion of interfaces can be clearly seen in the sequence of SE images of the surface of the sample 
during the growth of the austenite phase fraction between 810 °C and 830 °C. A comparison of these 
images to the OM at 810 °C and 830 °C enables the identification of phases and orientations of grains and 
the character of their interfaces (grain, phase and twin boundaries). Twins typically consist of different 
boundaries. The coherent CSL3 boundary which has low energy and the incoherent part which conatins 
more lattice defects and therefore costs more energy. In the following, the long edges of the twins in the 
images and maps are associated with the coherent boundary while the short edges are interpreted as 
incoherent twin boundaries. Figure 8.3 shows one section in which the formation of new austenite twin 
boundary segments by the motion of the austenite-ferrite phase boundary can be observed. The phase map 
in Figure 8.3a shows the initial state of this section on the sample. The black triangle marks a triple 
junction formed by an austenite twin with the phase boundary. The phase boundary starts to move due to 
an increase of the temperature from the austenite grain into the ferrite grain marked in Figure 8.3b. The 
SE images in Figure 8.3c-e show the motion of the phase boundary which is marked by red triangles. The 
triple junction moves along with the phase boundary resulting in a growth of the twin boundary (i.e. of 
both twin related grains). Figure 8.3f shows a phase map of the result of the phase transformation. The 
segment of the twin boundary which was created by the motion of the phase boundary is located between 
the two black triangles. 

 

 
Figure 8.3: Formation of a new twin segment by the motion of the austenite-ferrite phase boundary. a) shows a phase 
map corresponding to the region depicted in the SE images. The measurement points assigned to the austenite phase 
are shown in blue. The ferrite phase is shown in red. Austenite twins are shown in yellow, phase boundaries with a 
misorientation close to the KS OR are marked in green. The triangle shows the triple junction of a twin and the phase 
boundary. b)-e) show the progression of the phase transformation by the motion of the phase boundary. The phase 
boundary is marked by red arrows. f) Shows a phase map of the same section on the sample after 3440s when 
equilibrium was reached. 
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A second example is shown in Figure 8.4. The phase boundary marked by red triangles shown in Fig-
ure 8.4b exhibits a strong curvature which can be clearly seen in Figure 8.4b marked by a black triangle. 
In Figure 8.4c a twin forms at the point of maximum curvature which is marked by a black triangle. The 
incoherent part of the twin forms first and the twin grows with the motion of the transformation front 
which is marked by red triangles in Figure 8.4d. The twin is highlighted by a black triangle. Figure 8.4 
shows the full twin ending at an austenite grain boundary after the transformation is complete. The phase 
map of the final state shown in Figure 8.4f indicates that the twin grew in thickness between the end of 
the SE observation and the end of the EBSD scan. 

 

 

 
Figure 8.4: Formation of an austenite twin during the motion of an austenite-ferrite phase boundary at the point of 
maximum curvature. a) and f) show phase maps of the initial and final state, respectively. SE images b)-e) show the 
evolution of the surface of the sample between initial and final state. 

A similar event where the formation of fresh twin boundary segments is caused by the motion of the 
phase boundary is shown in Figure 8.5. In contrast to the growth of an existing twin which was described 
above, here new twinned structures form during transformation. Figure 8.5a shows the initial state of the 
section before the temperature is increased. Figure 8.5b shows the motion of the austenite-ferrite inter-
face. The interface is marked with red triangles. The first twinned grain emerging from the phase bounda-
ry is marked with a black triangle. Figure 8.5c shows the formation of a further twin adjacent to the 
triangular shaped small twinned grains marked with a black triangle.  
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Figure 8.5: Formation of new austenite twins by the moving austenite-ferrite phase boundary. a) Initial state of the 
area. b) Continuation of the phase transformation by motion of the α-γ phase boundaries into the ferrite grain. The 
interface is marked with red triangles. The first twin formed from the interface is marked by a black triangle. 
c) shows the formation of a second twin adjacent to the first ones. d) shows the growth of this twin until the final 
state in e) and f) is reached. The black triangles in e) show the disappearing twinned triangular segments. The black 
triangle in f) highlights the twin which was formed. 

The moving phase boundary is marked with red arrows. The further growth of this twin is shown in 
Figure 8.5d: The twin is marked with a black triangle and the moving interface is marked with red trian-
gles. The disappearance of the smaller triangular twinned structures is shown in Figure 8.5e. The final 
state of the section is shown in Figure 8.5f. The twin lamella that formed by the motion of the transfor-
mation interface is marked by a black triangle. The smaller triangular twinned structures could not be 
detected in the EBSD scan. 

The following two detailed figures show two processes which lead to the annihilation of austenite twins. 
The first one is depicted in Figure 8.6 starting with the growth of an existing twin by the motion of the 
phase boundary. This can be seen in Figure 8.6a and Figure 8.6b. The SE images in Figure 8.6c-e show 
the reduction of the size of the twin by the motion of the incoherent part of the twin towards the grain 
boundary at which the twin is connected. A comparison between the phase map at 830 °C and the phase 
map at 900 °C which are depicted in Figure 8.2k and Figure 8.2l shows that the size reduction of the 
austenite twin continues slowly during annealing. 
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Figure 8.6: Growth and subsequent size reduction of an austenite twin. a) shows a phase map of the initial state of 
the twin. The twin is marked with a black triangle. b) illustrates the growth of the twin by motion of the phase 
boundary. The twin is marked with a black triangle, the phase boundary is marked with red triangles. c) shows the 
state of the twin after shrinkage started. The incoherent boundary is marked by a black triangle. The phase boundary 
is marked by red triangles. d) depicts the size reduction of the twin by motion of its incoherent boundary. e) shows 
the size of the twin after further shrinkage. f) the final state of the austenite twin in an EBSD phase map. 

Another process leading to a reduction of twin boundary length can be observed in Figure 8.7. The initial 
state at 805 °C is shown in Figure 8.7a. The twin boundary in this OM which is marked with a black 
triangle starts moving after the temperature is increased. The austenite grain in which this twin is located 
is mostly surrounded by ferrite grains. These phase boundary segments barely move. The same twin 
boundary can be seen in Figure 8.7b marked by a black triangle just before it starts to move. The motion 
starts once 810 °C is reached. The motion of the twin boundary can be observed in Figure 8.7b-e. It 
moves significantly more quickly than phase boundaries or grain boundaries in the same sample. The 
final state can be seen in the EBSD scan shown in Figure 8.7f. It shows that the grain changed its orienta-
tion by the motion of the twin boundary. At this point the initially small twin has consumed the whole 
austenite grain. 

 

 
Figure 8.7: Motion of a twin boundary during the temperature change from 805 °C to 810 °C. a) Shows an EBSD 
scan of the sample before the change of temperature. The twin boundary is marked with a black triangle. b)-e) show 
SE images of the surface during the motion of the twin boundary. The boundary is marked with a black triangle in b) 
and c). f) shows an EBSD scan of the same section after no motion on the surface were detected after reaching 
810 °C. 
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An EBSD scan of the microstructure after quenching at the same location as shown in Figure 8.2f and 
Figure 8.2l is shown in Figure 8.8b. The SE image in Figure 8.8a of the surface shows the formation of a 
surface relief which indicates the involvement of a displacive phase transformation during quenching. 
Some Widmanstätten structures can be seen in the EBSD scan but also some regions in which marten-
site/bainite formed. Different ferrite morphologies can be seen ranging from Widmanstätten ferrite to 
martensite. 

a b 

Figure 8.8: a) SE image of the surface at the same location as all prior EBSD scans after rapid cooling from 900 °C. 
The surface relief formed in some regions indicates displacive processes during transformation. b) shows the EBSD 
measurement of the same location corresponding to the SE image in a). 
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8.3 Discussion	

8.3.1 OR	Between	Ferrite	and	Austenite	

The characterization of the phase boundary between austenite and ferrite in the intercritical annealing step 
shows that the phase transformation is dominated by a misorientation at the phase boundary that is close 
to the KS OR. The OR between the ferrite and the austenite phase is shown in Figure 8.9a in a (100) pole 
figure. The superimposed orientations of the variants of the KS OR shows that the OR between ferrite and 
austenite in the intercritical regime is close to the KS OR but exhibits large scatter around the ideal 
KS OR. It also shows that the variant selection processes seem to be active.  

The orientation data of the intercritical annealing steps where austenite and ferrite coexist can be used to 
calculate the exact OR between austenite and ferrite for this alloy. Therefore, the misorientation at the 
austenite-ferrite phase boundary is used. A MDF is calculated from the fcc/bcc orientation pairs. Finding 
the maximum of the MDF gives the dominant misorientation which can then be expressed as parallel 
planes and directions. The result of this calculation for all misorientations at the phase boundary for all 
temperatures is: 

 ሼ11ത0ሽఊ || ሼ100ሽఈ

〈221ത〉ఊ || 〈041ത〉ఈ 
Eq. 8.1 

 

This OR is 6.8° away from the KS OR and 4.3° away from the NW OR and results in 12 product variants.  

A comparison of the microstructures at different temperatures shows that the velocity of phase boundaries 
exhibiting a misorientation close to the KS OR is very low. The highest velocities can be observed for 
twin boundaries which can migrate inside a grain. The motion of interfaces observed by SE images does 
not completely cease after a certain temperature is reached: The combined motion of twin boundaries and 
phase boundaries can be observed after that point until equilibrium is reached. The dynamic nature of this 
equilibrium is also evident from the growth of some ferrite grains upon increasing temperature. 

8.3.2 Annealing	Twins	in	Austenite	

The microstructure of the austenite phase features a high density of CSL3 boundaries. A histogram of the 
distribution of misorientation angles at austenite-austenite grain boundaries is shown in Figure 8.9b. The 
untextured uncorrelated misorientation angle distribution is plotted in the same diagram as a red line for 
comparison. This shows that twin boundaries are the most common boundary in the austenite phase. The 
fraction of twin boundaries for the fully austenitic sample at 900 °C was found to be 48%. The overall 
twin boundary length can be observed to double from 800 °C to 900 °C. A twin boundary density may be 
calculated by relating the twin boundary length to the surface covered by austenite. This calculation 
shows that the austenite twin density decreases from 0.02 /𝑚ଶ to 0.12 /𝑚ଶ during the increase of the 
temperature from 800 °C to 900 °C. 

  



8  Austenite Annealing Twins 

126 

a b 

Figure 8.9: a) (100) pole figure representing the OR between austenite and ferrite at the phase boundary. The 
displayed misorientations are from the EBSD scans at all temperatures. The gray circles represent the orientations of 
the corresponding KS variants. The red marks show the orientations of the variants of the OR shown in Eq. 8.1. 
b) shows the misorientation angle distribution of austenite grain boundaries which were taken from the EBSD scans 
at all temperatures at which austenite was present. 

The higher density of twin boundaries in the austenite phase when compared to the ferrite phase is a 
direct consequence of the low Stacking Fault Energy (SFE) of austenite. The stacking fault energy of 
austenite depends on the composition of the alloy, mainly on Mn, Ni and Cr [420], [421]. The largest 
change of the SFE is caused by the carbon concentration in the alloy [422], [423]. The SFE of the austen-
ite phase in pure FeC alloys is 15-60 mJ/mଶ [424], which is lower than the SFE of copper (41 mJ/
mଶ [425]). 

Lischewski et al. [25] observed an increase of austenite twin boundary density with increasing austenite 
phase fraction in their in situ EBSD experiments on a 0.05C-0.28Si-0.82Mn steel. They explained this 
increase with the formation of growth twins during austenite grain growth after the transformation. This 
conclusion was solely based on EBSD scans conducted during austenitization without considering SE 
images from the surface of the sample. 

The question that arises from this analysis is how the twins in the austenite phase form. It would be 
reasonable to consider these twins to be annealing twins which are reported to be formed by moving grain 
boundaries during recrystallization or grain growth at elevated temperatures [426]. An evaluation of the 
EBSD scans at 830 °C and 900 °C combined with the SE image sequence of the surface of the sample at 
the same location in between these temperatures shows that the austenite twins are formed or at least 
grow at the moving austenite-ferrite phase boundary. 
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8.3.3 Nucleation	of	Annealing	Twins	at	the	α‐γ	Phase	Boundary	

The observations suggest that all austenite twins directly form at the austenite-ferrite phase boundary. The 
formation of austenite twins from a moving grain boundary which is usually reported as the cause for the 
formation of annealing twins during annealing or recrystallization was not observed here. Three different 
modes were identified which lead to an increase in twin boundary length in the austenite phase. 

The first mode is based on an already existing twin boundary as illustrated in Figure 8.3. A triple junction 
of an austenite twin boundary with the austenite-ferrite phase boundary is present in the initial state. Upon 
increasing the temperature, the phase boundary starts to move into the ferrite grain. The triple point 
moves along with the phase boundary and this leads to an elongation of the austenite twin boundary by 
the simultaneous growth of both twin related grains. The same effect can be observed at most triple 
junctions of the austenite-ferrite phase boundary and an austenite twin. It can be assumed that the sample 
was in a steady state during the EBSD scan because the measurement was started after no motion of any 
interfaces was detectable in the SEM. This implies that the angles which can be observed at triple junc-
tions can be considered as equilibrium angles representing the relative energies of the different bounda-
ries. This suggests that the energy of the twin boundary is negligible compared to the energy of the 
austenite-ferrite phase boundary. It can be clearly seen that the phase boundary is not affected by the twin 
boundary that it is connected to. This is also the case during the transformation. The two twinned crystals 
seem to grow independently. The twin boundary does not cause any drag effect in the motion of the phase 
boundary that is connected to them. 

The second mode can be seen in Figure 8.4. The moving phase boundary which is not connected to a twin 
forms twins during its motion into the ferrite grains. The moving phase boundary is marked with red 
triangles in Figure 8.4b and Figure 8.4c. The black triangle highlights one point on the boundary where 
the boundary exhibits maximum curvature. It is not clear if the friction of the boundary is higher in this 
location or if an obstacle (carbide, particle) retards its motion. Figure 8.4c and Figure 8.4d show that an 
austenite twin forms at the point of highest curvature leading to a decrease of the curvature of the phase 
boundary. The twin nucleates by the formation of the incoherent part which later remains inside the 
austenite grain. In contrast to the first mode, additional twins can form by this mechanism. 

The third mode can be observed in Figure 8.5: Here the formation of several twins from the phase bound-
ary which are connected to an already present, very fine twin can be seen. This first twin is almost parallel 
to the phase boundary. A complex structure of three small triangular twinned austenite grains forms at the 
phase boundary. This can be seen in Figure 8.5b and Figure 8.5c. These crystals do not form like the ones 
in Figure 8.3. Instead a new crystal exhibiting a twin OR to the parent grain forms. These triangular 
grains are very similar to the small twinned grain which is marked by a black triangle in Figure 8.5a. The 
similarity in shape suggests that this twin shares the same orientation as the twinned crystals that forms at 
the phase boundary. Starting from these small grains a new twin grows from the phase boundary in 
Figure 8.5c and Figure 8.5d. This twin has the same orientation as the first twin at which the processes 
started. The smaller twins which formed in Figure 8.5b start to dissolve after the large twin appears and 
cannot be detected anymore in the EBSD scan at 900 °C. 

A nucleation of an austenite twin from a phase boundary exhibiting a misorientation close to the KS OR 
was not observed due to the very low velocity of these interfaces. The observations do not contradict the 
classical description of the formation of annealing twins during grain growth or recrystallization but show 
an additional mechanism for the formation of annealing twins at moving phase boundaries. 
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Several possible fundamental mechanisms for the formation of annealing twins were proposed. Gleiter et 
al. [427] and others [428] described the formation of annealing twins based on grain growth accidents. 
Dahs et al. [429] and Meyers et al. [430] showed that twin nuclei consist of stacking fault packets. Pande 
et al. [431] proposed a mechanism in which the formation of annealing twins is based on the formation of 
Shockley partial loops on consecutive (111)γ planes during grain growth. Based on this, an additional 
model was proposed by Mahajan et al. [426] which tries to unify all of the previous models. 

The structure of the austenite-ferrite interface is supposed to consist of ledges [432]–[438]. These ledges 
may be assumed to consist of (111)γ planes on the surface of the austenite crystal. According to Pande et 
al. [431] the probability of a growth accident to occur on this plane is proportional to the velocity of the 
boundary. This is in contradiciton to the observation made in Figure 8.4 because here the twin nucleates 
at the point where the boundary moves with the lowest velocity. The probability for a growth accident on 
a (111)γ plane may however not be directly dependent on the velocity of the interface but also on its 
structure i.e. the length of the (111)γ steps in the interface. The probability for a growth accident to occur 
should be proportional to the SFE and proportional to the amount of atoms transferred through a (111)γ 
ledge of the austenite ferrite interface. This would explain the formation of the twin in Figure 8.4 where 
the twin forms at the point of the interface which is moving with the lowest velocity. The resulting 
curvature may lead to a change of the structure of the interface in which the proportion of (111)γ ledges 
becomes larger increasing the probability of growth accidents. This may explain the correlation between 
interface curvature and twin nucleation probability. 

Following the discussion of Mahajan et al. this could then lead to the formation of an annealing twin by 
the emission of Shockley partial loops. The significantly higher frequency of twin formation at the trans-
formation front compared to twin formation from grain growth is a consequence of the lower mobility of 
the grain boundary in comparison to the relative heigh velocity of the phase boundary. 

The mechanisms for twin nucleation leading to the structures observed in Figure 8.5 are complex. Multi-
ple twinning occurs by the interaction of an already existing twin with the phase boundary. The newly 
formed twin nucleates after the already existing twin stopped to grow with the moving phase boundary. 
This indicates that the phase boundary detaching from the austenite twin leads to the nucleation of the 
new twin. It is also clear from Figure 8.5d (and Figure 8.4) that the moving phase boundary can contain 
the incoherent part of the twin. 

It is not clear if transformation stresses at the interface support these processes or are even prerequisites 
for them. It may be assumed that diffusion will lead to a very fast relaxation of transformation stresses so 
that they are not active during twin nucleation. 
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8.3.4 Annihilation	of	Annealing	Twins	and	Twin	Boundary	Migration	
During	Annealing	

Two different processes leading to a reduction of twin boundary length were also observed during anneal-
ing. The annihilation of twins was already described in the observations made in Figure 8.5: The smaller 
triangular twinned grains disappear during annealing. The same effect was observed for the twinned grain 
marked by a black triangle in Figure 8.5a. This may be caused by the low size and relative high amount of 
incoherent boundary compared to the overall boundary length of the twinned grain. 

The first mechanism is illustrated in Figure 8.6: After initial growth of an existing twin, the twin started to 
shrink. This process commenced by the motion of the incoherent part of the twin towards the grain 
boundary containing the other incoherent part of the twin so that the twin lamella became shorter. The 
process started after the character of the grain boundary containing the incoherent part of the twin 
changed due to the ongoing phase transformation. The maximum velocity of the incoherent part of the 
twin was observed close to the beginning of its motion. From then on, the velocity of the incoherent part 
decreased continuously. The same twin can therefore be seen to be still present at the end of the experi-
ment just before quenching at 900 °C in Figure 8.2k. This mechanism that consist in a decrease of the 
twin size by the motion of the incoherent part(s) of the twin towards each other may also be responsible 
for the annihilation of the twin which was observed in Figure 8.4. 

A second mechanism was observed several times during annealing which can lead to a reduction of twin 
boundary length in the austenite phase during annealing. The migration of a twin boundary through an 
austenite grain, as observed in Figure 8.7, may lead to a reduction of the overall twin boundary length in 
the austenite phase. This motion leads to a change of the orientation of the grain at a significantly higher 
velocity as it would be possible by purely diffusive processes. The twin boundary was curved and there-
fore its motion must involve the migration of both, the coherent and the incoherent part of the twin. 

It is not clear what the driving forces for the migration of the twin boundary may be. The local crystallog-
raphy of the surrounding of the grain did not change during the observation, as the surrounding grains did 
not change significantly in size or orientation before and after the experiment. The migration of the twin 
boundary did not result in a shape change of the grain that would be expected. Brandl et al. [439] suggest-
ed a structural model for non-coherent CSL3 boundaries consisting of a succession of coherent twin 
boundary segments and incoherent steps consisting of three Shockley partial dislocations each. The 
existence or formation of such a structure may occur localized in the vicinity of the (non CSL3) grain 
boundary which forms a triple point with a CSL3 boundary. They further motivate a migration mecha-
nism since the partial dislocations are glissile dislocations common to both adjacent crystals. A successive 
motion of these dislocations along the boundary can then lead to a motion of the twin boundary. A further 
result of this consideration is that the CSL3 boundary has a net zero Burgers vector suggesting that the 
shape change resulting from CSL3 boundary migration may be zero. Nucleation and emission of Shock-
ley partial loops is necessary for this mechanism to propagate. A self-propagating mechanism would lead 
to the migration if the stress concentration at the triple point of the twin boundary and the grain boundary 
may provide the stresses necessary for the emission of Shockley partial dislocations [440], [441]. The 
driving force for the migration of the twin boundary may then be extremely small and the feasibility of 
twin boundary migration mostly dependent on the character of the grain boundaries which contain the 
incoherent part of the twin boundary. In contrast to the models proposed for mechanically induced twin 
boundary migration, there is no back stress acting on the migrating twin boundary resulting in a constant 
migration velocity. 
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8.3.5 Characterization	of	the	Microstructure	After	Quenching	

The goal of this chapter is to investigate the intercritical regime of this simplified steel with a focus on 
phase evolution and the formation of twins. Besides that, also quenching was performed and the resulting 
microstructure was investigated. The microstructure that this clean and conceptually simple FeC steel 
develops differs strongly from the EUROFER steel in chapter 6 and 7. In this section this microstructure 
is examined. 

After quenching, the microstructure of the sample does not exhibit the typical morphology of lath marten-
site. The surface relief and the morphology suggest that some areas transformed by a displacive transfor-
mation. The orientations of the microstructure before and after quenching were compared. The result is 
plotted as a (100) pole figure in Figure 8.10a where the variants of the KS OR are marked with grey 
points. It shows a good agreement with the KS OR. It contains more scatter than fully martensitic samples 
(cf. Chapter 6.3.7). A comparison of the microstructure before and after quenching by superimposing the 
two OM reveals that the austenite grain boundaries acted as nucleation sites for ferrite and bainite i.e. 
ferrite grains can be found that extend over Prior Austenite Grain Boundaries (PAGBs). Lath-like trans-
formation products have the tendency to be situated inside larger prior austenite grains and do not extend 
across prior austenite grain boundaries. 

The misorientation angle of the final orientation towards the closest KS variant which was calculated 
from the austenite orientation measured at at a given location is mapped in Figure 8.10b. It can be used to 
distinguish between the different constituents of the complex microstructure observed after quenching. 

a b 

Figure 8.10: a) (100) ferrite pole figure visualizing the OR between austenite and the transformation product. b) map 
of the misorientation angle of the product orientations towards the orientation of the nearest KS variants. 

This map illustrates that regions where transformation products exhibit orientations in good agreement 
with the KS OR and regions where the orientations of transformation products that are far away from the 
orientations of the KS variants can be distinguished. It shows that lath or needle-like constituents are in 
good agreement with the KS OR. These are bainite, martensite and Widmanstätten ferrite. An analysis of 
the ORs of these constituents shows that all of them maintain an OR close to the KS OR to the austenite 
orientation.  



8.3  Discussion 

131 

Figure 8.11a shows the pole figure of the transformation products inside one PAG. The OM of the trans-
formation product is shown in Figure 8.11b. It suggests that the transformation of this PAG is dominated 
by diffusive processes. Large ferrite grains that exhibit characteristic orientation gradients can be seen. 

a b c 

Figure 8.11: Orientation analysis for the transformation products developed from one austenite grain dominated by 
diffusive processes. a) shows the (100) pole figure where the data points are colored according to the IPF map in 
b) The orientations of the KS variants calculated from the austenite orientation of the grain are superimposed in gray. 
c) Map of the smallest misorientation angle of the transformation product towards the nearest KS variant calculated 
from the orientation of the austenite grain. The color bar can be found in Figure 8.10b. 

The pole figure only exhibits a very weak agreement with the KS OR. This is further illustrated in 
Figure 8.11c where the misorientation angles between the product orientation and the closest theoretical 
KS variants are mapped. It shows that large parts of the misorientations between parent and product phase 
are not in accordance with the KS OR. Only a few smaller regions at the top and the right side show 
better agreement. These parts of the microstructure consist of Widmanstätten ferrite. The smaller ferrite 
grain at the top of the PAG exhibits an orientation close to a KS variant and developed Widmanstätten 
needles (marked with a black triangle in Figure 8.11b). This behavior can be observed multiple times in 
this microstructure. Widmanstätten needles which form as sideplates i.e. with an orientation gradient to an 
allotriomorphic ferrite grain are only formed if this ferrite grain exhibits a KS OR to the PAG. 

The second Widmanstätten needle in the former austenite grain is not a sideplate as it is not connected to 
an allotriomorphic ferrite grain. This long and narrow ferrite needle which grew from the grain boundary 
on the right into the grain shows very good agreement with the KS OR. Allotriomorphic ferrite grains 
exhibit a small granular misorientation when compared to displacive transformation products. They 
consist of subgrains which are clearly recognizable in Figure 8.11b. 

The opposite case to Figure 8.11c can be found in Figure 8.12c: The PAG shown there is almost fully in 
accordance with the KS OR. The pole figure in Figure 8.12a shows the KS variants which were calculated 
from the measured orientation of the PAG and the product orientations marked with the same color key 
which was used in Figure 8.12b. The pole figure shows that there is a good agreement with the KS OR. 
This indicates that the transformation of the grain was dominated by displacive processes. Martensite 
laths formed inside the grain without contact to the PAGBs. The majority of displacive transformation 
products are not in contact with randomly oriented PAGBs but austenite twins. However, this is not the 
case for Widmanstätten ferrite which grows from either PAGBs or allotriomorphic ferrite (as sideplates). 
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a b c 

Figure 8.12: Orientation analysis for the transformation products formed from one austenite grain dominated by 
displacive processes. a) shows the (100) pole figure where the data points are colored according to the IPF map in 
b) The orientations of the KS variants calculated from the austenite orientation of the grain are superimposed in gray. 
c) Map of the smallest misorientation angle of the transformation product towards a KS variant calculated from the 
orientation of the austenite grain. The corresponding color bar can be found in Figure 8.10b. 

Variant pairing and selection was analyzed only for transformation products for which the misorientation 
angle between parent and theoretical product orientation (calculated using the KS OR) is smaller than 7°. 
Otherwise the result would be heavily affected by the misorientations between neighboring allotriomor-
phic ferrite grains or other products of diffusive transformation processes. This means that no distinction 
between Widmanstätten ferrite and martensite could be made in this analysis. The histogram with the 
distribution of product KS variants is depicted in Figure 8.13b. It indicates that a low tendency towards 
variant selection was present during transformation. This is further confirmed by the low variant selection 
strength factor of 𝑘௏ௌௌ ൌ 0.251. The 𝑘௏ௌௌ found here is significantly lower compared to the fully marten-
sitic EUROFER steels (cf. Chapter 6) but higher than the variant selection strength factor found for dual-
phase EUROFER (cf. Chapter 7). Variant selection is influenced by transformation stresses. The low 
variant selection found for this material and heat treatment indicates that transformation stresses are lower 
compared to the other samples or that transformationen stresses can be accommodated more effectively 
by deformation of the matrix. The fact that variant selection strength is higher for this FeC material 
compared to the dual-phase EUROFER sample suggests that the transformation stresses are lower in the 
FeC sample if it may be assumed that ferrite in the EUROFER alloy is stronger than ferrite in the FeC 
alloy due to lower strengthening by alloying elements. The observed variant pairing is shown in 
Figure 8.13a. It indicates a trend corresponding with the tendencies found for variant selection: It can be 
seen that variants with small intervariant misorientation angles are preferred (third diagonal line from the 
center line). These variant pairings are strongly dominating the microstructure although twin-related 
variant pairings are also present in the sample but to a much smaller extent. Variant pairing is supposed to 
be influenced by transformation stresses. Transformation misfits can also be accommodated by plastic or 
elastic deformation of the transformation product itself or a softer matrix. This is the case for the trans-
formation in the present sample. Different microstructural constituents form during the transformation 
with different properties. This suggests that the transformation stresses of the constituents resulting from 
displacive transformations may be accommodated by the surrounding constituents that form by diffusive 
processes. Therefore, almost no twin-related variant pairing is found. This is similar to what was found 
for the dual-phase steel in Chapter 7. 
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a b 

Figure 8.13: a) Representation of variant pairing in the regions of the sample in which parent and product misorien-
tations were close (7°) to the KS OR. b) shows the frequency of the 24 KS variants formed during the transformation. 

It was not possible to observe the surface of the sample during quenching because the vacuum was broken 
by the helium injection to obtain the quenching rate necessary for the occurrence of martensite in this 
steel. Unfortunately, therefore no information about nucleation or transformation sequence of the product 
microstructure is available. 

Nevertheless, the variant selection criterion for the nucleation at twin boundaries (cf. Chapter 6.3.3) can 
be examined. The orientation of the twinned austenite grains and the orientation of the martensite formed 
at these locations are available from the combined EBSD map. The theoretical KS product orientations 
are calculated from the austenite orientations and compared to the orientation of the martensite formed 
there. This analysis shows that the nucleation criterion identified in Chapter 6.3.3 applies to both, marten-
sitic and ferritic transformation products in this sample. The variant that nucleates at the austenite twin 
has to be a common variant of both the twin and the matrix. 

8.4 Summary	

Annealing twins in the austenite and their importance for the formation of martensite was one of the key 
findings of the previous chapters. The experiment in this chapter aimed at the investigation of the origin 
of austenite annealing twins. Plain carbon steel (0.105 wt.% C) was chosen for this experiment to avoid  
the formation of a layer which led to deterioted EBSPs of EUROFER steel at high temperature. Combina-
tions of orientation mapping and SE image sequences during intercritical annealing were used to investi-
gate dynamic processes leading to formation and annihilation of austenite annealing twins. 

The observations clearly show that the majority of austenite annealing twins form by the motion of the 
austenite-ferrite phase boundaries. Formation of new austenite annealing twins was found to be connected 
to the curvature of the α/γ-phase boundary. Austenite annealing twin annihilation during intercritical 
annealing was observed to be not connected to the α/γ-phase boundary. The movement of austenite 
annealing twin boundaries was found to lead to changes of the orientations of smaller grains (~20 µm) 
with relatively high velocities (<80 s). These highly dynamic processes led to an increase of twin bounda-
ry length during the progression of the transformation to austenite but only to a weak decrease of the 
density of twin boundaries. 
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Characterization of the sample after quenching from a fully austenitic microstructure showed that a 
mixture of different transformation products was formed. Maps of the orientation relationship were 
successfully used to distinguish between transformation products that formed by displacive and diffusive 
processes. The variant selection strength of these displacive transformation products was found to be 
weaker than that of the fully martensitic microstructures (Chapter 6) and weaker than that of the dual-
phase microstructure (Chapter 7). 
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9 Martensite	Formation	in	Plain	
Carbon	Steel	

 
A high purity binary FeC alloy (0.24 wt% C) was subjected to a heat treatment to achieve large austenite 
grains. The heat treatment procedure led to the formation of a phase mixture consisting of martensitic 
islands and surrounding perlite. Thereby, the martensite islands are separated. This material allows for a 
study of the variant selection and pairing of martensite on a solid statistical basis due to a very large 
number of martensite laths. 

9.1 Experimental	

Iron foil (99.99%) with a thickness of 2.0 mm was annealed for 20 h at 1000 °C after a carbon coating 
was applied. The sample was slowly cooled (cooling rate of ca. 12 mK/s) to room temperature in order to 
achieve a regular ferritic/pearlitic microstructure. The composition of the sample was analyzed after the 
in situ experiment and the subsequent characterization. This analysis showed that the sample contained 
0.240 wt.% carbon. This is more than two times the carbon content of the sample under investigation in 
Chapter 8. The heat treatment chosen for this experiment is very similar to the one in the previous chap-
ter. The austenitization temperature was increased to 950 °C in order to obtain a larger amount of marten-
site. 

The sample was ground and polished to obtain a flat surface after the annealing procedure. The last 
polishing step included an oxide particle suspension (OPS) using a vibratory polisher. The sample was 
then mounted onto a heating stage inside a FEI Nova Nanolab 200 SEM/FIB using Mo clamps. It was 
heated up to 950 °C to achieve full austenitization. The austenite microstructure was mapped by several 
EBSD scans at 950 °C. A rough EBSD scan with a step size of 10 µm of an area of ca. 3 mm x 3 mm was 
also performed. Fast cooling is necessary to achieve the cooling rate needed for the formation of marten-
site in pure carbon steel. Therefore, the sample was quenched by injection of helium gas directly onto the 
sample surface using a custom made gas injection system. 

Afterwards, the microstructure of the sample was investigated in a Zeiss Merlin SEM. EBSD scans with 
higher spatial resolution were conducted in this microscope (ca. 400 µm x 400 µm with a step size of 
0.3 µm). TEM lamellae were prepared from the martensite and the pearlite regions in order to get a 
clearer distinction between both constituents. The lamellae were prepared using the FIB of the FEI Nova 
NanoLab 200. The STEM images were taken inside the Zeiss Merlin at 30 kV acceleration voltage. 

9.2 Results	

The orientation map of the austenite microstructure just before quenching is shown in Figure 9.1a. The 
microstructure consists of large austenite grains with an average grain size of 644 µm. The austenite 
grains exhibit very low orientation spread. The microstructure contains a high density of austenite twins 
with ca. 61 % of the overall grain boundaries being twin boundaries. It cannot be excluded that smaller 
twins are present which were not mapped due to the large step size which was chosen to reduce meas-
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urement time at high temperature. Three regions were investigated more closely: Two larger regions G1 
and G2 mainly consisting of one austenite grain and a smaller region G3 was selected for a more detailed 
investigation of the martensite microstructure. The transformation products formed from austenite grain 
G2 are shown in Figure 9.1b. 

a b 

Figure 9.1: a) EBSD map of the surface of the steel sample at 950 °C. Three grains, which are shown in detail later 
are marked as G1, G2 and G3. b) Shows an OM of the austenite grain G2 after quenching. 

The EBSD map reveals that the transformation product consists of two microstructural constituents: 
Martensite formed in the center of the PAG. Very fine pearlite nucleated mainly at the PAGB. The 
average grain size of the pearlite/martensite transformation product assuming a misorientation angle of at 
least 5° for a grain boundary was calculated to be about 53 µm. The transformation product of austenite 
grain G1 is shown in Figure 9.2. The EBSD scan depicted in Figure 9.2b reveals a similar microstructure 
as it was observed for austenite grain G1. In contrast to the martensitic regions, the pearlitic regions do 
not show any surface relief in the SE image which can be seen in Figure 9.2a. The ferrite orientations in 
the pearlitic regions exhibit strong orientation gradients. Two different kinds of pearlite colonies can be 
observed: The first kind is always connected to a PAGB and exhibits finger like structures which are 
formed by orientation gradients. The other kind also exhibits these finger-like features but they emerge 
from a single point and are arranged radially around this point. It can be seen from a comparison of parent 
and product maps that pearlite colonies may grow irrespective of PAGBs if the colonies are of the latter 
type. The pearlite colonies exhibit a sharp interface towards the martensitic constituent. 

The martensite is mostly formed in the center of a PAG and is never in direct contact to the PAGBs. 
There is always some amount of pearlite between the martensite and the PAGB. The martensite micro-
structure consists of very long martensite laths which form in parallel arrangements. These arrangements 
often consist of several variants which form a fixed sequence of variants. The laths tend to form triangular 
structures exhibiting angles of ca. 60° towards each other. 
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a b 

Figure 9.2: a) SE image of the surface of the sample at the location of austenite grain G1 after quenching. PAGBs 
can be clearly seen from grain boundary grooving. The relief arising from martensite formation is clearly visible 
allowing for the distinction of individual martensite laths. The areas around the PAGBs exhibit a very weak relief. 
b) shows the corresponding OM of the same region. 

These triangular arrangements can be seen more clearly in the more detailed scan in Figure 9.3a. The 
structures are also clearly visible on the surface of the sample by the relief caused by the martensitic 
transformation. One pearlite colony of the second kind formed inside the PAG on the lower left side of 
the scan. The center of this structure appears to be a particle for which no EBSP was indexed. The SEM 
image shows a particle which is located at the same location. 

a b 

Figure 9.3: a) shows a SEM image of the surface of the sample in region G3. The martensite laths can be seen to 
form triangular structures on the surface. b) shows the corresponding OM of the same region martensite and bainite 
can be clearly distinguished. 

Figure 9.4 shows STEM bright-field images of two TEM lamellae prepared from the martensite and 
pearlite microstructure respectively. The image in Figure 9.4a shows a cross section of the martensite 
laths. A high dislocation density can be observed. The thickness of the laths appears to be between 
100 nm and 200 nm. 
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Figure 9.4b shows the lamella prepared from the pearlite microstructure. Finely dispersed carbide precipi-
tates can be seen inside the ferritic/pearlitic grains. They appear to be equally orientated within the indi-
vidual ferrite grains. The carbides are elongated and measure roughly 300 nm in length and 40 nm in 
thickness. 

a b 

Figure 9.4: a) Shows a bright field STEM image of a lamella prepared from a martensite region perpendicular to the 
martensite laths. A high dislocation density and the small size of the cross section of the martensite laths can be seen. 
b) shows a STEM (BF) image of a lamella cut from the pearlitic part of the sample. It shows finely dispersed cement-
ite which is oriented roughly in parallel. 

A STEM BF image of the pearlite is shown in Figure 9.5a at higher resolution. The cementite can be 
clearly recognized as dark lines or dots. This cementite is dispersed in the matrix but is sometimes also 
arranged as a chain of cementite particles on grain boundaries. 

a b 

Figure 9.5: a) shows a STEM BF image of the pearlite structure showing fine cementite. b) shows a more detailed 
SE image of a bundle of martensite laths. Striations are present on the surface of the sample. 

Figure 9.5b shows a detailed SE image of the surface of the sample in a region where martensite was 
formed. It shows that a periodic substructure is present on the subunits which form the relief and which 
can be connected to single martensite variants. These striations consist of a much finer relief of parallel 
grooves which are inclined by ca. 50° to the habit plane of the laths. 
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9.3 Discussion	

The martensite morphology observed in this Fe-C alloy is different from the morphology observed for the 
EUROFER alloy in Chapter 6. The microstructure observed here consists of two different microstructural 
constituents which result from different phase transformations. Pearlite mostly formed by diffusive and 
martensite by displacive processes. 

9.3.1 Distinction	between	Pearlite	and	Martensite	

The mapping of the misorientation angle of the orientation of the transformation product to the closest KS 
variant calculated from the orientation of the PAG reveals that the orientation of martensite which formed 
inside the PAGs is close to the KS OR. The corresponding maps for the PAGs G1 and G2 are shown in 
Figure 9.6a and Figure 9.6b, respectively. These maps show that the different transformation products can 
be very clearly distinguished based on the misorientations relative to the product orientations based on the 
KS OR. 

a b 

Figure 9.6: Map of the misorientation angle of the product orientation to the closest theoretical product orientation 
calculated using the KS OR. The maps in a) and b) show PAGs G1 and G2. 

Most of the pearlite shows significantly higher misorientation angles to the KS OR compared to the 
martensite that formed inside the PAGs. However, this is not the case for all of the pearlite. Parts of the 
pearlite colonies, especially close to the PAGBs, exhibit low misorientation angles to the closest 
KS varaint. A statistical evaluation of the misorientation angles of all microstructural constituents towards 
the theoretical transformation product under consideration of the KS OR in the form of a histogram is 
shown in Figure 9.7. 
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Figure 9.7: Histogram of the misorientation angle of the measured product orientation towards the calculated 
theoretical product orientation based on the KS OR. 

This histogram demonstrates that the misorientation angle can be used to distinguish between martensite 
and pearlite. In a more general approach, it can be used to distinguish between microstructural product 
constituents that are formed by displacive processes and microstructural product constituents that were 
formed by diffusive processes. The observation that some of the pearlite colonies exhibit relative low 
misorientation angles towards the closest KS variant shows that this criterion is only necessary but not 
sufficient. 

9.3.2 Martensite	Microstructure	

The martensite consists of long martensite laths which are arranged in parallel. Groups of different laths 
form parallel bunches. Parallel laths belong to a single martensite variant. The laths can extend from one 
PAGB to the other but most laths are confined between other bunches. The average length of the variants 
was found to be 38.8 µm and the average thickness 1.7 µm. The arrangement of several bunches create 
triangular structures. The angles of these structures are very similar for one austenite grain (i.e. one 
austenite orientation). The most frequent angle observed in PAG G1 ranges between 15° and 40° whereas 
the same angle for PAG G2 ranges between 50° and 70°. The variant map for the PAGs G1 and G2 are 
shown in Figure 9.9a and Figure 9.9b, respectively.   
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The variant map shows that variant selection occurs during the transformation. The variant histogram 
which was calculated for PAG G2 is depicted in Figure 9.8b and shows that variants 2 and 22 are prefer-
entially formed in the transformation. The variant maps shown in Figure 9.9 further suggest that strong 
variant pairing tendencies are present in the martensite microstructure. A relative bivariant histogram of 
the variant pairing calculated from all scanned regions is shown in Figure 9.8b. It shows a strong preva-
lence for twin related, neighboring variants i.e. V4&V3, V6&V5, V8&V7 and so on. This can be ob-
served for all neighboring variants except for V1&V2. An only weak tendency for the pairing of variants 
exhibiting low misorientation angles can be seen from the diagram but from these the variants exhibiting 
minimum intervariant misorientation angles e.g. V15&V18, V14&V17 etc. are preferred. 

a b 

Figure 9.8: a) KS variant histogram calculated for the PAG G2. The frequency of KS variants refers to the number of 
EBSD measurement points which can be attributed to one KS variant. b) shows a representation of the variant pairing 
as a bivariant histogram (lower triangle). The pairings of all investigated regions were combined for the calculation of 
the histogram. The upper triangle represents the misorientation angles connected to the specific variant pairings. 

The influence of the dual-phase morphology of the transformation product which was observed in Chap-
ter 7 for a EUROFER alloy cannot be observed for this Fe-C alloy. A lower tendency towards twin 
related martensite variants would be expected following the discussion for the dual-phase microstructure 
for EUROFER steel in Chapter 7. This is not the case in this material. The reason for this may be due to a 
stronger influence of either alloy composition and/or transformation temperature on martensite variant 
pairing tendency. 
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Figure 9.9: Variant maps calculated from the EBSD scans of the transformation product combined with the austenite 
EBSD scan using the KS OR. a) Variant map for the PAG G1 and b) Variant map for PAG G2. 

Only one quantitative, experimental study on variant pairing tendencies can be found in literature: 
Stormvinter et al. [209] investigated the influence of carbon content on variant pairing tendencies in 
martensitic Fe-C alloys. They used an austenite reconstruction algorithm for the determination of the 
martensite variants. All previous attempts on the study of variant pairing were based on the analysis of 
misorientation profiles [125], [218], [415]. Stormvinter et al. found a strong influence of carbon content 
on the variant pairing tendency. They concluded that, especially for lath martensites, higher carbon 
contents promote the formation of twin related variant pairings and will simultaneously reduce the mar-
tensite start temperature. 

9.3.3 Habit	Plane	Analysis	

Martensite laths with an aspect ratio larger than 5 were taken into account for this analysis which was 
performed for the variant map shown in Figure 9.9b (mostly PAG G2). The trace of the habit plane was 
determined by principal component analysis and used to calculate the parallel lattice direction in the local 
austenite orientation. The details concerning the estimation of the habit plane can be found in Chap-
ter 4.13. A relative large scatter of the habit plane was found throughout the analyzed microstructure. This 
scatter was relatively low for a single austenite grain but larger between different PAGs. Therefore, habit 
planes for all PAGs present in the analyzed area were calculated. The results are marked with blue dots in 
the IPF shown in Figure 9.10b. The red dots show the habit planes of martensite that are frequently 
discussed in the literature. This shows that the scatter found in this experiment is relatively high but that 
the most commonly observed habit planes are close to the ሺ259ሻఊ and the ሺ3 10 15ሻఊ habit plane. Other 

experimental work focusing on the habit plane in lath martensite did also find considerable scatter [384]. 
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It should also be noted that “conventional” habit plane analysis using TEM is only able to make a very 
limited amount of orientation measurements. In contrast to that, here more than 17,000 laths were auto-
matically evaluated on an area of ca. 400 µm x 400 µm. The relative large scatter shows that the habit 
plane of martensite is not strongly affected by the prevalent OR because the misorientation towards the 
OR found for this material was found to be very small. This suggests that the habit plane may be strongly 
influenced by varying local transformation stresses which are difficult to assess or predict. 

9.3.4 Martensite	Orientation	Relationship	

The misorientations between the austenite and the martensite orientations for every martensite measure-
ment point in the martensitic regions were used to calculate the actual OR observed for this steel (cf. 
Chapter 4.12). The OR calculated from all orientation pairs from the investigated regions can be ex-
pressed as parallel planes and directions as follows: 

 ሼ21ത1ሽఊ || ሼ13ത2ሽఈ

〈120〉ఊ || 〈310〉ఈ 
Eq. 9.1 

This OR produces 24 variants. This OR and the KS OR are marked in the pole figure shown in Fig-
ure 9.10a where the accumulated OR of all investigated regions is represented in a contour plot. It shows 
that the observed OR is very sharp and close to the KS OR. It also shows that variant selection can be 
observed (non uniform distribution of intensity between the variants) which may be attributed to the 
presence of the free surface. The OR calculated for this sample was found to be 4.2° away from the 
KS OR, 4.4° away from the NW OR, 3.2° away from the Pitsch OR, 2.7° away from the GT OR and 3.4° 
away from GT’ OR. The calculated OR is in between the well-known ORs proposed in literature. 

a b 

Figure 9.10: a) shows a (100) pole figure representing the OR between austenite and martensite in the sample. The 
data points of all investigated regions were combined for this pole figure. The corresponding orientations of the 
KS OR and the OR calculated for the sample are marked on the pole figure in blue and black, respectively. b) result 
of the habit plane analysis for the martensite microstructure shown in Figure 9.9b. The sizes of the blue markers 
correspond to the number of laths which were analyzed in the calculation of the corresponding habit plane. The red 
dots show the habit planes for martensite that are commonly discussed in literature. All planes are defined corre-
sponding to the fcc austenite crystal structure. 
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9.3.5 Martensite	Nucleation	

The nucleation condition described in Chapter 6.3.3 was tested for the austenite grain G2 which contains 
a twin boundary. The variants which formed at the twin boundary are indeed KS variants of the two 
austenite orientations of the twinned crystals. However, this does not prove that these martensite laths 
nucleated at the austenite twin and that this nucleation was not induced by other factors since no observa-
tion of the transformation sequence for this sample was possible. Therefore, the observed correlation of 
the orientations is only a necessary but not sufficient condition for the variant selection on nucleation 
described in Chapter 6.3.3. 

9.3.6 Pearlite	Microstructure	

The STEM images taken from the region with a very weak surface relief shown in Figure 9.4b and 
Figure 9.5a reveal that this region consists of finely dispersed cementite and ferrite. This cementite has an 
elongated shape. This indicates that pearlitic ferrite formed in the sample before 𝑀ௌ was reached. This is 
typical for eutectoid steels [8]. The pearlite microstructure is very fine and does not show the typical 
strictly hierarchical lamellar arrangement of ferrite and cementite [442]–[445]. Due to the small size of 
the cementite it was not possible to obtain EBSP of the cementite lamellae of the pearlitic microstructure. 
It also was not possible to image the pearlitic lamellar structure using FIB. This suggests that probably 
instead of perlite, dispersed cementite particles formed in the ferrite through a Divorced Eutectoid Trans-
formation (DET) [8], [446]–[448]. This transformation results in fine carbide particles due to the presence 
of fine carbide nuclei during austenitization. This processing route is a convenient method to achieve 
spherodized carbides [449], [450] which enhance the mechanical properties of the alloy. The occurrence 
of the DET is therefore dependent on the carbon content of the alloy and the austenitization temperature. 
Additionally, it is possible that the DET and the pearlitic reaction occur during cooling resulting in a 
mixed transformation product. 

A section of the pearlite microstructure was extracted from the EBSD scan in the vicinity of PAG G2 for 
an analysis of the OR of the pearlitic ferrite. The misorientation angle of the ferrite orientations toward 
the closest KS variant was then calculated for the austenite orientations of both neighboring austenite 
grains. The two corresponding maps can be seen in Figure 9.11. The difference in OR for martensite and 
pearlitic ferrite can be seen in Figure 9.6. Figure 9.11 further shows that the ferrite often does not exhibit 
a KS OR to the orientation of the austenite grain into which it grew but in many cases to the neighboring 
austenite grain. This is a consequence of the nucleation at an austenite grain boundary: The orientations of 
both grains can influence the orientation of the transformation product. Figure 9.11a illustrates that large 
fractions of the ferrite exhibt small misorientation angles similar to the martensite in the neighboring 
grain and vice versa. In fact in Figure 9.11a the majority of the ferrite is oriented this way. The same is 
shown in Figure 9.11b for the other PAG: The majority of the ferrite inside the grain does not exhibit a 
KS OR towards the parent austenite orientation but a KS OR towards the orientation of the neighbouring 
austenite grain. 
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Figure 9.11: Map of the misorientation angle in the same region of the pearlitic ferrite orientations towards the 
theoretical product orientations calculated from the austenite orientations of the two neighboring austenite grains. 
a) shows the corresponding map relative to the OR based on the austenite orientation of the upper right austenite 
grain and b) shows the misorientation angle relative to the OR based on the orientation of the lower left austenite 
grain. The prior austenite grain boundary is marked by a dotted red line. 

An OM and a corresponding pole figure of the ferrite orientations and the orientations of the KS variants 
resulting from the orientations of the neighboring austenite grains were calculated in order to investigate 
the deviation of the OR from the KS OR. The OM of the pearlitic ferrite only is shown below in Fig-
ure 9.12a. The corresponding (100) pole figure which can be seen in Figure 9.12b shows the orientations 
color coded according to the map and the orientations of the KS related products of the two neighboring 
austenite grains. It illustrates that the orientations of the pearlitic ferrite are spread around these KS 
variants of both austenite grains. Moreover, the deviating orientations are often located in between these 
KS product orientations. 

a b 

Figure 9.12: a) The orientations of the KS variants of the two neighboring austenite grains are marked with light 
grey and dark grey circles. The dark grey circles correspond to the orientations associated to the austenite grain below 
the pearlite and the light grey to the austenite grain above the pearlite. b) Orientation map of the pearlite region 
corresponding to the maps shown in Figure 9.11. 
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9.4 Summary	

The transformation products of a high purity binary FeC alloy were characterized by the combination of 
parent and product phase orientation mapping. The product microstructure consisted of a mixture of large 
martensite islands surrounded by pearlite. A very large prior austenite grain size (PAGS) allowed to 
analyze a very large amount of martensite laths. 

The OR calculated from the austenite-martensite orientation pairs were found to be close to the GT OR. 
Variant pairing showed a prevalence of twin related variant pairings over minimum misorientation angle 
pairs. This is not in accordance with the tendencies which were observed for the EUROFER alloy sug-
gesting that alloy composition, especially carbon content, may have a strong influence on variant pairing. 

The two constituents which can be clearly distinguished by their morphologies were used to test the 
application of OR mapping to distinguish between the two microstructural constituents based on their 
type of transformation (displacive or diffusive). 
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10 Summary	and	Discussion	
Steel has been used for more than 150 years and is still the most important structural material. Research 
and development on improved and more efficient processing and production of steels in the past have 
drastically improved the properties of this class of material. It is also a great example of the success of 
material science: The interplay of alloying chemistry and physical metallurgy enables to tune the proper-
ties of steels to meet rising operational requirements. The steady development of new and improved 
alloying strategies and processing routes until today shows that this path of progress has by no means 
reached its end. 

This development and its importance are reflected by the vast amount of literature on the topic of steel. 
This ranges from improvements on the level of large scale processing in a steel mill to the observation of 
microstructural evolution during processing in a lab. It includes phenomenological approaches to the 
optimization of alloying and heat treatments which are predominantly based on trial and error. But it also 
covers fundamental observations on crystallography, phase transformations and thermodynamics. This 
resulted in combination with the advancement of tools for the characterization of materials in a more and 
more comprehensive base of knowledge regarding every aspect of steelmaking and its processing. 

The present study aims towards overcoming the traditional trial and error based approach for the optimi-
zation of heat treatments. Therefore, an in situ setup for combined HT SEM/EBSD measurements was 
developed. This setup enables the characterization of materials at different steps of a processing chain. It 
enables a very comprehensive characterization of phases, their orientations, interfaces and the properties 
of these interfaces. All this can be accomplished during a wide variety of heat treatment processes: The 
setup enables to mimic heat treatments including temperatures reaching 1200 °C, heating rates of ca. 
50 K/s and quenching rates of up to ca. 300 K/s. These high quenching rates are achieved by a custom 
made gas injection system. Besides these developments in terms of the experiment, complementary 
computational methods were developed to handle and structure the recorded data which enable a quantita-
tive description and analysis of microstructural evolution. This set of methods enables spatial correlation 
of EBSD data allowing for example to directly compare parent and product phase without loss of spatial 
or angular resolution. The novel approach consists in combining and aligning locally resolved data on 
crystal orientation. Data can be recorded before and after or during phase transformations. Since the same 
location of a sample is observed throughout a process or process chain, a data set is generated that can be 
used to identify important mechanisms or parameters which control the microstructure of a material. 

The focus of this thesis was put on the martensitic transformation motivated by the rather small amount of 
studies available which connect EBSD maps of the austenite microstructure to the martensitic product 
microstructure. Therefore, the aforementioned computational tools were extended to the particular proper-
ties of this phase transformation: Algorithms for the calculation of orientation relationships based on large 
numbers of pairs of the orientation of parent and product phase were developed. Further algorithms for 
the calculation of martensite variants enabling further abstraction of the orientation data to variant maps 
were developed and a quantitative measure of the degree of variant selection was proposed and applied. 
For the first time, the calculation of variant maps enabled a comprehensive statistical analysis of variant 
selection and pairing that were based on EBSD measurements of parent and product microstructures. A 
further algorithm for the automatic estimation of the martensite habit plane based on variant maps allows 
for the analysis of large numbers of martensite laths. 
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These computational tools and the use of EBSD scans at the start and end point of the applied temperature 
changes combined with SEM image sequences of the surface taken in between allowed for the observa-
tion of martensite formation in different alloys and from different microstructures of the same alloy. A 
common observation to all these alloys and microstructures was the influence of austenite twin bounda-
ries on lath martensite morphology and nucleation: The first martensite lath that appeared inside an 
austenite grain formed always at an austenite twin boundary. This first martensite lath was found to be 
always a KS variant of both twin and matrix reducing the number of possible martensite orientations from 
42 (for the KS OR) to only six variants. An additional nucleation site for martensite was found to be the 
austenite-ferrite phase boundary for transformation from the intercritical regime (coexistence of austenite 
and ferrite). The competition between the formation of epitaxial ferrite and martensite during this trans-
formation is determined by the character of the austenite-ferrite phase boundary: Phase boundary seg-
ments exhibiting a misorientation not close to the KS OR show high mobilities i.e. more epitaxial ferrite 
is formed at such bounderies whereas martensite nucleation occurs preferably at phase boundaries with 
misorientations close to the KS OR. The orientation of the martensite variant that formed at these loca-
tions was often observed to coincide with neighboring ferrite orientations. 

The austenite-ferrite phase boundary was also identified to be the origin of austenite twin boundaries. It 
was observed that all austenite twin boundaries formed at the moving austenite-ferrite phase boundary. 
This process and movements of austenite twin boundaries behind the transformation front were highly 
dynamic. These observations suggest structural similarities between austenite twin boundaries, austenite-
ferrite phase boundaries and the martensite nuclei. This may be attributed to types of dislocations which 
are common to all of these interfaces. Another common feature is the OR: Austenite-ferrite phase bound-
aries tend to exhibit an OR close to KS if they are close to their energetic minimum. The OR between 
austenite and martensite is usually close to KS and an austenite twin boundary can also be accepted to 
fulfill the KS OR through the twin related KS variants. 

The analysis of variant selection and variant pairing showed a common trend for all alloys: Both effects 
are connected to the accommodation of transformation strains. Depending on the boundary conditions 
during transformation, different means for the accommodation of transformation strains are available. 
This includes the formation of a surface relief, the elastic or plastic deformation of a neighboring matrix 
phase, variant selection and variant pairing and elastic or plastic deformation of the martensite. Variant 
selection is weaker if other means for the accommodation of transformation strains are available such as 
deformation of the ferrite matrix in the case of a dual-phase microstructure. Large scale statistical analysis 
of the martensite habit plane of different steels showed that the scatter of the habit plane was surprisingly 
large. The estimated habit planes were found to lie in between the ones reported in the literature. 

The results of two different PAR algorithms for a martensite microstructure were put to a quantitative test 
using the austenite EBSD scan measured before quenching. The results showed relative good agreement 
concerning austenite grain sizes and orientations but failed to reconstruct austenite twinning boundaries 
which were found to heavily influence martensite nucleation, formation and morphology. This emphasiz-
es not only the importance of accurate microstructural information as the foundation of computational 
methods for the optimization of steel processing but also is of importance for the understanding and 
interpretation of microstructural relationships between parent and product phase. 

The ORs calculated for different alloys and microstructures from large numbers of austenite and marten-
site orientations were found to be different for each alloy but were all close to the KS OR. They were 
found to be sharp and were located in between the well-established ORs. This shows that the well-known 
ORs (KS, NW, Pitsch, GT, GT’) can be used as approximations for the calculation of product orientations 
but are not characteristic features of the transformation. The measurements instead suggest that there may 
be a continuum of possible ORs which are located in between the established ORs depending on alloying 
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chemistry and the accommodated transformation stresses. Similarly, the OR between austenite and ferrite 
was found to lie in between the established ORs but was found to be less sharp than for the austenite-
martensite OR.  

With these results, the through-process microstructural characterization developed and used in this thesis 
sheds new light onto phase formation and microstructural transformation of steels. For example, in this 
work the importance of annealing twins for the formation of martensite was unveiled. The comparison of 
austenite EBSD maps calculated by PARs to measured maps showed that PARs fail to reconstruct the 
location of austenite twin boundaries. This shows that experimental in situ EBSD data is needed in order 
to obtain meaningful results for the simulation of martensite phase transformation and to draw sensible 
conclusions for nucleation and transformation mechanisms. This is further emphasized by the observed 
high mobilities of these interfaces. In future, datasets from such experiments may be extended to different 
processing conditions and combined with emerging techniques such as ML and AI that help in handling 
and interpreting large amounts of data. This data may be further combined with data from mechanical 
testing such as nanoindentation and micro tensile tests. Eventually this may lead to new combined exper-
imental and computational approaches that will allow for the identification of processing routes for 
tailored microstructures of steels with improved properties. 

 

 





  

151 

11 Appendix	

11.1 Definition	of	ORs	and	their	Variants	

 

KS Parallel planes Parallel directions 
BG CPP 

Variant 𝛄 𝛂 𝛄 𝛂 

1 ሼ111ሽ ሼ1ത01ሽ 〈1ത01〉 〈1ത1ത1ത〉 1 1 

2 ሼ111ሽ ሼ101തሽ 〈101ത〉 〈1ത1ത1ത〉 2 1 

3 ሼ111ሽ ሼ011തሽ 〈011ത〉 〈1ത1ത1ത〉 3 1 

4 ሼ111ሽ ሼ01ത1ሽ 〈01ത1〉 〈1ത1ത1ത〉 1 1 

5 ሼ111ሽ ሼ11ത0ሽ 〈11ത0〉 〈1ത1ത1ത〉 2 1 

6 ሼ111ሽ ሼ1ത10ሽ 〈1ത10〉 〈1ത1ത1ത〉 3 1 

7 ሼ11ത1ሽ ሼ101തሽ 〈101ത〉 〈1ത11ത〉 2 2 

8 ሼ11ത1ሽ ሼ1ത01ሽ 〈1ത01〉 〈1ത11ത〉 1 2 

9 ሼ11ത1ሽ ሼ1ത1ത0ሽ 〈1ത1ത0〉 〈1ത11ത〉 3 2 

10 ሼ11ത1ሽ ሼ110ሽ 〈110〉 〈1ത11ത〉 2 2 

11 ሼ11ത1ሽ ሼ011ሽ 〈011〉 〈1ത11ത〉 1 2 

12 ሼ11ത1ሽ ሼ01ത1തሽ 〈01ത1ത〉 〈1ത11ത〉 3 2 

13 ሼ1ത11ሽ ሼ01ത1ሽ 〈01ത1〉 〈11ത1ത〉 1 3 

14 ሼ1ത11ሽ ሼ011തሽ 〈011ത〉 〈11ത1ത〉 3 3 

15 ሼ1ത11ሽ ሼ1ത01തሽ 〈1ത01ത〉 〈11ത1ത〉 2 3 

16 ሼ1ത11ሽ ሼ101ሽ 〈101〉 〈11ത1ത〉 1 3 

17 ሼ1ത11ሽ ሼ110ሽ 〈110〉 〈11ത1ത〉 3 3 

18 ሼ1ത11ሽ ሼ1ത1ത0ሽ 〈1ത1ത0〉 〈11ത1ത〉 2 3 

19 ሼ1ത1ത1ሽ ሼ11ത0ሽ 〈11ത0〉 〈111ത〉 3 4 

20 ሼ1ത1ത1ሽ ሼ1ത10ሽ 〈1ത10〉 〈111ത〉 2 4 

21 ሼ1ത1ത1ሽ ሼ011ሽ 〈011〉 〈111ത〉 1 4 

22 ሼ1ത1ത1ሽ ሼ01ത1തሽ 〈01ത1ത〉 〈111ത〉 3 4 

23 ሼ1ത1ത1ሽ ሼ1ത01തሽ 〈1ത01ത〉 〈111ത〉 2 4 

24 ሼ1ത1ത1ሽ ሼ101ሽ 〈101〉 〈111ത〉 1 4 

Table 11.1: Definition of the Kurdjumov-Sachs orientation relationship (KS OR). The parallel plains and directions 
as well as Bain group (BG) and close packed plane (CPP) groups are listed for all 24 variants formed by the OR. 
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Figure 11.1: Orientations of the variants formed by the KS OR in green and the NW OR in red on a (100) pole 
figure. 

 

NW Parallel planes Parallel directions 
BG CPP 

Variant 𝜸 𝜶 𝜸 𝜶 

1 ሼ111ሽ ሼ011ሽ 〈21ത1ത〉 〈01ത1〉 2 1 

2 ሼ111ሽ ሼ011ሽ 〈1ത21ത〉 〈01ത1〉 3 1 

3 ሼ111ሽ ሼ011ሽ 〈1ത1ത2〉 〈01ത1〉 1 1 

4 ሼ1ത11ሽ ሼ011ሽ 〈2ത1ത1ത〉 〈01ത1〉 2 2 

5 ሼ1ത11ሽ ሼ011ሽ 〈121ത〉 〈01ത1〉 3 2 

6 ሼ1ത11ሽ ሼ011ሽ 〈11ത2〉 〈01ത1〉 1 2 

7 ሼ11ത1ሽ ሼ011ሽ 〈211ത〉 〈01ത1〉 2 3 

8 ሼ11ത1ሽ ሼ011ሽ 〈1ത2ത1ത〉 〈01ത1〉 3 3 

9 ሼ11ത1ሽ ሼ011ሽ 〈1ത12〉 〈01ത1〉 1 3 

10 ሼ1ത1ത1ሽ ሼ011ሽ 〈1ത12〉 〈01ത1〉 2 4 

11 ሼ1ത1ത1ሽ ሼ011ሽ 〈1ത21〉 〈01ത1〉 3 4 

12 ሼ1ത1ത1ሽ ሼ011ሽ 〈1ത1ത2ത〉 〈01ത1〉 1 4 

Table 11.2: Definition of the Nishiyama-Wassermann orientation relationship (NW OR). The parallel plains and 
directions as well as Bain group (BG) and close packed plane (CPP) groups are listed for all 12 variants formed by 
the OR.  
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a b 

Figure 11.2: a) Shows the orientations of the variants formed by the Pitsch OR in green and the inverse GT OR (i.e. 
GT’) in red on a (100) pole figure. b) shows the orientations of the variants formed by the GT OR in green and the 
Bain OR in red on a (100) pole figure. 

 

Pitsch Parallel planes Parallel directions 
BG CPP 

Variant 𝛄 𝛂 𝛄 𝛂 

1 ሼ100ሽ ሼ01ത1തሽ 〈011ത〉 〈1ത11ത〉 1 1 

2 ሼ010ሽ ሼ1ത01തሽ 〈1ത01〉 〈1ത1ത1〉 2 1 

3 ሼ001ሽ ሼ1ത1ത0ሽ 〈11ത0〉 〈11ത1ത〉 3 1 

4 ሼ100ሽ ሼ01ത1ሽ 〈011〉 〈1ത11〉 1 2 

5 ሼ001ሽ ሼ1ത1ത0ሽ 〈1ത10〉 〈1ത11ത〉 2 2 

6 ሼ100ሽ ሼ011തሽ 〈011〉 〈1ത11〉 3 2 

7 ሼ010ሽ ሼ1ത01ሽ 〈101〉 〈11ത1〉 1 3 

8 ሼ010ሽ ሼ101തሽ 〈101〉 〈11ത1〉 2 3 

9 ሼ100ሽ ሼ01ത1തሽ 〈01ത1〉 〈1ത1ത1〉 3 3 

10 ሼ010ሽ ሼ1ത01തሽ 〈101ത〉 〈11ത1ത〉 1 4 

11 ሼ001ሽ ሼ11ത0ሽ 〈110〉 〈111ത〉 2 4 

12 ሼ001ሽ ሼ1ത10ሽ 〈110〉 〈111ത〉 3 4 

Table 11.3: Definition of the Pitsch orientation relationship (Pitsch OR). The parallel plains and directions as well as 
Bain group (BG) and close packed plane (CPP) groups are listed for all 12 variants formed by the OR. 
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GT Parallel planes Parallel directions 
BG CPP 

Variant 𝛄 𝛂 𝛄 𝛂 

1 ሼ111ሽ ሼ101ሽ 〈5ത 12തതതത 17〉 〈17തതതത 7ത 17〉 1 1 

2 ሼ111ሽ ሼ101ሽ 〈17 12തതതത 5ത〉 〈17 7ത 17തതതത〉 2 1 

3 ሼ111ሽ ሼ011ሽ 〈12തതതത 17 5ത〉 〈7ത 17 17തതതത〉 3 1 

4 ሼ111ሽ ሼ011ሽ 〈12തതതത 5ത 17〉 〈7ത 17തതതത 17〉 1 1 

5 ሼ111ሽ ሼ110ሽ 〈17 5ത 12തതതത〉 〈17 17തതതത 7ത〉 2 1 

6 ሼ111ሽ ሼ110ሽ 〈5ത 17 12തതതത〉 〈17തതതത 17 7ത〉 3 1 

7 ሼ11ത1ሽ ሼ101ሽ 〈17തതതത 12തതതത 5〉 〈17തതതത 7ത 17〉 2 2 

8 ሼ11ത1ሽ ሼ101ሽ 〈5 12തതതത 17തതതത〉 〈17 7ത 17തതതത〉 1 2 

9 ሼ11ത1ሽ ሼ11ത0ሽ 〈5 17 12〉 〈17 17 7〉 3 2 

10 ሼ11ത1ሽ ሼ11ത0ሽ 〈17തതതത 5ത 12〉 〈17തതതത 17തതതത 7〉 2 2 

11 ሼ11ത1ሽ ሼ01ത1ሽ 〈12 5ത 17തതതത〉 〈7 17തതതത 17തതതത〉 1 2 

12 ሼ11ത1ሽ ሼ01ത1ሽ 〈12 17 5〉 〈7 17 17〉 3 2 

13 ሼ1ത11ሽ ሼ011ሽ 〈12തതതത 17തതതത 5〉 〈7ത 17തതതത 17〉 3 3 

14 ሼ1ത11ሽ ሼ011ሽ 〈12തതതത 5 17തതതത〉 〈7ത 17 17തതതത〉 1 3 

15 ሼ1ത11ሽ ሼ1ത10ሽ 〈17 5 12〉 〈17 17 7〉 2 3 

16 ሼ1ത11ሽ ሼ1ത10ሽ 〈5ത 17തതതത 12〉 〈17തതതത 17തതതത 7〉 3 3 

17 ሼ1ത11ሽ ሼ1ത01ሽ 〈5ത 12 17തതതത〉 〈17തതതത 7 17തതതത〉 1 3 

18 ሼ1ത11ሽ ሼ1ത01ሽ 〈17 12 5〉 〈17 7 17〉 2 3 

19 ሼ1ത1ത1ሽ ሼ1ത1ത0ሽ 〈5 17തതതത 12തതതത〉 〈17 17തതതത 7ത〉 3 4 

20 ሼ1ത1ത1ሽ ሼ1ത1ത0ሽ 〈17തതതത 5 12തതതത〉 〈17തതതത 17 7ത〉 2 4 

21 ሼ1ത1ത1ሽ ሼ01ത1ሽ 〈12 5 17〉 〈7 17 17〉 1 4 

22 ሼ1ത1ത1ሽ ሼ01ത1ሽ 〈12 17തതതത 5ത〉 〈7 17തതതത 17തതതത〉 3 4 

23 ሼ1ത1ത1ሽ ሼ1ത01ሽ 〈17തതതത 12 5ത〉 〈17തതതത 7 17തതതത〉 2 4 

24 ሼ1ത1ത1ሽ ሼ1ത01ሽ 〈5 12 17〉 〈17 7 17〉 1 4 

Table 11.4: Definition of the Greninger-Troiano orientation relationship (GT OR). The parallel plains and directions 
as well as Bain group (BG) and close packed plane (CPP) groups are listed for all 24 variants formed by the OR. 
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GT’ Parallel planes Parallel directions 
BG CPP 

Variant 𝛄 𝛂 𝛄 𝛂 

1 ሼ17തതതത 7ത 17ሽ ൛5ത 12തതതത 17ൟ ሼ101ሽ ሼ111ሽ 1 1 

2 ሼ17 7ത 17തതതതሽ ൛17 12തതതത 5തൟ ሼ101ሽ ሼ111ሽ 2 1 

3 ሼ7ത 17 17തതതതሽ ൛12തതതത 17 5തൟ ሼ011ሽ ሼ111ሽ 3 1 

4 ሼ7ത 17തതതത 17ሽ ൛12തതതത 5ത 17ൟ ሼ011ሽ ሼ111ሽ 1 1 

5 ሼ17 17തതതത 7തሽ ൛17 5ത 12തതതതൟ ሼ110ሽ ሼ111ሽ 2 1 

6 ሼ17തതതത 17 7തሽ ൛5ത 17 12തതതതൟ ሼ110ሽ ሼ111ሽ 3 1 

7 ሼ17തതതത 7ത 17ሽ ሼ17തതതത 12തതതത 5ሽ ሼ101ሽ ሼ11ത1ሽ 2 2 

8 ሼ17 7ത 17തതതതሽ ሼ5 12തതതത 17തതതതሽ ሼ101ሽ ሼ11ത1ሽ 1 2 

9 ሼ17 17 7ሽ ሼ5 17 12ሽ ሼ11ത0ሽ ሼ11ത1ሽ 3 2 

10 ሼ17തതതത 17തതതത 7ሽ ൛17തതതത 5ത 12ൟ ሼ11ത0ሽ ሼ11ത1ሽ 2 2 

11 ሼ7 17തതതത 17തതതതሽ ൛12 5ത 17തതതതൟ ሼ01ത1ሽ ሼ11ത1ሽ 1 2 

12 ሼ7 17 17ሽ ሼ12 17 5ሽ ሼ01ത1ሽ ሼ11ത1ሽ 3 2 

13 ሼ7ത 17തതതത 17ሽ ሼ12തതതത 17തതതത 5ሽ ሼ011ሽ ሼ1ത11ሽ 3 3 

14 ሼ7ത 17 17തതതതሽ ሼ12തതതത 5 17തതതതሽ ሼ011ሽ ሼ1ത11ሽ 1 3 

15 ሼ17 17 7ሽ ሼ17 5 12ሽ ሼ1ത10ሽ ሼ1ത11ሽ 2 3 

16 ሼ17തതതത 17തതതത 7ሽ ൛5ത 17തതതത 12ൟ ሼ1ത10ሽ ሼ1ത11ሽ 3 3 

17 ሼ17തതതത 7 17തതതതሽ ൛5ത 12 17തതതതൟ ሼ1ത01ሽ ሼ1ത11ሽ 1 3 

18 ሼ17 7 17ሽ ሼ17 12 5ሽ ሼ1ത01ሽ ሼ1ത11ሽ 2 3 

19 ሼ17 17തതതത 7തሽ ሼ5 17തതതത 12തതതതሽ ሼ1ത1ത0ሽ ሼ1ത1ത1ሽ 3 4 

20 ሼ17തതതത 17 7തሽ ሼ17തതതത 5 12തതതതሽ ሼ1ത1ത0ሽ ሼ1ത1ത1ሽ 2 4 

21 ሼ7 17 17ሽ ሼ12 5 17ሽ ሼ01ത1ሽ ሼ1ത1ത1ሽ 1 4 

22 ሼ7 17തതതത 17തതതതሽ ൛12 17തതതത 5തൟ ሼ01ത1ሽ ሼ1ത1ത1ሽ 3 4 

23 ሼ17തതതത 7 17തതതതሽ ൛17തതതത 12 5തൟ ሼ1ത01ሽ ሼ1ത1ത1ሽ 2 4 

24 ሼ17 7 17ሽ ሼ5 12 17ሽ ሼ1ത01ሽ ሼ1ത1ത1ሽ 1 4 

Table 11.5: Definition of the inverse Greninger-Troiano orientation relationship (GT’ OR). The parallel plains and 
directions as well as Bain group (BG) and close packed plane (CPP) groups are listed for all 24 variants formed by 
the OR. 
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11.2 Standard	Probabilities	of	Orientation	Relationships	

𝑓 ሺ%ሻ 
 

𝜔 (°) 
 

Kurdjumov-Sachs 
Nishiyama-

Wassermann 
& Pitsch 

Greninger-Troiano 
& Inv. Greninger-

Troiano 
Bain 

1 0.01  
2 0.13 0.07 0.13 0.02 
3 0.44 0.22 0.44 0.05 
4 1.04 0.52 0.98 0.13 
5 2.03 1.01 1.79 0.25 
6 3.43 1.75 2.90 0.44 
7 5.10 2.78 4.25 0.70 
8 6.99 4.04 5.80 1.04 
9 9.04 5.46 7.50 1.48 

10 11.24 7.05 9.38 2.03 
11 13.61 8.82 11.46 2.70 
12 16.17 10.78 13.60 3.50 
13 19.00 12.98 16.23 4.45 
14 22.08 15.43 18.99 5.55 
15 25.43 18.09 22.01 6.83 
16 29.02 21.03 25.30 8.29 
17 32.97 24.47 28.86 9.93 
18 37.19 27.48 32.71 11.79 
19 41.77 31.49 36.88 13.79 
20 46.58 35.52 41.35 16.16 
21 51.84 39.94 46.19 18.71 
22 57.35 44.68 51.33 21.44 
23 63.33 49.74 56.85 24.49 
24 69.45 55.14 62.71 27.82 
25 74.99 60.94 68.93 31.39 
26 79.80 66.77 74.66 35.35 
27 83.93 72.29 79.56 39.49 
28 87.36 77.47 83.78 44.03 
29 90.25 82.02 87.34 48.86 
30 92.73 86.00 90.33 54.08 
31 94.75 89.32 92.80 59.64 
32 96.46 92.07 94.88 65.38 
33 97.76 94.31 96.54 70.74 
34 98.71 96.10 97.81 75.59 
35 99.34 97.51 98.74 79.99 
36 99.65 98.46 99.28 83.78 
37 99.81 99.06 99.59 87.05 
38 99.90 99.43 99.76 89.79 
39 99.95 99.65 99.86 92.17 
40 99.98 99.79 99.93 94.16 
41 99.99 99.88 99.97 95.85 
42 100.00 99.94 99.99 97.24 
43 100.00 99.97 100.00 98.31 
44 100.00 99.99 100.00 99.09 
45 100.00 100.00 100.00 99.59 
46 100.00 100.00 100.00 99.85 
47 100.00 100.00 100.00 99.96 
48 100.00 100.00 100.00 100.00 

Table 11.6: Fraction of the unit sphere covered by the variants of various ORs as a function of the tolerance angle 𝜔. 
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