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#### Abstract

The electrodynamic response of ultrapure materials at low temperatures becomes spatially nonlocal. This nonlocality gives rise to phenomena such as hydrodynamic flow in transport and the anomalous skin effect in optics. In systems characterized by an anisotropic electronic dispersion, the nonlocal dynamics becomes dependent on the relative orientation of the sample with respect to the applied field, in ways that go beyond the usual, homogeneous response. Such orientational dependence should manifest itself not only in transport experiments, as recently observed, but also in optical spectroscopy. In this paper, we develop a kinetic theory for the distribution function and the transverse conductivity of two- and three-dimensional Fermi systems with anisotropic electronic dispersion. By expanding the collision integral into the eigenbasis of a collision operator, we include momentum-relaxing scattering as well as momentum-conserving collisions. We examine the isotropic 2D case as a reference, as well as anisotropic hexagonal and square Fermi-surface shapes. We apply our theory to the quantitative calculation of the skin depth and the surface impedance, in all regimes of skin effect. We find qualitative differences between the frequency dependence of the impedance in isotropic and anisotropic systems. Such differences are shown to persist even for more complex 2D Fermi surfaces, including the "supercircle" geometry and an experimental parametrization for $\mathrm{PdCoO}_{2}$, which deviate from an ideal polygonal shape. We study the orientational dependence of skin effect due to Fermi-surface anisotropy, thus providing guidance for the experimental study of nonlocal optical effects.
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## I. INTRODUCTION

The symmetry and nonlocality of many-body correlations are responsible for a variety of quantum phenomena observed in solid-state electronic systems. The nonequilibrium response of strongly correlated metals to external probes, like electromagnetic fields or thermal gradients, is in general spatially nonlocal: the external perturbation, applied at one spatial coordinate $r$, elicits an electronic reaction in an extended region of space $\left\{\boldsymbol{r}^{\prime}\right\} \neq \boldsymbol{r}$ surrounding the probe; see Fig. 1(a). The radius of such region, depicted for an isotropic material by the yellow sphere in Fig. 1(a), is often determined by the carrier mean-free path $l_{\mathrm{mr}}=v_{F} / \gamma_{\mathrm{mr}}$, where $v_{F}$ is the Fermi velocity and $\gamma_{\mathrm{mr}}$ is the momentum-relaxation rate. In Fourier space, the nonlocality entails a dependence of the response functions on wave vector $\boldsymbol{q}$.

Striking consequences of nonlocal behavior are electronic viscosity and elasticity. In the regime where momentumconserving electron collisions at rate $\gamma_{\mathrm{mc}}$ are the dominant source of scattering, electrons collectively respond as a

[^0]macroscopic viscous substance [1] described by the laws of hydrodynamics [2-20]. Evidence of such phenomena is retrieved in transport experiments, where crossovers between hydrodynamic and ballistic flow of electron fluids have been reported in systems as diverse as $(\mathrm{Al}, \mathrm{Ga}) \mathrm{As}$ [21,22], graphene [23-27], $\mathrm{PdCoO}_{2}$ [28], $\mathrm{WP}_{2}$ [29,30], Sb [31], and $\mathrm{WTe}_{2}$ [32].

Likewise, for finite-frequency and low-momentum excitations in the collisionless regime $\gamma_{\mathrm{mr}} \ll \gamma_{\mathrm{mc}} \rightarrow 0^{+}$, dissipationless correlations due to interactions between electrons are encoded by elastic moduli [20,34-45]. This viscoelastic regime can be detected through optical spectroscopy, as testified by the analysis of plasmon resonances in $\mathrm{In}: \mathrm{CdO}$ nanofilms [46] and coaxial nanoapertures [47].

Besides recently engineered applications, nonlocality is firmly established as the origin of anomalous skin effect, whereby an oscillating electromagnetic field at frequency $\omega$, applied at a vacuum-metal interface, generates currents at anomalously long depths into the metal [48-55]. In turn, the generated bulk currents significantly enlarge the penetration depth (skin depth) of radiation inside the metal, with respect to the usual exponential damping due to relaxational dynamics and ensuing Ohmic conduction. The anomalous response regime manifests itself for $\omega \ll v_{F} q$, where $v_{F}$ is the velocity of charged carriers (i.e., the Fermi velocity), and it is due to ballistic conduction: the motion of electrons in the metal is essentially unimpeded by any form of scattering, i.e.,


FIG. 1. (a) Visual representation of the spatially nonlocal dielectric response in three dimensions: the application of an electric field $\boldsymbol{E}(\boldsymbol{r}, t)$ at coordinate $\boldsymbol{r}$ excites a response of electrons (blue spheres) in an extended coherence volume (yellow-shaded sphere). (b) Schematics of part of the unit cell of $\mathrm{PdCoO}_{2}$, showing a conducting Pd layer with hexagonal in-plane coordination and out-of-plane bonds with $\mathrm{CoO}_{2}$ tetrahedra. (c) The anisotropic, hexagonal Fermi surface of $\mathrm{PdCoO}_{2}$ from a tight-binding fit of de Haas-van Alphen magnetotransport data [33].
$\omega \gg\left\{\gamma_{\mathrm{mr}}, \gamma_{\mathrm{mc}}\right\}$. Moreover, if momentum-conserving collisions are sufficiently strong compared to relaxation, i.e., $\gamma_{\mathrm{mr}} \ll \gamma_{\mathrm{mc}}$, electron hydrodynamics shows in a finitefrequency window between the normal and anomalous regime, thus producing a viscous form of skin effect [17,39,44,56]. All aforementioned regimes can be distinguished by their distinct dependence of the skin depth on $\omega$, $\gamma_{\mathrm{mc}}$, and $\gamma_{\mathrm{mr}}$, as we will appreciate in the following. Thus the skin effect, observed through surface impedance measurements [57-59], represents an ideal probe of the nonlocal transverse current response in multiple regimes of momentum and frequency.

The above picture of nonlocality is convoluted in the solid state by the interactions of electrons with their chemical surroundings: the crystalline lattice and impurities break translational and rotational invariance. In particular, strong electron-lattice interactions mold the electronic bandstructure, producing anisotropic Fermi surfaces with reduced symmetry in accordance with the crystalline potential. For instance, the hexagonal coordination of Pd atoms in the conducting planes of the delafossite compound $\mathrm{PdCoO}_{2}$, represented by the red spheres in Fig. 1(b), produces an essentially 2D Fermi surface with in-plane section shaped as a hexagon with
rounded corners $[33,60]$. The reduced symmetry of the electronic dispersion may also be accompanied by a variation of the momentum-relaxation rates along different spatial coordinates. The ensuing anisotropic conductivity tensor generates a sizable anisotropy in the electrodynamic properties of novel materials, as observed in quasi-2D layered systems like delafossites [33,61-66] and van der Waals compounds [67-72]. Notice that, if the local $(q=0)$ conductivity tensor is not rotational-invariant, the electrodynamic anisotropy manifests itself already in the local limit. However, even in systems possessing isotropic conductivities at $q=0$, anisotropic transport and optical effects may emerge in the finite $-q$ response, due to the lack of Fermi-surface rotational invariance. These effects, which are symmetry-forbidden within local response, entail a number of novel phenomena [73], such as the appearance of rotational [74] and Hall [75] components of the viscosity tensor in hydrodynamic regime. Different dissipative components, including the rotational viscosity, may then be selectively studied in systems with dihedral symmetry, by measuring the local heat generated at the center of a square sample by electric currents injected in a 8-contact geometry on the sample perimeter [76]. Therefore nonlocality can unveil novel electrodynamic regimes due to anisotropic Fermi surfaces, which would be invisible in the $q=0$ response.

Various phenomenological and microscopic theories have been developed for modeling the nonequilibrium momentumdependent electronic response. Such valuable efforts are often grounded on the Boltzmann kinetic equation, which determines the response in terms of a local-equilibrium distribution function. The latter is influenced by external driving forces and interactions, as well as by a collision integral that models the specific scattering channels (conserving or relaxing momentum) available for the given electron liquid. However, in three- (3D) and two-dimensional (2D) materials alike, most earlier treatments have focused on isotropic systems with quadratic electronic dispersion $\varepsilon_{\boldsymbol{k}} \propto k^{2}$, where the shape of the Fermi surface is spherical and circular respectively. There, the local velocity field $v_{\boldsymbol{k}} \propto \nabla_{\boldsymbol{k}} \varepsilon_{\boldsymbol{k}}$ and the associated current density $J_{k} \propto v_{k}$ are proportional to the crystal momentum $\hbar k$. This assumption underlies the seminal work of Reuter and Sondheimer [48,54], which elucidates the crossover at finite excitation frequency $\omega$ between normal and anomalous skin effect, within a Boltzmann treatment that includes relaxation but not momentum-conserving collisions. At finite $\gamma_{\mathrm{mc}}$, isotropy allows one to relate the charge and current susceptibilities with the dependence of the electronic response on exchanged momentum $\boldsymbol{q}$, encoded, e.g., by the viscosity tensor [77]. The proportionality between current and crystal momentum is invalidated in anisotropic systems, having Fermi surfaces that explicitly break rotational invariance. Hence, the ensuing electrodynamic properties can be very different from the isotropic case, as they depend on the orientation of the Fermi surface with respect to the direction of the driving field. Such dependence was shown quantitatively by Sondheimer [78], generalizing his surface impedance calculations to single- and two-band systems with spheroidal Fermi surfaces; in these examples, the finite- $q$ optical properties show a different anisotropy than the one at $q=0$, but the conductivity already breaks rotational invariance in the local limit. The sensitivity of optics to Fermi-surface shape was also qualitatively


FIG. 2. Summary of skin effect regimes as a function of relaxation rate $\gamma_{\mathrm{mr}}$, collision rate $\gamma_{\mathrm{mc}}$, and frequency $\omega$, normalized to the plasma frequency $\omega_{p}$, assuming a Fermi velocity $v_{F} / c=0.001$. This skin effect "phase diagram" applies to both isotropic and anisotropic systems.
discussed by Pippard [79], for generic dispersion anisotropy in 2D and 3D by the means of the ineffectiveness concept, which we will discuss in Sec. VII. These works considered relaxation but not momentum-conserving collisions, which further enrich the theoretical analysis with various crossovers between hydrodynamic, ballistic and anomalous response regimes as a function of $\omega, \gamma_{\mathrm{mr}}$, and $\gamma_{\mathrm{mc}}$. All crossovers are qualitatively described by specific ratios between characteristic length scales for skin effect, as summarized in Sec. II, Fig. 2, and Table I. Such complexity invariably complicates the analysis of experimental data, and calls for a theory that is general enough to capture and distinguish all essential manifestations of electrodynamic nonlocality, while being adaptable enough to allow for quantitative comparisons among different static and dynamic probes.

In this paper, we develop a kinetic theory for the distribution function and the conductivity tensor $\sigma_{\alpha \beta}(\boldsymbol{q}, \omega)$ of a 2D or 3D Fermi system endowed with an arbitrary electronic structure $\varepsilon_{\boldsymbol{k}}$. Technically, we recast the Boltzmann equation into an infinite system of algebraic equations in the collision operator formalism. In this approach, both the local-equilibrium distribution function and the collision integral are expanded in terms of the eigenfunctions (modes) of the collision operator.

TABLE I. Characteristic length scales which determine the crossovers between different regimes of skin effect, as a function of momentum-relaxing rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mc}}$, and radiation frequency $\omega$, for an electron liquid with Fermi velocity $v_{F}$.

| Symbol | Definition | Description |
| :--- | :---: | :--- |
| $\lambda_{L}$ | $c / \omega_{p}$ | London penetration depth |
| $l_{\omega}$ | $v_{F} / \omega$ | Distance traveled during |
|  |  | one field oscillation |
| $l_{\mathrm{mr}}$ | $v_{F} / \gamma_{\mathrm{mr}}$ | Relaxational mean-free path |
| $l_{\mathrm{mc}}$ | $v_{F} / \gamma_{\mathrm{mc}}$ | Collision length |
| $l_{G}$ | $\sqrt{l_{\mathrm{mc}} l_{\mathrm{mr}}}$ | Gurzhi length |
| $\delta_{v}$ | $\left[\left(\lambda_{L}\right)^{2} l_{\omega} l_{\mathrm{mc}}\right]^{1 / 4}$ | Skin depth in viscous regime |



FIG. 3. Summary of skin effect regimes as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mc}}$, and frequency $\omega$, normalized to the plasma frequency $\omega_{p}$, for an isotropic 2D (circular) Fermi surface. The boundaries are calculated assuming a Fermi velocity $v_{F} / c=0.001$.

These modes are constrained by the conservation of charge, and include slow momentum relaxation occurring at rate $\gamma_{\mathrm{mr}}$, as well as momentum-conserving collisions at rate $\gamma_{\mathrm{mc}} \geqslant \gamma_{\mathrm{mr}}$. Here we make the central assumption of our approach that all momentum-conserving processes are governed by the same rate. The two scattering rates $\gamma_{\mathrm{mr}}$ and $\gamma_{\mathrm{mc}}$ are not tied to a specific scattering process, i.e. the detailed nature of these rates is not important for our considerations. The advantage of our formulation is that the conductivity can be evaluated independently of the explicit form of the collision operator eigenmodes, for an arbitrarily shaped Fermi surface. Under the minimal assumption that two mirror symmetry planes exist in $\boldsymbol{k}$ space, we concentrate on the response to transverse electric fields $\boldsymbol{E}(\boldsymbol{q}, \omega)=E_{y}\left(q_{x}, \omega\right) \hat{u}_{y} \perp \boldsymbol{q}=q_{x} \hat{u}_{x}$, in a 2D reference system with unit vectors $\hat{u}_{x}$ and $\hat{u}_{y}$. We obtain a closed expression for the 2D transverse conductivity $\sigma_{y y}\left(q_{x}, \omega\right)$ as a function of frequency $\omega$, scattering rates $\gamma_{\mathrm{mr}}$ and $\gamma_{\mathrm{mc}}$, and angle $\theta$ describing the angular dependence of the anisotropic Fermi-surface velocity $\boldsymbol{v}_{\boldsymbol{k}}$. Our formalism retrieves the known results for circular Fermi surfaces in the hydrodynamic limit and generalizes them to arbitrary frequencies and scattering rates. In addition, we discuss results for an hexagonal shape, inspired by systems like ultrapure $\mathrm{PdCoO}_{2}[33,64]$ and transition-metal dichalcogenides like $\mathrm{NbSe}_{2}$ [80-82], and for a square shape, relevant for, e.g., $\mathrm{PrTe}_{3}$ [83], $\mathrm{GdTe}_{3}$ [84]. For both hexagonal and square shapes, the dependence of the conductivity on momentum and frequency qualitatively changes as a function of Fermi-surface orientation with respect to the applied field. In particular, we show that whenever large Fermi-surface segments with velocity parallel to the applied field exist, the dependence of $\sigma_{y y}\left(q_{x}, \omega\right)$ on $q_{x}$ vanishes, i.e., the contribution of these segments to the conductivity is completely local. This insensitivity to $q_{x}$ qualitatively changes the character of conduction in anomalous regime, and in the case of a square Fermi surface-see Fig. 8(b)—nonlocality is completely suppressed and the material responds like a Ohmic (Drude) conductor. We apply our kinetic theory for $\sigma_{y y}\left(q_{x}, \omega\right)$ to the calculation of the skin depth and of the associated surface impedance $Z(\omega)$, assuming specular scattering at the vacuum-metal boundary. Our results for $Z(\omega)$ as a function of $\omega, \gamma_{\mathrm{mr}}$, and $\gamma_{\mathrm{mc}}$, are summarized in the qualitative skin effect "phase diagrams" of Figs. 3-6, which are discussed in Sec. II.


FIG. 4. Summary of skin effect regimes as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mc}}$, and frequency $\omega$, normalized to the plasma frequency $\omega_{p}$, for the hexagonal and square Fermi surface, oriented as depicted on the left of the figure. The two polygonal geometries share a similar "phase diagram" of the frequency scaling exponent $\eta$. The boundaries are evaluated assuming a Fermi velocity $v_{F} / c=0.001$.

These figures compare all impedance regimes existing for an isotropic dispersion with the ones resulting from different orientations of hexagonal and square Fermi surfaces. It is seen that the boundaries between different skin effect regimes, as well as the dependence of the surface impedance on frequency and scattering rates, significantly depend on Fermi-surface geometry and orientation. Such results are confirmed both numerically and analytically by the explicit computations of $|Z(\omega)|$ shown in Figs. 10, 13, and 24. In particular, the effect of flat Fermi-surface portions with velocity parallel to the field qualitatively affects $|Z(\omega)|$ in anomalous regime: for $\omega<\left\{\gamma_{\mathrm{mc}}, \gamma_{\mathrm{mr}}\right\}$, we have $|Z(\omega)| \propto \omega^{1 / 2}$, which would be normally associated with normal skin effect in isotropic systems, while for $\omega>\left\{\gamma_{\mathrm{mc}}, \gamma_{\mathrm{mr}}\right\}$ the metal in anomalous regime behaves as a perfect conductor characterized by $\sigma_{y y}(\omega) \sim i / \omega$. In addition, in the absence of scattering, we present analytical expressions for the skin depth and the surface impedance for specular boundary conditions in hexagonal and square geometries, valid at all ratios $\omega /\left(v_{F} q_{x}\right)$.


FIG. 5. Summary of skin effect regimes as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mc}}$, and frequency $\omega$, normalized to the plasma frequency $\omega_{p}$, for the hexagonal Fermi surface oriented as depicted on the left of the figure, and rotated with respect to Fig. 4 by an angle $\phi=\pi / 2$. All boundaries are calculated assuming a Fermi velocity $v_{F} / c=0.001$.


FIG. 6. Summary of skin effect regimes as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mc}}$, and frequency $\omega$, normalized to the plasma frequency $\omega_{p}$, for the square Fermi surface oriented as depicted on the left of the figure, and rotated with respect to Fig. 4 by an angle $\phi=\pi / 4$. All boundaries are evaluated assuming a Fermi velocity $v_{F} / c=0.001$.

Hence, we construct a compact formalism that covers all forms of normal, anomalous, and viscous skin effects, and that makes direct contact to the basic electrodynamic quantity $Z(\omega)$. It also allows to make contact to Pippard's effective carrier number $n^{*}$ in the nonlocal regime, as discussed in Sec. VII A.

This paper is organized as follows. Section II contains a summary of main results and a qualitative discussion of all regimes of skin effect encountered in subsequent sections, for both isotropic and anisotropic 2D systems. In Sec. III, we present and solve the kinetic equation for the distribution function of a metal with arbitrary Fermi surface in 2D and 3D, using the collision-operator formalism constructed in Sec. III A. Section III D hosts the calculation of the transverse conductivity, which is specialized to the 2 D isotropic case and to hexagonal and square geometries in Sec. IV, at arbitrary Fermi-surface orientations with respect to the transverse electric field. The skin depth in the anisotropic case is discussed in Sec. V, and applied to the hexagonal and square cases. Using the results in the preceding sections, the numerical and analytical results for the anisotropic surface impedance are collected and analyzed in Sec. VI. Section VII presents a generalization of Pippard's "ineffectiveness concept" for anisotropic dispersions, discusses the possible impact of short-ranged Landau interactions and long-ranged Coulomb forces on the results of this paper, as well as the effect of assuming different boundary conditions at the vacuum-metal surface. Section VIID discusses the influence of Fermi-surface nonidealities, such as segments curvature and rounded corners, on the impedance "phase diagrams". Our conclusions and perspectives for future work are summarized in Sec. VIII.

## II. SUMMARY OF MAIN RESULTS

The fundamental theoretical result of this paper is the transverse conductivity for an arbitrary 2D or 3D Fermi-surface geometry that possesses mirror symmetry planes in reciprocal space. Assuming an electric field $E_{\beta}\left(q_{\alpha}, \omega\right)$ and momentum $q_{\alpha}$ pointing in the spatial directions $\beta$ and $\alpha$ respectively (e.g., $\{\alpha, \beta\}=\{x, y\}$ in 2D), the nonlocal transverse conductivity
can be written as

$$
\begin{equation*}
\sigma_{\beta \beta}\left(q_{\alpha}, \omega\right)=\epsilon_{0} \Omega_{p}^{2} \frac{G_{0}\left(q_{\alpha}, \omega\right)}{1-c_{\beta}^{2} \delta \gamma G_{0}\left(q_{\alpha}, \omega\right)}, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta \gamma=\gamma_{\mathrm{mc}}-\gamma_{\mathrm{mr}} \tag{2}
\end{equation*}
$$

is the difference between momentum-conserving collision rate $\gamma_{\mathrm{mc}}$ and relaxation rate $\gamma_{\mathrm{mr}} . c_{\beta}$ is a geometry-dependent numerical constant, independent from $q_{\alpha}$ and $\omega$, and $G_{0}\left(q_{\alpha}, \omega\right)$ is an average of the angular variation of the Fermi velocity $\boldsymbol{v}_{\boldsymbol{k}}$ on the Fermi surface; see Eq. (63). $\epsilon_{0}$ is the vacuum dielectric constant, and $\Omega_{p}$ is a characteristic frequency for the anisotropic system, which is defined in Eq. (64) below. For the polygonal geometries that we analyze, assuming an isotropic Fermi velocity modulus $v_{F}, \Omega_{p}=2 \omega_{p}$ where $\omega_{p}=\sqrt{\left(n e^{2}\right) /\left(m \epsilon_{0}\right)}$ is the electronic plasma frequency of the isotropic electron gas, where $n=\mathscr{N} / \mathscr{A}$ is the electron density, i.e., the number of electrons $\mathscr{N}$ per unit area $\mathscr{A}$, $e$ is the electron charge, $m$ is the free electron mass. The conductivity (1) allows us to treat isotropic and anisotropic systems on equal footing. This property is crucial for the application of our kinetic theory to the skin effect phenomenon, where qualitative criteria to distinguish all electrodynamic regimes can be traced on the basis of ratios among characteristic length scales, which are qualitatively independent from Fermi-surface geometry. Such length scales are listed in Table I. Among these, the most fundamental quantity is the frequency-dependent skin depth

$$
\begin{equation*}
\delta_{S}(\omega) \propto \omega^{\eta-1} \tag{3}
\end{equation*}
$$

which defines the damping constant of electromagnetic fields inside the metal and has a scaling exponent $\eta$ in frequency. Throughout the $\left(\gamma_{\mathrm{mr}}, \gamma_{\mathrm{mc}}, \omega\right)$ parameter space in Fig. 2, the skin depth (3) can be qualitatively linked with the experimentally observable surface impedance $Z(\omega)$ as

$$
\begin{equation*}
Z(\omega) \propto e^{-i \frac{\pi}{2} \eta} \omega^{\eta} \tag{4}
\end{equation*}
$$

as explicit computations in Secs. VI and VII A show. We will focus on the quantities $\delta_{s}(\omega)$ and $|Z(\omega)|$ to characterize skin effect throughout this paper.

Additional length scales employed in the optics literature are: the London penetration depth $\lambda_{L}=c / \omega_{p}$, which is the skin depth associated with a perfect conductor; the distance $l_{\omega}$ traveled by electrons during one oscillation cycle of radiation; the mean-free path $l_{\mathrm{mr}}$ connected to momentum relaxation. These length scales are useful to identify the skin effect "phase diagram" in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane assuming $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$ (see the left-hand panel of Fig. 2). In addition, new regimes arise when $\gamma_{\mathrm{mc}}>\gamma_{\mathrm{mr}}$ (cf. the right-hand panel of Fig. 2). Correspondingly, new relevant length scales emerge: the collision length $l_{\mathrm{mc}}$, linked with momentum-conserving scattering; the Gurzhi length $l_{G}$, which governs the hydrodynamic skin effect, whereby electrons respond to radiation like a viscous fluid [2,3,17]; the associated skin depth $\delta_{v}$ in viscous regime [17,44]. Hence, Fig. 2 emphasizes that $\gamma_{\mathrm{mc}}$ offers a new "axis" in the skin-effect "phase diagram": momentum-conserving collisions represent an additional and experimentally controllable parameter, to explore the full parameter space for skin

TABLE II. Criteria for all possible crossovers between different regimes of skin effect in the $\left(\gamma_{\mathrm{mr}}, \omega\right)$ plane of Fig. 2. $\delta_{s}(\omega)$ is the skin depth in the analyzed regime.

| Boundary | Criterion by length scales | Criterion by $\omega, \gamma_{\mathrm{mr}}$ |
| :--- | :---: | :---: |
| (A)-(B), (D)-(D) | $l_{\omega}=l_{\mathrm{mr}}$ | $\omega=\gamma_{\mathrm{mr}}$ |
| (A)-(D) | $\delta_{s}(\omega)=l_{\mathrm{mr}}$ | $\omega=\left(\lambda_{L} / v_{F}\right)^{2}\left(\gamma_{\mathrm{mr}}\right)^{3}$ |
| (B)-(E) | $\delta_{s}(\omega)=l_{\mathrm{mr}}$ | $\gamma_{\mathrm{mr}}=v_{F} / \lambda_{L}$ |
| (2)-(E) | $\delta_{s}(\omega)=l_{\omega}$ | $\omega=v_{F} / \lambda_{L}$ |
| (B)-(C), (C)-(C) | $l_{\omega}=\lambda_{L} v_{F} / c$ | $\omega=\omega_{p}$ |
| (A)-(C) | $l_{\omega}=l_{\mathrm{mr}}\left(\omega / \omega_{p}\right)^{2}$ | $\omega=\omega_{p}^{2} / \gamma_{\mathrm{mr}}$ |

effect. The qualitative criteria to characterize the crossovers between adjacent regions of the "phase diagram" are collected in Tables II and III, and produce the colored lines in Fig. 2. The classification in the $\left(\gamma_{\mathrm{mr}}, \omega\right)$ plane is well established for isotropic materials [50,51,53,55,85]. The traditional nomenclature of known regimes in optics reads: (A) for normal or classical skin effect, where $l_{\mathrm{mr}} \ll \delta_{s}(\omega)$ and $l_{\mathrm{mr}} \ll l_{\omega}$ and the electrodynamics in the skin layer is local and diffusive in nature; © for the relaxational regime, where $l_{\omega} \ll l_{\mathrm{mr}} \ll$ $\delta_{s}(\omega)$, where many oscillations of the electric field occur between relaxation events, which are still as strong as to keep the electrodynamics local and diffusive; (E) for the "extreme anomalous" skin effect, or "anomalous reflection," where $l_{\omega} \ll \delta_{s}(\omega) \ll l_{\mathrm{mr}}$ : here electrons experience many radiation cycles in the skin layer, and relaxation is weak enough for the conductivity to become spatially nonlocal. In practice, the regimes ${ }^{\circledR}$ and ${ }^{(E)}$ differ only slightly, as the metal behaves in both cases as a perfect conductor with skin depth $\delta_{s} \equiv \lambda_{L}$. The regions © and (0), where $\delta_{s}(\omega) \ll l_{\mathrm{mr}}$ and $l_{\omega} \ll l_{\mathrm{mr}}$ and the conduction is essentially ballistic and nonlocal, are known together as anomalous skin effect. They are collectively labeled (D) in isotropic systems; this is because the scaling $\eta=2 / 3$ is identical in regions © $(\square)$ and (©) if the Fermi surface is spherically symmetrical $[48,54,58]$. We will shortly appreciate that, in anisotropic systems, regions (©) and (©) can exhibit different scaling exponents $\eta$. For this reason, in the following we refer to cases (Q) and © as "anomalous-1" and "anomalous-2", respectively. The regime © is transparent: it occurs above the plasma edge $\omega \geqslant \omega_{p}$, and the radiation absorption by the metal is frequency-independent. Notice that the criteria involving $\delta_{s}(\omega)$ actually refer to the skin depth in the regime where the crossover occurs. For instance, to estimate the

TABLE III. Criteria for all possible crossovers between different regimes of skin effect in the $\left(\gamma_{\mathrm{mc}}, \omega\right)$ plane of Fig. 2. $\delta_{s}(\omega)$ denotes the skin depth in the analyzed regime.

| Boundary | Criterion by length scales | Criterion by $\omega, \gamma_{\mathrm{mc}}$ |
| :---: | :---: | :---: |
| (2)-(2) | $l_{\omega}=l_{\mathrm{mc}}$ | $\omega=\gamma_{\mathrm{mc}}$ |
| (2)-(1) | $\delta_{s}(\omega)=l_{\text {mc }}$ | $\omega=\left(\lambda_{L} / v_{F}\right)^{2} \gamma_{\mathrm{mc}}^{3}$ |
| (2)-(E) | $\delta_{s}(\omega)=l_{\omega}$ | $\omega=v_{F} / \lambda_{L}$ |
| (E)-(F) | $\delta_{s}(\omega)=l_{\text {mc }}$ | $\gamma_{\mathrm{mc}}=v_{F} / \lambda_{L}$ |
| (A)-(1) | $\delta_{s}(\omega)=l_{G}$ | $\omega=\left(\lambda_{L} / v_{F}\right)^{2} \gamma_{\mathrm{mr}}^{2} \gamma_{\mathrm{mc}}$ |
| (1)-(F) | $\delta_{v}=\lambda_{L}$ | $\omega=\left(v_{F} / \lambda_{L}\right)^{2} \gamma_{\mathrm{mc}}^{-1}$ |
| (E)-(C), ©-(C) | $l_{\omega}=\lambda_{L} v_{F} / c$ | $\omega=\omega_{p}$ |

boundary between (A) and (D) we need to employ the skin depth for normal skin effect, which is $\delta_{s}(\omega) \sim \lambda_{L}\left(\gamma_{\mathrm{mr}} / \omega\right)^{1 / 2}$ [cf. Eq. (145)], while the boundaries (B)-(®) and ©-(®) require $\delta_{s}(\omega) \equiv \lambda_{L}$ in perfect-conductor regime.

In the $\left(\gamma_{\mathrm{mc}}, \omega\right)$ plane for $\gamma_{\mathrm{mc}}>\gamma_{\mathrm{mr}}$, hydrodynamic behavior occurs when the Gurzhi length becomes larger than the skin depth in normal regime $[17,44]: l_{G}>\delta_{s}(\omega)$. In viscous regime, the skin depth becomes $\delta_{s}(\omega) \equiv \delta_{v}$. Still, one needs $\delta_{v}>\lambda_{L}$, or equivalently $l_{G}>\lambda_{L}$, for hydrodynamics to be enabled, with $\delta_{v}=\lambda_{L}$ marking the crossover to the regime © ${ }^{\circledR}$. In the latter region ${ }^{\circledR}$ the metal also responds as a perfect conductor, similarly to the cases ${ }^{\circledR}$ and ${ }^{\circledR}$. A notable feature is that, increasing frequency at fixed and small $\gamma_{\mathrm{mc}}$, the value of $\omega$ at which hydrodynamics breaks down actually depends on Fermi-surface geometry, as we will see below. Such feature also has consequences in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane.

In all cases, the boundaries between confining regions in Fig. 2 are to be considered order-of-magnitude estimates of crossovers, as they neglect numerical prefactors: they amount to ratios

$$
\begin{equation*}
l_{1}=\alpha_{g} l_{2} \tag{5}
\end{equation*}
$$

between given length scales $l_{1}$ and $l_{2}$ with $\alpha_{g} \equiv 1$. In reality, the numerical coefficient $\alpha_{g}$ does depend on Fermi-surface geometry and orientation, and may contain higher-order corrections in $\gamma_{\mathrm{mc}}$ and $\delta \gamma$. These details are analyzed in Appendix E, where we derive explicit expressions for the impedance in all relevant regimes, for a circular, hexagonal, and square Fermi surface, as well as more precise crossover boundaries which include the geometry- and orientationdependent coefficient $\alpha_{g}$. These precise estimations yield the dashed lines in Figs. 10, 13, and 24: there, we see that deviations of $\alpha_{g}$ from unity are especially important where two crossover boundaries are close to each other.

Figure 3 summarizes the frequency dependence of the skin depth and surface impedance, for a material endowed with a circular Fermi surface and a Fermi velocity $v_{F}=$ $0.001 c$ with $c$ speed of light in vacuum. We retrieve all the properties and regimes of skin effect known for isotropic systems: normal skin effect (A) at low frequencies, exhibiting $\eta=1 / 2$; anomalous regimes (©) and © $(2$, where $\eta=2 / 3$ as previously mentioned; the viscous regime © $\odot$, existing exclusively for $\gamma_{\mathrm{mc}}>\gamma_{\mathrm{mr}}$ and where $\eta=3 / 4$; the "perfect-conductor" regimes ${ }^{(B)},(\mathbb{C})$, and ${ }^{\oplus}$, where the skin depth is $\omega$-independent and so $\eta=1$. We notice that the diagram 3 is qualitatively similar for isotropic dispersions in 2D and 3D. Fermi-surface anisotropy significantly alters the exponent $\eta$ in many regions of the "phase diagram." We can appreciate such modifications in Fig. 4, which pertains to two polygonal geometries with similar behavior: the hexagonal Fermi surface with two faces parallel to the electric field, and the "diamond-shaped" Fermi surface, as depicted on the left of Fig. 4. Here and for all polygonal geometries discussed in this section, we assume for simplicity that the Fermi velocity modulus $v_{F}$ is isotropic in the 2 D plane, although the conductivity (62) is also capable of treating cases where $v_{F}$ depends on orientation. The most striking changes with respect to the isotropic case of Fig. 3 are that the anomalous- 1 and anomalous-2 regimes have different scaling exponents, $\eta=3 / 4$ and $1 / 2$, respectively. This means that the viscous regime extends throughout regions (1) and (Q)
for these orientations and for $\gamma_{\mathrm{mc}} \geqslant \gamma_{\mathrm{mr}}$. The viscous physics at play is the same, as one can confirm through the analysis of the impedance for the present orientations: we have

$$
\begin{equation*}
|Z(\omega)| \propto \sqrt{\frac{v_{F}}{c}} \frac{\omega^{\frac{3}{4}}}{\gamma_{\mathrm{mc}}^{\frac{1}{4}}} \tag{6}
\end{equation*}
$$

in both areas (1) and © [see Eqs. (E23) and (E38)], which indicates that the two regions are indistinguishable. Equally outstanding is the fact that the region (0) in the $\left(\gamma_{\mathrm{mr}}, \omega\right)$ for $\gamma_{\mathrm{mc}}=\gamma_{\mathrm{mr}}$ is characterized by viscous skin effect, analogously to the regime $\left(\mathbb{)}\right.$ that occurs for $\gamma_{\mathrm{mc}}>\gamma_{\mathrm{mr}}$. This phenomenon appears because hydrodynamics persists in region ©. In turn, this is compatible with the hydrodynamic condition $l_{G}>$ $\delta_{s}(\omega)$, that is satisfied even for $\gamma_{\mathrm{mc}}=\gamma_{\mathrm{mr}}$ and it corresponds to $\delta_{s}(\omega) \equiv \delta_{v}<l_{\mathrm{mr}}$, i.e., to the crossover ${ }^{(A)} \rightarrow$ (D) for equal scattering rates. Hence, if viscous skin effect is at play in region (2) for $\gamma_{\mathrm{mc}}>\gamma_{\mathrm{mr}}$, as for the present orientations, it also appears for $\gamma_{\mathrm{mc}}=\gamma_{\mathrm{mr}}$ in @. We expect such feature to bear significant consequences for DC transport experiments as well, for the anisotropic configurations in Fig. 4. Indeed, Fermi-surface anisotropy has been shown to significantly affect the DC conductance and the ballistic-to-hydrodynamic crossover in narrow channels [74,76], leading to nonmonotonic dependence of the conductance with channel width and temperature, and to the appearance of a new anisotropy-related component of the viscosity tensor.

Furthermore, notice that in anomalous (ballistic) regime (2), the isotropic case shows $\eta=2 / 3$, while $\eta=1 / 2$ in the presence of anisotropy. This change is surprising, as a scaling $\eta=1 / 2$ is usually associated with normal (diffusive) skin effect in isotropic materials [48-55].

However, the regions (A) and (2) are physically distinct: in the former regime, one has

$$
\begin{equation*}
|Z(\omega)| \propto \frac{\sqrt{\omega \gamma_{\mathrm{mr}}}}{\omega_{p}} \tag{7}
\end{equation*}
$$

which depends on relaxation and signals diffusive dynamics [see Eqs. (E18)], while in the latter regime, we obtain

$$
\begin{equation*}
|Z(\omega)| \propto \sqrt{\frac{v_{F}}{c}} \sqrt{\frac{\omega}{\omega_{p}}} \tag{8}
\end{equation*}
$$

which is independent from $\gamma_{\mathrm{mc}}$ and $\gamma_{\mathrm{mr}}$, and thus indicates ballistic behavior [see Eqs. (E20) and (E37)]. Hence, even though they share the same frequency scaling $\eta=1 / 2$, the regions ( ${ }^{(A)}$ and (2) host normal and anomalous skin effect, respectively, and can be distinguished on the basis of the dependence on the scattering rates.

To highlight the dependence of skin effect on the orientation of the anisotropic Fermi surface with respect to the applied field, we now rotate the hexagonal geometry of Fig. 4 by $\phi=\pi / 2$. This produces the Fermi surface displayed on the left of Fig. 5. There are evident differences with respect to the orientations of Fig. 4: the perfect-conductor regime with $\eta=1$ extends down to the regime (2), while the region (D) has $\eta=1 / 2$ as for the normal regime (A). Nevertheless, the physics is not identical: for $\gamma_{\mathrm{mc}} \geqslant \gamma_{\mathrm{mr}}$ in the normal regime, the impedance still follows Eq. (7) as for $\phi=0$, while in the anomalous region $|Z(\omega)|=\sqrt{\left.\left(\gamma_{\mathrm{mc}}+2 \gamma_{\mathrm{mr}}\right) \omega\right) / 2}$ [see Eq. (E22)]. In the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane for $\gamma_{\mathrm{mc}}=\gamma_{\mathrm{mr}}$, there is no
viscous region, and the regime (1) shows $\eta=1$ (perfect conductivity): from the point of view of the scaling exponent $\eta$, the "phase diagram" is identical to the one of the Drude model of free electrons with relaxation rate $\gamma_{\mathrm{mr}}$, where the electrodynamics is completely local and diffusive. The regions (A) and (D) have $|Z(\omega)| \propto \sqrt{\gamma_{\text {mr }} \omega}$ and $|Z(\omega)| \propto \sqrt{3} / 2 \sqrt{\gamma_{\text {mr }}} \omega$, respectively, so they differ only in the numerical factor $\sqrt{3 / 2}$, as deduced from Eqs. (E18) and (E22). In essence, Fig. 5 shows that Fermi-surface anisotropy is able to completely suppress the nonlocality (dependence on $q_{x}$ ) of the conductivity in the $\left(\gamma_{\mathrm{mr}}, \omega\right)$ plane, which would yield anomalous (ballistic) and viscous skin effect.

Such suppression of nonlocality is total for the special case of a square Fermi surface with two sides parallel to the electric field, as depicted on the left of Fig. 6. This geometry is obtained by rotating the "diamond-shaped" case of Fig. 4 by $\phi=\pi / 4$. Here we find the striking result that ballistic and viscous skin effects are completely absent from the "phase diagram," which reduces identically to the one of the Drude model with relaxation rate $\gamma_{\mathrm{mr}}$. Thus only normal and perfect-conductor regimes of skin effect persist for this orientation: the material behaves as a local conductor even at finite momentum.

The aforementioned analysis of the conductivity (see Sec. IV), and of the skin depth (see Sec. V), suggests that large Fermi-surface segments with velocity $\boldsymbol{v}_{F}$ parallel to the applied field tend to suppress the nonlocal character of conduction, i.e., to inhibit anomalous skin effect. In fact, if $\boldsymbol{v}_{F}$ is locally parallel to the field, there is no component of $\boldsymbol{v}_{F}$ along the direction of momentum $\boldsymbol{q}=q_{x} \hat{u}_{x}$, so nonlocal currents depending on $q_{x}$ cannot be generated. The exemplary case is in Fig. 6: there, two Fermi-surface sides have $\boldsymbol{v}_{F} \| \hat{u}_{y}$. Hence, the diagram is identical to the Drude model because the conductivity for such square geometry is momentum-independent: see Eq. (120). We can intuitively view this feature from the alternative viewpoint of Pippard's ineffectiveness concept, which postulates that only the fraction of electrons with velocity nearly parallel to $\boldsymbol{E}$ can contribute to screening of electromagnetic fields when $\delta_{s}(\omega) \ll l_{\mathrm{mr}}$ : the screening is reduced by all other electrons being ineffective, and this determines the long penetration depth $\delta_{s}(\omega)$, the spatial nonlocality, and ballistic character of conduction typical of anomalous skin effect. However, if $\boldsymbol{v}_{F} \| \hat{u}_{y}$, all electrons on that Fermi-surface segment are effective, and the ineffectiveness concept does not apply. These metallic electrons respond like in a perfect conductor, in the absence of scattering, and generate the smallest possible skin depth $\delta_{s}(\omega) \approx \lambda_{L}$; see, e.g., the skin depths (134) and $\lambda_{L}$ at large momentum for the geometries in Figs. 5 and 6. Notice that the aforementioned geometric effect is different from the familiar behavior in regions ( ${ }^{\text {B }}$ and ${ }^{(\mathrm{E} \text { : these perfect-conductor regions occur because }}$ $\omega \gg\left\{\gamma_{\mathrm{mr}}, \gamma_{\mathrm{mc}}\right\}$ and also exist in the isotropic case (cf. Fig. 3). On the contrary, the perfect-conductor behavior in the highmomentum regime (1) of Fig. 5 is due to the effective electrons in anisotropic systems. For the isotropic case, the anomalous regime is characterized by $\sigma_{y y}\left(q_{x}, \omega\right) \propto q_{x}^{-1}$, which has the special property that the separating line between regions (D) and (2) is irrelevant; however, on anisotropic Fermi-surface segments with velocity parallel to $\boldsymbol{E}$ the dependence on $q_{x}$ is removed, so that those electrons are again affected by the rel-
ative size of $\omega, \gamma_{\mathrm{mr}}$, and $\gamma_{\mathrm{mc}}$, and regions (©) and (B) are distinct. If scattering is dominant over frequency, we have $\eta=1 / 2$, as seen through Eqs. (135) for the skin depth (region (D)). In the opposite high-frequency limit, $\eta=1$ (region (3)). The different character of conduction in the scattering-less regime is further analyzed in Appendixes E2 a and E3a. The ineffectiveness concept also yields a simple geometrical interpretation of the factor $-\sqrt{3 / 2}$ difference between regions (D) and (A) in Fig. 5: in this orientation, two sides of the hexagon have Fermi velocity parallel to $\boldsymbol{E}$, therefore they are acting locally (similarly to normal skin effect), while the Fermi velocity on the remaining four sides is almost perpendicular to $\boldsymbol{E}$, so that those sides negligibly contribute to skin effect; therefore, the response in region (D) is local, as if there were a $\boldsymbol{q}$-independent conductivity, analogously to region ${ }^{(A)}$, but in © the density (or the effective plasma frequency) of electrons that respond to the field is reduced compared to ${ }^{(A)}$, due to only two hexagon sides being effective.

To rationalize the frequency behavior of the skin depth and the impedance in all nonlocal regimes, we generalize the ineffectiveness concept to momentum-dependent conductivities and anisotropic geometries (see Sec. VII A), thus showing that if the conductivity scales as $\sigma_{y y}\left(q_{x}, \omega\right) \propto \omega^{\eta} / q_{x}^{\zeta}$, then the skin depth behaves as $\delta_{s}(\omega) \propto \omega^{-(\eta+1) /(\zeta+2)}$. Through Eq. (4), this scaling is seen to be completely consistent with the impedance "phase diagrams" in Figs. 3-5.

The equivalence of the scaling exponent $\eta$ in physically distinct regions of the "phase diagrams" 3-5, demonstrates that the frequency dependence of the impedance is not sufficient, by itself, to uniquely characterize some skin effect regimes in anisotropic systems. In these situations, one can refer to the analytical dependence of the impedance on $\gamma_{\mathrm{mr}}$ and $\gamma_{\mathrm{mc}}$, to evaluate whether the " $\omega$-degenerate" regions share the same physics or are distinguishable on the basis of the scattering rates; see Appendix E. An example of this method is the aforementioned difference between Eqs. (7) and (8), which allows us to discern normal skin effect in region (A) from the anomalous character of region (2) in Fig. 4. Conversely, the regimes $(1)$ and $(\mathbb{D}$ are seen to correspond to the same viscous behavior, based on Eq. (6).

To practically investigate how anisotropic skin effect depends separately on $\gamma_{\mathrm{mr}}$ and $\gamma_{\mathrm{mc}}$, one can refer to the $\gamma_{\mathrm{mc}}$-dependent saturation of the surface resistance $\operatorname{Re} Z(\omega)$ in the relaxationless limit $\gamma_{\mathrm{mr}} \rightarrow 0$ : this is a well-established method for the experimental observation of anomalous skin effect in isotropic materials $[48,54,58]$, and can be readily extended to anisotropic configurations, as shown in Figs. 11 and 14 . The relaxation rate $\gamma_{\mathrm{mr}}$ may be tuned in practice by controlling the amount of disorder in the crystal, while both $\gamma_{\mathrm{mr}}$ and $\gamma_{\mathrm{mc}}$ can be varied with temperature.

Furthermore, to assess the robustness of our results for the anisotropic "phase diagrams" 4 and 5 with respect to Fermi-surface nonidealities, we consider more complex shapes which are qualitatively similar to the ideal square and hexagon: these are the "supercircle"-see Sec. VII D 1which allows us to controllably introduce a finite curvature of individual Fermi-surface segments and/or rounded corners, and a 2D parametrization of the approximately hexagonal Fermi surface of $\mathrm{PdCoO}_{2}$ stemming from quantum oscillations experiments [33]-see Sec. VII D 2-to make contact
with a more realistic case of anisotropic system. In all cases, we find that the effect of anisotropy is quantitatively modified by the nonpolygonal shape, but the orientational dependence of skin effect and the alterations in the exponent $\eta$ with respect to the isotropic case are qualitatively robust features of our kinetic theory.

In the next section, we begin constructing the kinetic theory that underlies all results summarized so far.

## III. KINETIC THEORY FOR ARBITRARY FERMI SURFACE

The Boltzmann equation with collision term is given as
$\frac{\partial f_{k}(\boldsymbol{r}, t)}{\partial t}-e \boldsymbol{E}(\boldsymbol{r}, t) \cdot \nabla_{k} f_{k}(\boldsymbol{r}, t)+\boldsymbol{v}_{\boldsymbol{k}} \cdot \nabla_{r} f_{k}(\boldsymbol{r}, t)=-(\mathcal{C} f)_{k}$,
where $(\mathcal{C} f)_{k}$ is the collision integral. Let $\varepsilon_{k}$ be the singleparticle dispersion relation with velocity $\boldsymbol{v}_{\boldsymbol{k}}=\nabla_{\boldsymbol{k}} \varepsilon_{\boldsymbol{k}}$. We expand the distribution function around its equilibrium value $f_{k}=f_{k}^{(0)}+\delta f_{k}$. To leading order in $\delta f_{k}$, we obtain after a Fourier transformation from the space of coordinates and time $\{\boldsymbol{r}, t\}$ to momenta and frequencies $\{\boldsymbol{q}, \omega\}$ :

$$
\begin{align*}
&- i \omega \delta f_{\boldsymbol{k}}(\boldsymbol{q}, \omega)-e \boldsymbol{E}(\boldsymbol{q}, \omega) \cdot \boldsymbol{v}_{\boldsymbol{k}} \frac{\partial f^{(0)}\left(\varepsilon_{\boldsymbol{k}}\right)}{\partial \varepsilon_{\boldsymbol{k}}}+i \boldsymbol{q} \cdot \boldsymbol{v}_{\boldsymbol{k}} \delta f_{\boldsymbol{k}}(\boldsymbol{q}, \omega) \\
&=-(\mathcal{C} f)_{\boldsymbol{k}} . \tag{10}
\end{align*}
$$

Equation (10) determines the deviation $\delta f_{k}(\boldsymbol{q}, \omega)$ of the distribution function from the equilibrium solution $f_{k}^{(0)} \equiv f^{(0)}\left(\varepsilon_{\boldsymbol{k}}\right)$ in the presence of the driving field $\boldsymbol{E}(\boldsymbol{q}, \omega)$ and of collisions parametrized by the integral $(\mathcal{C} f)_{\boldsymbol{k}}$.

## A. Operator formalism and inner product

In order to efficiently analyze the linearized Boltzmann equation (10) for arbitrary $\varepsilon_{\boldsymbol{k}}$, it is convenient to expand both $\delta f_{k}$ and the collision term $(\mathcal{C} f)_{k}$ in terms of a complete set of eigenfunctions, which define the collision operator $\hat{C}$ as follows. First, we the write our distribution function in the form

$$
\begin{equation*}
\delta f_{\boldsymbol{k}}(\boldsymbol{q}, \omega)=-k_{B} T \frac{\partial f^{(0)}\left(\varepsilon_{\boldsymbol{k}}\right)}{\partial \varepsilon_{\boldsymbol{k}}} \psi_{\boldsymbol{k}}(\boldsymbol{q}, \omega) \tag{11}
\end{equation*}
$$

The linearization of the collision integral can be expressed as

$$
\begin{equation*}
(\mathcal{C} f)_{\boldsymbol{k}}=\int_{k^{\prime}} \frac{\delta(\mathcal{C} f)_{\boldsymbol{k}}}{\delta \psi_{\boldsymbol{k}^{\prime}}(\boldsymbol{q}, \omega)} \psi_{\boldsymbol{k}^{\prime}}(\boldsymbol{q}, \omega) . \tag{12}
\end{equation*}
$$

With this formulation, it follows that

$$
\begin{equation*}
\left(-i \omega+i \boldsymbol{q} \cdot \boldsymbol{v}_{\boldsymbol{k}}\right) \psi_{k}(\boldsymbol{q}, \omega)+\hat{C} \psi_{k}(\boldsymbol{q}, \omega)=-\frac{e}{k_{B} T} \boldsymbol{E}(\boldsymbol{q}, \omega) \cdot \boldsymbol{v}_{k} \tag{13}
\end{equation*}
$$

with collision operator

$$
\begin{equation*}
\hat{C} \psi_{\boldsymbol{k}}=\left[-k_{B} T \frac{\partial f^{(0)}\left(\varepsilon_{\boldsymbol{k}}\right)}{\partial \varepsilon_{\boldsymbol{k}}}\right]^{-1} \int_{k^{\prime}} \frac{\delta(\mathcal{C} \delta f)_{\boldsymbol{k}}}{\delta \psi_{\boldsymbol{k}^{\prime}}(\boldsymbol{q}, \omega)} \psi_{\boldsymbol{k}^{\prime}}(\boldsymbol{q}, \omega) \tag{14}
\end{equation*}
$$

Let $\psi_{k}$ be an element of a function space with inner product [4,74,86,87]

$$
\begin{equation*}
\langle\phi \mid \psi\rangle=\int_{k} w_{k} \phi_{k}^{*} \psi_{k}, \tag{15}
\end{equation*}
$$

where we use the weight function $w_{k}=-k_{B} T \partial f^{(0)}\left(\varepsilon_{k}\right) /$ $\partial \varepsilon_{k}=f^{(0)}\left(\varepsilon_{k}\right)\left[1-f^{(0)}\left(\varepsilon_{k}\right)\right]>0$. This definition obeys all the usual properties of a scalar product. Notice that all functions, and henceforth the scalar product, depend parametrically on frequency $\omega$ and momentum $\boldsymbol{q}$.

For the matrix elements of the collision operator, it holds in particular that

$$
\begin{align*}
\langle\phi| \hat{C}|\psi\rangle & =\int_{\boldsymbol{k}} w_{k} \phi_{k}^{*} \hat{C} \psi_{k} \\
& =\int_{\boldsymbol{k} \boldsymbol{k}^{\prime}} \phi_{k}^{*} \frac{\delta(\mathcal{C} \delta f)_{k}}{\delta \psi_{\boldsymbol{k}^{\prime}}(\boldsymbol{q}, \omega)} \psi_{\boldsymbol{k}^{\prime}}(\boldsymbol{q}, \omega) \tag{16}
\end{align*}
$$

The quantity (16) is associated with production of entropy $S$ in the system. The density of the entropy production rate $Q(\boldsymbol{r}, t)=\partial s(\boldsymbol{r}, t) / \partial t$ with entropy density $s(\boldsymbol{r}, t)$ can be written as

$$
\begin{align*}
Q(\boldsymbol{r}, t) & =-k_{B} \int_{k}(\mathcal{C} \delta f)_{k} \ln \left[\frac{1}{f_{k}(\boldsymbol{r}, t)}-1\right] \\
& \approx-k_{B}\langle\psi| \hat{C}|\psi\rangle \tag{17}
\end{align*}
$$

where we expanded the distribution function around equilibrium in the second step. Hence, it follows that the entropy production vanishes in the local equilibrium, and that it is equal to $\langle\psi| \hat{C}|\psi\rangle$ per unit volume. To ensure that $Q(\boldsymbol{r}, t)>0$, the operator $\hat{C}$ must be positive definite, the reason for the variational formulation of the Boltzmann approach. In particular, it follows that

$$
\begin{equation*}
\mathcal{C} \delta f_{k}=\int_{k^{\prime}} \frac{\delta(\mathcal{C} \delta f)_{k}}{\delta \psi_{k^{\prime}}} \psi_{k^{\prime}}=\frac{1}{2} \frac{\delta Q[\psi]}{\delta \psi_{k}} \tag{18}
\end{equation*}
$$

a property that can be used to show that $\langle\psi \mid \hat{C} \phi\rangle=\langle\hat{C} \psi \mid \phi\rangle$, i.e. the operator $\hat{C}$ is Hermitian under the above scalar product. Therefore the eigenvalues of $\hat{C}$ are real, and its eigenfunctions form an orthonormal set of basis functions.

Let the eigenfunctions of the collision operator be $\chi_{k, m}$ with eigenvalues $\gamma_{m}$ [88]:

$$
\begin{gather*}
\hat{C} \chi_{k, m}=\gamma_{m} \chi_{k, m},  \tag{19}\\
\sum_{m}\left|\chi_{k, m}\right\rangle\left\langle\chi_{k, m^{\prime}}\right|=1, \tag{20}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\langle\chi_{k, m} \mid \chi_{k, m^{\prime}}\right\rangle=\delta_{m m^{\prime}} . \tag{21}
\end{equation*}
$$

We can now expand our distribution function

$$
\begin{equation*}
\psi_{k}=\sum_{m} a_{m} \chi_{k, m} \tag{22}
\end{equation*}
$$

with coefficients

$$
\begin{equation*}
a_{m}=\int_{\boldsymbol{k}} w_{\boldsymbol{k}} \chi_{\boldsymbol{k}, m}^{*} \psi_{\boldsymbol{k}} . \tag{23}
\end{equation*}
$$

We insert the ansatz (22) into the Boltzmann equation (13) and expand the source term

$$
\begin{equation*}
S_{k} \equiv-\frac{e}{k_{B} T} \boldsymbol{E}(\boldsymbol{q}, \omega) \cdot \boldsymbol{v}_{\boldsymbol{k}}=\sum_{m} s_{m} \chi_{k, m} \tag{24}
\end{equation*}
$$

such that

$$
\begin{equation*}
s_{m}=-\frac{e}{k_{B} T} \boldsymbol{E}(\boldsymbol{q}, \omega) \int_{\boldsymbol{k}} w_{k} \chi_{\boldsymbol{k}, m}^{*} \boldsymbol{v}_{\boldsymbol{k}} . \tag{25}
\end{equation*}
$$

Now the Boltzmann equation takes the form

$$
\begin{equation*}
\left(\gamma_{m}-i \omega\right) a_{m}+\sum_{m^{\prime}} i \boldsymbol{q} \cdot\langle m| \boldsymbol{v}\left|m^{\prime}\right\rangle a_{m^{\prime}}=s_{m}, \tag{26}
\end{equation*}
$$

where the matrix elements of the velocity operator are

$$
\begin{equation*}
\langle m| \boldsymbol{v}\left|m^{\prime}\right\rangle=\int_{k} w_{k} \chi_{k, m}^{*} \boldsymbol{v}_{\boldsymbol{k}} \chi_{\boldsymbol{k}, m^{\prime}} . \tag{27}
\end{equation*}
$$

Hence, at $\boldsymbol{q}=\mathbf{0}$ the distribution function $a_{m}=s_{m} /\left(\gamma_{m}-i \omega\right)$ gives rise to a Drude response while nonlocal events at finite- $\boldsymbol{q}$ couple the distinct eigenmodes. Once this coupled system of equations is solved, one obtains expressions for the distribution function $\delta f$ in terms of the eigenvalues of the collision operator. Such formulation will be useful for the evaluation of the conductivity tensor. Recently, a full solution of this problem was achieved for graphene in the limit of weak electron-electron interaction [89,90].

## B. Conservation laws

Before proceeding with our analysis, it is convenient to express conservation laws for the system in terms of the eigenfunctions $\chi_{k, m}$. The associated continuity equations are the result of the conservation of electric charge, energy, and possibly momentum. They enter the analysis as zero modes $\hat{C} \chi_{k, a}=0$ of the collision operator. If we multiply the Boltzmann equation (13) with no applied sources [i.e., $E(\boldsymbol{q}, \omega)=$ 0 ] by such a zero mode $w_{k} \chi_{k, a}^{*}$, we find that

$$
\begin{equation*}
\rho_{a}(\boldsymbol{q}, \omega)=\int_{\boldsymbol{k}} w_{k} \chi_{k, a}^{*} \psi_{\boldsymbol{k}}(\boldsymbol{q}, \omega) \tag{28}
\end{equation*}
$$

is a conserved quantity with current

$$
\begin{equation*}
j_{a, \alpha}(\boldsymbol{q}, \omega)=\int_{\boldsymbol{k}} w_{\boldsymbol{k}} \chi_{\boldsymbol{k}, a}^{*} v_{\boldsymbol{k}, \alpha} \psi_{\boldsymbol{k}}(\boldsymbol{q}, \omega) \tag{29}
\end{equation*}
$$

and obeys the continuity equation

$$
\begin{equation*}
-i \omega \rho_{a}(\boldsymbol{q}, \omega)+i \boldsymbol{q} \cdot \dot{j}_{a}(\boldsymbol{q}, \omega)=0 \tag{30}
\end{equation*}
$$

Charge conservation corresponds to $\chi_{k, \rho}=1$, while energy conservation gives $\chi_{k, \varepsilon}=\varepsilon_{k}$, and momentum conservation would demand $\chi_{k, a}=v_{k, a}$. Notice, these modes are not normalized to unity with our scalar product (15).

## C. Distribution function

Equipped with the constraints given by the continuity equations, we proceed to solve the infinite set of linear equations (26) to find $\delta f_{k}$. The spirit of our analysis is similar to the one used in Ref. [91], yet we also allow for momentum relaxation. As we will see below, our results will depend on two aspects of the electronic structure $\varepsilon_{k}$ : the electronic plasma frequency $\Omega_{p}$, to be defined in Eq. (64) below, and the Fermi velocity $\boldsymbol{v}_{\boldsymbol{k}}$, as it depends on wave vector $\boldsymbol{k}$.

Let us consider the Boltzmann equation (13) with the collision operator (14) and the scalar product (15) for an arbitrary Fermi surface. In the eigenvalue equation (19) for the collision operator, we impose charge conservation, which demands
$\gamma_{0}=0$, and momentum relaxation with scattering rate $\gamma_{\mathrm{mr}}$. The other eigenfunctions are assumed to be equal, i.e., they all correspond to the eigenvalue $\gamma_{\mathrm{mc}}$. Hence, we choose the complete set of basis states

$$
\begin{align*}
\chi_{k, 0} & =c_{0}: \gamma_{0}=0,  \tag{31a}\\
\chi_{k, i} & =c_{0} c_{i} \tilde{v}_{k, i}: \gamma_{i} \equiv \gamma_{\mathrm{mr}},  \tag{31b}\\
\chi_{k, m}: \gamma_{m} & \equiv \gamma_{\mathrm{mc}}, \quad \forall m \neq\{0, i\}, \tag{31c}
\end{align*}
$$

where $i=\{x, y\}$ for $d=2$ while $i=\{x, y, z\}$ for $d=3$, and

$$
\begin{equation*}
\tilde{\boldsymbol{v}}_{k}=\frac{\boldsymbol{v}_{\boldsymbol{k}}}{\left\langle v_{k}\right\rangle_{0}} \tag{32}
\end{equation*}
$$

is the velocity vector for state $\boldsymbol{k}$ normalized to the average velocity $\left\langle v_{k}\right\rangle_{0}$ at the Fermi wave vector $k=k_{F}$ (which is a function of electron density, $k_{F}=k_{F}(n)$ ).

The states (31c) are assumed to be orthonormal to the states (31a) and (31b), and to each other, according to Eq. (21). While in the hydrodynamic limit it holds $\gamma_{\mathrm{mc}} \gg \gamma_{\mathrm{mr}}$, our results are valid for all $\gamma_{\mathrm{mc}} \geqslant \gamma_{\mathrm{mr}}$ and for all values of the scattering rates in comparison to typical frequencies and momenta. Of course the rates have to be small compared to the Fermi energy to justify the Boltzmann approach. We further use the notation (2) for the difference between the two rates.

In performing the scalar product (15), we conveniently choose to integrate over surfaces $S(\epsilon)$ of constant energy $\epsilon$ [55] assuming twofold spin degeneracy, as

$$
\begin{equation*}
\int_{\boldsymbol{k}} \equiv \int \frac{2 d \boldsymbol{k}}{(2 \pi)^{d}}=\frac{2}{(2 \pi)^{d} \hbar} \int d \epsilon \int_{S(\epsilon)} \frac{d S}{v_{\boldsymbol{k}}} \tag{33}
\end{equation*}
$$

From now on, we assume that the reciprocal-space integral (33) is confined to states on the Fermi surface $S_{F}, S(\epsilon) \approx S_{F}$, for sufficiently low temperature $T \ll T_{F}$ with $T_{F}$ Fermi temperature of the electron ensemble. This way, $-\partial f_{F D}(\epsilon) / \partial \epsilon \approx$ $\delta(\epsilon)$. Thus the average velocity $\left\langle v_{k}\right\rangle_{0}$ in Eq. (32) results

$$
\begin{equation*}
\left\langle v_{k}\right\rangle_{0}=\frac{\int_{S_{F}} \frac{d S}{v_{k_{F}}} v_{k_{F}}}{\int_{S_{F}} \frac{d S}{v_{k_{F}}}}=\frac{S_{F}}{\int_{S_{F}} \frac{d S}{v_{k_{F}}}}, \tag{34}
\end{equation*}
$$

where we have defined the Fermi-surface area for arbitrary, possibly anisotropic, shape

$$
\begin{equation*}
S_{F}=\int_{S_{F}} d S \tag{35}
\end{equation*}
$$

For an isotropic free-electron gas, Eq. (35) gives $S=2 \pi k_{F}$ and $S=4 \pi\left(k_{F}\right)^{2}$ in 2D and 3D, respectively. Notice that with Eq. (34) we take into account the possibility that the Fermi velocity itself is anisotropic in space, i.e., that it varies in magnitude along the Fermi surface. We will return on this point in Sec. IIIE, where we will suitably parametrize the possible Fermi-velocity anisotropy.

We assume that the distribution function only depends on the direction $\hat{k}=\boldsymbol{k} / k: \psi_{\boldsymbol{k}} \equiv \psi_{\hat{k}}$. The normalization of the eigenfunction $\chi_{k, 0}$ requires

$$
\begin{equation*}
c_{0}=\left[\frac{2 k_{B} T}{(2 \pi)^{d} \hbar} \int_{S_{F}} \frac{d S}{v_{k_{F}}}\right]^{-\frac{1}{2}} . \tag{36}
\end{equation*}
$$

Notice that the integral in Eq. (36) is connected to the spinful Fermi-level density of states $N_{0}^{e l}(0)$ per unit volume:

$$
\begin{align*}
N_{0}^{e l}(0) & =2 \frac{1}{\mathscr{V}} \delta\left(\epsilon-E_{F}\right)=\frac{1}{\mathscr{V}} \int \frac{2 d \boldsymbol{k}}{(2 \pi)^{d}} \delta\left(\epsilon-E_{F}\right) \\
& \equiv \frac{2}{(2 \pi)^{d}} \int_{S_{F}} \frac{d S}{v_{k_{F}}} \tag{37}
\end{align*}
$$

where $\mathscr{V}$ is the system volume. In the same way, the normalization coefficient $c_{i}$ results

$$
\begin{equation*}
c_{i}=\left[\frac{\int_{S_{F}} \frac{d S}{v_{k_{F}}}\left(\tilde{v}_{k, i}\right)^{2}}{\int_{S_{F}} \frac{d S}{v_{k_{F}}}}\right]^{-\frac{1}{2}} . \tag{38}
\end{equation*}
$$

Equations (36) and (38) are proved in Appendix A.
Within the above assumptions, we obtain for the collision operator

$$
\begin{align*}
\hat{C} \psi_{k}= & \hat{C} \psi_{\hat{k}}=\gamma_{\mathrm{mc}} \psi_{\hat{k}}-\gamma_{\mathrm{mc}} n_{0}(\boldsymbol{q}, \omega) \\
& -\delta \gamma \sum_{i}\left[c_{i}^{2} \tilde{v}_{k, i} p_{i}(\boldsymbol{q}, \omega)\right] \tag{39}
\end{align*}
$$

with particle density

$$
\begin{equation*}
n_{0}(\boldsymbol{q}, \omega)=\frac{\int_{S_{F}} \frac{d S}{v_{k_{F}}} \psi_{\hat{k}}(\boldsymbol{q}, \omega)}{\int_{S_{F}} \frac{d S}{v_{k_{F}}}} \tag{40}
\end{equation*}
$$

and momentum density

$$
\begin{equation*}
p_{i}(\boldsymbol{q}, \omega)=\frac{\int_{S_{F}} \frac{d S}{v_{k_{F}}} \tilde{v}_{k, i} \psi_{\hat{k}}(\boldsymbol{q}, \omega)}{\int_{S_{F}} \frac{d S}{v_{k_{F}}}} . \tag{41}
\end{equation*}
$$

along the spatial directions $i$, as shown in Appendix A.

This finally yields for the distribution function

$$
\begin{align*}
\left|\psi_{\hat{k}}\right\rangle= & \frac{1}{-i \omega+\gamma_{\mathrm{mc}}+i \boldsymbol{q} \cdot \boldsymbol{v}_{\boldsymbol{k}}}\left\{-\frac{e}{k_{B} T} \boldsymbol{E}(\boldsymbol{q}, \omega) \cdot \boldsymbol{v}_{\boldsymbol{k}}\right. \\
& \left.+\gamma_{\mathrm{mc}} n_{0}(\boldsymbol{q}, \omega)+\delta \gamma \sum_{i}\left[c_{i}^{2} \tilde{v}_{k, i} p_{i}(\boldsymbol{q}, \omega)\right]\right\} . \tag{42}
\end{align*}
$$

Equation (42) is the main result of this section: it relates the distribution function (11) with the conserved density (40), the momenta (41), as well as with the scattering rates $\gamma_{\mathrm{mr}}$ and $\gamma_{\mathrm{mc}}$, as a function of the anisotropic Fermi-surface velocity $\boldsymbol{v}_{\boldsymbol{k}}$. The explicit form of $\psi_{\hat{k}}$ naturally depends on the relative orientation of $\boldsymbol{E}, \boldsymbol{q}$, and $\boldsymbol{v}_{\hat{k}}$. In the next section, we specialize Eq. (42) to purely transverse excitations exerted by an electric field $\boldsymbol{E} \perp \boldsymbol{q}$.

## D. Transverse conductivity

Let us consider an electric field $\boldsymbol{E}(\boldsymbol{q}, \omega) \equiv E_{\beta}(\boldsymbol{q}, \omega) \hat{u}_{\beta}$ along the $\beta$ axis, and focus on momenta $\boldsymbol{q}=q_{\alpha} \hat{u}_{\alpha}$ pointing along the $\alpha \neq \beta$ direction: this setup will give rise to a transverse conductivity. Then, it follows

$$
\begin{align*}
\left|\psi_{\hat{k}}\right\rangle= & \frac{1}{-i \omega+\gamma_{\mathrm{mc}}+i q_{\alpha} v_{k_{F}, \alpha}}\left\{-\frac{e}{k_{B} T} E_{\beta}\left(q_{\alpha}, \omega\right) v_{k_{F}, \beta}\right. \\
& \left.+\gamma_{\mathrm{mc}} n_{0}\left(q_{\alpha}, \omega\right)+\delta \gamma \sum_{i}\left[c_{i}^{2} \tilde{v}_{k, i} p_{i}\left(q_{\alpha}, \omega\right)\right]\right\} \tag{43}
\end{align*}
$$

Notice that we can arrange the equations for the moments of $\left|\psi_{\hat{k}}\right\rangle$ in a matrix form, by conveniently defining the average

$$
\begin{equation*}
\langle\langle A\rangle\rangle=\left[\int_{S_{F}} \frac{d S}{v_{k_{F}}}\right]^{-1} \int_{S_{F}} \frac{d S}{v_{k_{F}}} \frac{A}{\gamma_{\mathrm{mc}}-i \omega+i q_{\alpha} v_{k_{F}, \alpha}} \tag{44}
\end{equation*}
$$

for the quantity $A$. These equations for the moments are obtained by multiplying Eq. (43) by $\left[d S / v_{\boldsymbol{k}_{F}}\right] /\left[\int_{S_{F}} d S / v_{\boldsymbol{k}_{F}}\right]$ and $\left[d S / v_{k_{F}} \tilde{v}_{k, i}\right] /\left[\int_{S_{F}} d S / v_{k_{F}}\right], i=\{\alpha, \beta\}$, and integrating over the Fermi surface $S_{F}$.

For $d=2$, where $\{\alpha, \beta\}=\{x, y\}$, we obtain

$$
\left[\begin{array}{ccc}
\gamma_{\mathrm{mc}}\langle\langle 1\rangle\rangle-1 & c_{\alpha}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \alpha}\right\rangle\right\rangle & c_{\beta}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \beta}\right\rangle\right\rangle  \tag{45}\\
\gamma_{\mathrm{mc}}\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \alpha}\right\rangle\right\rangle & c_{\alpha}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \alpha}\right\rangle\right\rangle-1 & c_{\beta}^{2} \delta \gamma \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \alpha} \tilde{v}_{\boldsymbol{k}, \beta}\right\rangle\right\rangle \\
\gamma_{\mathrm{mc}}\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \beta}\right\rangle\right\rangle & c_{\alpha}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \alpha} \tilde{v}_{\boldsymbol{k}, \beta}\right\rangle\right\rangle & c_{\beta}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \beta}^{2}\right\rangle\right\rangle-1
\end{array}\right]\left[\begin{array}{c}
n_{0}\left(q_{\alpha}, \omega\right) \\
p_{\alpha}\left(q_{\alpha}, \omega\right) \\
p_{\beta}\left(q_{\alpha}, \omega\right)
\end{array}\right]=\frac{e}{k_{B} T} E_{\beta}\left[\begin{array}{c}
\left\langle\left\langle v_{\boldsymbol{k}_{F}, \beta}\right\rangle\right\rangle \\
\left\langle\left\langle v_{\boldsymbol{k}_{F}, \beta} \tilde{v}_{\boldsymbol{k}, \alpha}\right\rangle\right\rangle \\
\left.\left.v_{\boldsymbol{k}_{\boldsymbol{F}}, \beta} \tilde{v}_{\boldsymbol{k}, \beta}\right\rangle\right\rangle
\end{array}\right] .
$$

Equation (45) is simplified if we assume that there are two mirror planes in reciprocal space of momenta $\hbar \boldsymbol{k}$, in the $x y$ plane formed by $\boldsymbol{q}$ and $\boldsymbol{E}$. This means that, if we take a unit vector $\hat{u}\left(k_{x}, k_{y}\right)$ such that $\left|\hat{u}\left(k_{x}, k_{y}\right)\right|=1$,

$$
\begin{equation*}
\hat{u}\left(k_{x}, k_{y}\right)=\hat{u}\left(k_{x},-k_{y}\right)=\hat{u}\left(-k_{x}, k_{y}\right) . \tag{46}
\end{equation*}
$$

The condition (46) ensures a good integration property for a function $a\left(\tilde{v}_{k, x}, \tilde{v}_{k, y}\right)$ which is odd under reflection about the $x$ or $y$ axis: in particular, a generic function $\mathscr{F}\left(\tilde{v}_{k, x}\right)$ multiplied by $a\left(\tilde{v}_{k, x}, \tilde{v}_{k, y}\right)=-a\left(-\tilde{v}_{k, x}, \tilde{v}_{k, y}\right)$ produces a null result upon integration over the Fermi surface:

$$
\begin{equation*}
\left[\int_{S_{F}} \frac{d S}{v_{k_{F}}}\right]^{-1} \int_{S_{F}} \frac{d S}{v_{\boldsymbol{k}_{F}}} a\left(\tilde{v}_{\boldsymbol{k}, x}, \tilde{v}_{\boldsymbol{k}, y}\right) \mathscr{F}\left(\tilde{v}_{\boldsymbol{k}, x}\right)=0 . \tag{47}
\end{equation*}
$$

An example is $a\left(\tilde{v}_{k, x}, \tilde{v}_{k, y}\right)=\tilde{v}_{k, y}$. Within the hypothesis (46), the matrix equation (45) simplifies to

$$
\left[\begin{array}{ccc}
\gamma_{\mathrm{mc}}\langle\langle 1\rangle\rangle-1 & c_{\alpha}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{k, \alpha}\right\rangle\right\rangle & 0  \tag{48}\\
\gamma_{\mathrm{mc}}\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \alpha}\right\rangle\right\rangle & c_{\alpha}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \alpha}^{2}\right\rangle\right\rangle-1 & 0 \\
0 & 0 & c_{\beta}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \beta}^{2}\right\rangle\right\rangle-1
\end{array}\right]\left[\begin{array}{c}
n_{0}\left(q_{\alpha}, \omega\right) \\
p_{\alpha}\left(q_{\alpha}, \omega\right) \\
p_{\beta}\left(q_{\alpha}, \omega\right)
\end{array}\right]=\frac{e}{k_{B} T} E_{\beta}\left[\begin{array}{c}
0 \\
0 \\
\left\langle\left\langle v_{\boldsymbol{k}_{F}, \beta} \tilde{v}_{\boldsymbol{k}, \beta}\right\rangle\right\rangle
\end{array}\right] .
$$

For $d=3$, where $\{\alpha, \beta, \gamma\}=\{x, y, z\}$, we obtain

Similarly to the 2D case of Eq. (48), Eq. (49) simplifies if we assume that there are three mirror planes in reciprocal space of momenta $\hbar \boldsymbol{k}$. Taking a unit vector $\hat{u}\left(k_{x}, k_{y}, k_{z}\right)$ such that $\left|\hat{u}\left(k_{x}, k_{y}, k_{z}\right)\right|=1$, we have

$$
\begin{equation*}
\hat{u}\left(k_{x}, k_{y}, k_{z}\right)=\hat{u}\left(k_{x},-k_{y}, k_{z}\right)=\hat{u}\left(-k_{x}, k_{y}, k_{z}\right)=\hat{u}\left(k_{x}, k_{y},-k_{z}\right) . \tag{50}
\end{equation*}
$$

Assuming Eq. (50) to hold, the matrix equation (49) becomes

$$
\left[\begin{array}{cccc}
\gamma_{\mathrm{mc}}\langle\langle 1\rangle\rangle-1 & c_{\alpha}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \alpha}\right\rangle\right\rangle & 0 & 0  \tag{51}\\
\gamma_{\mathrm{mc}}\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \alpha}\right\rangle\right\rangle & c_{\alpha}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \alpha}^{2}\right\rangle\right\rangle-1 & 0 & 0 \\
0 & 0 & c_{\beta}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \beta}^{2}\right\rangle\right\rangle-1 & 0 \\
0 & 0 & 0 & c_{\gamma}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \gamma}^{2}\right\rangle\right\rangle-1
\end{array}\right]\left[\begin{array}{c}
n_{0}\left(q_{\alpha}, \omega\right) \\
p_{\alpha}\left(q_{\alpha}, \omega\right) \\
p_{\beta}\left(q_{\alpha}, \omega\right) \\
p_{\gamma}\left(q_{\alpha}, \omega\right)
\end{array}\right]=\frac{e}{k_{B} T} E_{\beta} v_{F}\left[\begin{array}{c}
0 \\
0 \\
\left\langle\left\langle v_{\boldsymbol{k}_{F}, \beta} \tilde{v}_{\boldsymbol{k}, \beta}\right\rangle\right\rangle \\
0
\end{array}\right] .
$$

In the following, we will work within the mirror-planes assumptions (46) and (50), which lead to Eqs. (48) and (51) in 2D and 3 D , respectively.

Since the electric field $E_{\beta}(\boldsymbol{q}, \omega)$ only couples to momentum in the same direction $\hat{u}_{\beta}$, we have to ensure that $\psi_{\hat{k}}$ vanishes for $E_{\beta}(\boldsymbol{q}, \omega)=0$. This is accomplished if $n_{0}(\boldsymbol{q}, \omega)=0$ and $p_{i}(\boldsymbol{q}, \omega)=0$ for $i \neq \beta$. Then, it follows for the momentum density

$$
\begin{equation*}
p_{\beta}\left(q_{\alpha}, \omega\right)=-\frac{e}{k_{B} T} \frac{E_{\beta}\left(q_{\alpha}, \omega\right)\left\langle\left\langle v_{k_{F}, \beta} \tilde{v}_{k, \beta}\right\rangle\right\rangle}{1-\delta \gamma c_{\beta}^{2}\left\langle\left\langle\tilde{v}_{k, \beta}^{2}\right\rangle\right\rangle} . \tag{52}
\end{equation*}
$$

Therefore Eq. (52) specifies the relation between the induced momentum density and the applied transverse electric field. For the distribution function (43), this means

$$
\begin{equation*}
\left|\psi_{\hat{k}}\right\rangle=-\frac{e}{k_{B} T} \frac{E_{\beta}}{-i \omega+\gamma_{\mathrm{mc}}+i q_{\alpha} v_{k_{F}, \alpha}}\left[v_{k_{F}, \beta}+\frac{c_{\beta}^{2} \delta \gamma \tilde{v}_{k, \beta}\left\langle\left\langle\tilde{v}_{k, \beta} v_{k_{F}, \beta}\right\rangle\right\rangle}{1-c_{\beta}^{2} \delta \gamma\left\langle\left\langle\tilde{v}_{k, \beta}^{2}\right\rangle\right\rangle}\right] . \tag{53}
\end{equation*}
$$

Since the electrical current density is

$$
\begin{equation*}
\boldsymbol{J}(\boldsymbol{q}, \omega)=-e \int_{\boldsymbol{k}} \boldsymbol{v}_{\boldsymbol{k}} \delta f_{k}(\boldsymbol{q}, \omega)=-e \int_{\boldsymbol{k}} w_{k} \boldsymbol{v}_{k}\left|\psi_{\boldsymbol{k}}(\boldsymbol{q}, \omega)\right\rangle \tag{54}
\end{equation*}
$$

the transverse conductivity results

$$
\begin{align*}
\sigma_{\beta \beta}\left(q_{\alpha}, \omega\right) & =\frac{J_{\beta}\left(q_{\alpha}, \omega\right)}{E_{\beta}\left(q_{\alpha}, \omega\right)} \\
& =\frac{2 e^{2}}{(2 \pi)^{d} \hbar} \int_{S_{F}} \frac{d S}{v_{\boldsymbol{k}_{F}}} \frac{1}{-i \omega+\gamma_{\mathrm{mc}}+i v_{\boldsymbol{k}_{F}, \alpha} q_{\alpha}}\left[\left(v_{\boldsymbol{k}_{F}, \beta}\right)^{2}+\frac{c_{\beta}^{2} \delta \gamma v_{\boldsymbol{k}_{F}, \beta} \tilde{v}_{\boldsymbol{k}, \beta}\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \beta} v_{\boldsymbol{k}_{F}, \beta}\right\rangle\right\rangle}{1-c_{\beta}^{2} \delta \gamma\left\langle\left\langle\left(\tilde{v}_{\boldsymbol{k}, \beta}\right)^{2}\right\rangle\right\rangle}\right] \\
& =\frac{2 e^{2}}{(2 \pi)^{d} \hbar}\left[\int_{S_{F}} \frac{d S}{v_{\boldsymbol{k}_{F}}}\right]\left[\left\langle\left\langle\left(v_{\boldsymbol{k}_{F}, \beta}\right)^{2}\right\rangle\right\rangle+\frac{c_{\beta}^{2} \delta \gamma\left(\left\langle\left\langle\tilde{v}_{\boldsymbol{k}, \beta} v_{\boldsymbol{k}_{F}, \beta}\right\rangle\right\rangle\right)^{2}}{1-c_{\beta}^{2} \delta \gamma\left\langle\left\langle\left(\tilde{v}_{\boldsymbol{k}, \beta}\right)^{2}\right\rangle\right\rangle}\right] \tag{55}
\end{align*}
$$

Thus we have derived a closed expression for the transverse conductivity of an arbitrary Fermi surface, that covers the ballistic, Ohmic, and viscous regimes. Besides the premise of quasiparticle transport in the Boltzmann regime, the only major assumption is that all momentum-conserving processes are governed by the same relaxation rate $\gamma_{\mathrm{mc}}$. Notice that Eq. (55) holds whenever the symmetry planes (46) or (50) exist for the dispersion relation, which is the case when the Fermi surface is approximated by, e.g., a regular polygon in

2D or solid in 3D. This approximation can easily be relaxed by referring to the general expressions (45) and (49).

## E. Parametrization of the anisotropic Fermi-surface velocity

The transverse conductivity (55) may be recast in a more compact form, if we select a convenient parametrization of the velocity $\boldsymbol{v}_{\boldsymbol{k}_{\boldsymbol{F}}}$. We employ

$$
\begin{equation*}
\boldsymbol{v}_{\boldsymbol{k}_{F}}=\left\langle v_{\boldsymbol{k}_{F}}\right\rangle_{0} v_{\boldsymbol{k}} \hat{n}_{\boldsymbol{k}} \equiv v_{F} v_{\boldsymbol{k}} \hat{n}_{\boldsymbol{k}}, \tag{56}
\end{equation*}
$$

where $v_{F}=\left\langle v_{\boldsymbol{k}_{F}}\right\rangle_{0}$, in accordance with Eq. (34), $\hat{n}_{\boldsymbol{k}}$ is the unit vector $\left(\left|\hat{n}_{\boldsymbol{k}}\right|=1\right)$ in the direction of $\boldsymbol{k}$, while $\nu_{\boldsymbol{k}}$ encodes the orientational variation of the Fermi-surface velocity and is unitary upon averaging:

$$
\begin{equation*}
\frac{\int_{S_{F}} \frac{d S}{v_{k_{F}}} v_{k}}{\int_{S_{F}} \frac{d S}{v_{k_{F}}}}=1 \tag{57}
\end{equation*}
$$

Equation (56) also implies that $\tilde{\boldsymbol{v}}_{\boldsymbol{k}}=\boldsymbol{v}_{\boldsymbol{k}_{F}} / v_{F} \equiv v_{\boldsymbol{k}} \hat{\boldsymbol{n}}_{\boldsymbol{k}}$. Notice that $v_{F}$ in Eq. (56) is a free parameter: this means that, by fixing a value for $v_{F}$, we impose a value for the average (34) of the Fermi velocity over all orientations. With the parametrization (56), Eq. (40) simplifies to

$$
\begin{equation*}
n_{0}(\boldsymbol{q}, \omega)=\frac{\int_{S_{F}} \frac{d S}{v_{k}} \psi_{\hat{k}}(\boldsymbol{q}, \omega)}{\int_{S_{F}} \frac{d S}{v_{k}}} \tag{58}
\end{equation*}
$$

with normalization coefficient (36) translating as

$$
\begin{equation*}
c_{0}=\left[\frac{2 k_{B} T}{(2 \pi)^{d} \hbar v_{F}} \int_{S_{F}} \frac{d S}{v_{k}}\right]^{-\frac{1}{2}} \tag{59}
\end{equation*}
$$

In the same way, using Eq. (56), the momentum density components (41) become

$$
\begin{equation*}
p_{i}(\boldsymbol{q}, \omega)=\frac{\int_{S_{F}} \frac{d S}{v_{k}} v_{k} n_{k, i} \psi_{\hat{k}}(\boldsymbol{q}, \omega)}{\int_{S_{F}} \frac{d S}{v_{k}}} \tag{60}
\end{equation*}
$$

with coefficients

$$
\begin{equation*}
c_{i}=\left[\frac{\int_{S_{F}} \frac{d S}{v_{k}}\left(v_{k} n_{k, i}\right)^{2}}{\int_{S_{F}} \frac{d S}{v_{k}}}\right]^{-\frac{1}{2}} . \tag{61}
\end{equation*}
$$

This way, the transverse conductivity (55) results

$$
\begin{align*}
\sigma_{\beta \beta}\left(q_{\alpha}, \omega\right) & =\frac{2 e^{2} v_{F}}{(2 \pi)^{d} \hbar} \int_{S_{F}} \frac{d S}{v_{k}} \frac{\left\langle\left\langle\left(v_{k} n_{k, \beta}\right)^{2}\right\rangle\right\rangle}{1-c_{\beta}^{2} \delta \gamma\left\langle\left\langle\left(v_{k} n_{k, \beta}\right)^{2}\right\rangle\right\rangle} \\
& \equiv \epsilon_{0} \Omega_{p}^{2} \frac{G_{0}\left(q_{\alpha}, \omega\right)}{1-c_{\beta}^{2} \delta \gamma G_{0}\left(q_{\alpha}, \omega\right)}, \tag{62}
\end{align*}
$$

where we define

$$
\begin{align*}
G_{0}(q, \omega) & =\left[\int_{S_{F}} \frac{d S}{v_{k}}\right]^{-1} \int_{S_{F}} d S \frac{v_{k}\left(n_{k, \beta}\right)^{2}}{\gamma_{\mathrm{mc}}-i \omega+i v_{F} v_{k} n_{k, \alpha} q} \\
& \equiv\left\langle\left\langle\left(v_{k} n_{k, \beta}\right)^{2}\right\rangle\right\rangle \tag{63}
\end{align*}
$$

We also define the plasma frequency

$$
\begin{equation*}
\Omega_{p}^{2}=\sum_{i} \omega_{p, i i}^{2} \equiv \frac{2 e^{2} v_{F}}{(2 \pi)^{d} \hbar \epsilon_{0}} \int_{S_{F}} \frac{d S}{v_{k}} \tag{64}
\end{equation*}
$$

with individual contributions

$$
\begin{equation*}
\epsilon_{0} \omega_{p, i i}^{2}=\frac{e^{2} v_{F}^{2}}{c_{0}^{2} k_{B} T} \int_{S_{F}} \frac{d S}{v_{k}} n_{k, i}^{2}=\epsilon_{0} \Omega_{p}^{2} \int_{S_{F}} \frac{d S}{v_{k}} n_{k, i}^{2} . \tag{65}
\end{equation*}
$$

The anisotropy taken into account by the conductivity (62) is twofold: the Fermi-surface shape is allowed to be anisotropic, and in addition the Fermi velocity (56) may vary along different orientations due to the factor $\nu_{k}$; both anisotropies are only constrained by the assumed existence of two or three symmetry planes in reciprocal space, in accordance with Eqs. (46) and (50). In the next section and in the rest of this paper,
for simplicity, we will work under the assumption that the Fermi velocity is isotropic in space, while we will retain the anisotropy in the Fermi-surface shape.

## F. Transverse conductivity for constant Fermi-velocity modulus

In the limit where all states at the Fermi surface share the same velocity modulus, we have

$$
\begin{equation*}
\boldsymbol{v}_{\boldsymbol{k}_{F}} \approx \boldsymbol{v}_{F}=v_{F} \hat{n}_{\boldsymbol{k}} \tag{66}
\end{equation*}
$$

that is, $v_{k} \equiv 1 \forall \boldsymbol{k}$, and Eqs. (58)-(65) considerably simplify. Specifically, we obtain for the coefficient (59) that

$$
\begin{equation*}
c_{0}=\left[\frac{2 k_{B} T}{(2 \pi)^{d} \hbar v_{F}} S_{F}\right]^{-1 / 2}, \tag{67}
\end{equation*}
$$

while Eq. (61) translates as

$$
\begin{equation*}
c_{i}=\left[\int_{S_{F}} \frac{d S}{S_{F}} n_{k, i}^{2}\right]^{-1 / 2} \tag{68}
\end{equation*}
$$

The particle density (58) and the momentum density (60) become

$$
\begin{equation*}
n_{0}(\boldsymbol{q}, \omega)=\int_{S_{F}} \frac{d S}{S_{F}} \psi_{\hat{k}}(\boldsymbol{q}, \omega) \tag{69}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{i}(\boldsymbol{q}, \omega)=\int_{S_{F}} \frac{d S}{S_{F}} n_{\boldsymbol{k}, i} \psi_{\hat{k}}(\boldsymbol{q}, \omega) \tag{70}
\end{equation*}
$$

respectively. Finally, the transverse conductivity (62) reduces to

$$
\begin{equation*}
\sigma_{\beta \beta}\left(q_{\alpha}, \omega\right)=\epsilon_{0} \Omega_{p}^{2} \frac{G_{0}\left(q_{\alpha}, \omega\right)}{1-c_{\beta}^{2} \delta \gamma G_{0}\left(q_{\alpha}, \omega\right)} \tag{71}
\end{equation*}
$$

where from Eq. (63), we have

$$
\begin{equation*}
G_{0}(q, \omega)=\int_{S_{F}} \frac{d S}{S_{F}} \frac{n_{k, \beta}^{2}}{-i \omega+\gamma_{\mathrm{mc}}+i v_{F} q n_{k, \alpha}} \tag{72}
\end{equation*}
$$

The plasma frequency (64) for a constant Fermi-velocity modulus translates as

$$
\begin{equation*}
\Omega_{p}^{2}=\sum_{i} \omega_{p, i i}^{2} \equiv \frac{2 e^{2} S_{F} v_{F}}{(2 \pi)^{d} \hbar \epsilon_{0}} \tag{73}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon_{0} \omega_{p, i i}^{2}=\frac{e^{2} v_{F}^{2}}{c_{0}^{2} k_{B} T} \int_{S_{F}} \frac{d S}{S_{F}} n_{k, i}^{2} \equiv \frac{2 e^{2} S_{F} v_{F}}{(2 \pi)^{d} \hbar} \int_{S_{F}} \frac{d S}{S_{F}} n_{k, i}^{2} \tag{74}
\end{equation*}
$$

Moreover, notice that the DC conductivity in the limit $q_{\alpha} \rightarrow$ $0, \omega \rightarrow 0$ implied by Eq. (71) depends on the relaxation rate $\gamma_{\mathrm{mr}}$ but not on the momentum-conserving rate $\gamma_{\mathrm{mc}}$ :

$$
\begin{equation*}
\sigma_{\beta \beta}(0,0)=\frac{\epsilon_{0} \omega_{p, \beta \beta}^{2}}{\gamma_{\mathrm{mr}}} \tag{75}
\end{equation*}
$$

Equation (71) can, among others, be used to analyze the various versions of the skin effect, as we will appreciate in Secs. V and VI. In the following section, we first check that the conductivity (71) reduces to the known expression for isotropic 2D systems, and then we specialize to the anisotropic examples of hexagonal and square Fermi-surface shapes. More complicated Fermi-surface geometries are discussed in

Sec. VIID and compared with the polygonal symmetries. Selected solutions for 3D systems are left for further work.

## IV. TRANSVERSE CONDUCTIVITY FOR 2D ISOTROPIC AND POLYGONAL GEOMETRIES

In applying the theory of Sec. III D to cases of 2D circular and polygonal Fermi surfaces, we have to span a substantially large parameter space as a function of $\gamma_{\mathrm{mr}}, \gamma_{\mathrm{mc}}, v_{F}, q$, and $\omega$. This space can be conveniently constrained by considering how the ratio $\gamma_{\mathrm{mr}} / \gamma_{\mathrm{mc}}$ evolves in practice as a function of temperature. At room temperature, where phase-space constraints become less crucial and anharmonic phonon effects suppress phonon drag behavior one often expects $\gamma_{\mathrm{mr}} \approx \gamma_{\mathrm{mc}}$. On the other hand $\gamma_{\mathrm{mc}} \gg \gamma_{\mathrm{mr}}$ is expected for ultraclean systems at cryogenic temperatures. These two separate cases will be considered in the following analysis. For definiteness, we fix the spatial coordinates $\alpha=x$ and $\beta=y$ in the what follows. The expression for $\Omega_{p}$ and $c_{y}$ is common to all Fermi-surface shapes and orientation here considered. This is because, from the respective definitions (74) and (68), we have

$$
\begin{equation*}
\omega_{p, i i}^{2}=\frac{\Omega_{p}^{2}}{c_{i}^{2}} \tag{76}
\end{equation*}
$$

and this quantity is set by the symmetry of the crystal system, analogously to the local $\left(q_{x}=0\right)$ conductivity tensor [85]. In all example Fermi surfaces discussed herein, the local conductivity tensor is isotropic and so by symmetry

$$
\begin{equation*}
c_{y}^{2}=\Omega_{p}^{2} / \omega_{p}^{2}=2 \tag{77}
\end{equation*}
$$

In Eq. (77), we have defined the plasma frequency of the isotropic electron gas [55,92]

$$
\begin{equation*}
\omega_{p}=\sqrt{\frac{n e^{2}}{m \epsilon_{0}}} \tag{78}
\end{equation*}
$$

Furthermore, another simplification occurs in the Fermisurface integrations for all polygonal geometries, within the assumption that the scattering rates $\gamma_{\mathrm{mr}}$ and $\gamma_{\mathrm{mc}}$, and the Fermi-velocity modulus $v_{F}$, do not depend on orientation: in this case, since the regular polygon of $N_{S}$ sides can be
decomposed into $N_{S}$ regular triangles, and the normal vectors $n_{k, i}$ do not vary within each individual side $i=\left\{1, \ldots N_{S}\right\}$, the integrals $\int_{S_{F}} F\left(n_{k}\right) d S / S_{F}=\left[\sum_{i=1}^{N_{S}} F\left(n_{k, i}\right)\right] / N_{S}$ for any function $F\left(n_{k}\right)$. In other words, the Fermi-surface integrations can be taken as discrete sums which depend on the values $n_{k, i}$ of the normal vector assumed on each polygon side. We will see concrete examples of this simplification in Secs. IV B and IV C, but first we analyze the simplest case of a circular Fermi surface.

## A. The isotropic limit

Let us check the expression (71) for a circular Fermi surface, in 2D. In this case, it is convenient to parametrize the Fermi-surface integrations with the angle $\theta \in[0,2 \pi]$ :

$$
\begin{align*}
n_{k, x} & \equiv n_{\theta, x}=\cos \theta,  \tag{79a}\\
n_{k, y} & \equiv n_{\theta, y}=\sin \theta \tag{79b}
\end{align*}
$$

The Fermi-surface integrations reduce to

$$
\begin{equation*}
\int_{S_{F}} \frac{d S}{S_{F}}=\int_{0}^{2 \pi} \frac{k_{F} d \theta}{2 \pi k_{F}}=\int_{0}^{2 \pi} \frac{d \theta}{2 \pi} . \tag{80}
\end{equation*}
$$

The distribution function $\left|\psi_{\hat{k}}\right\rangle \equiv\left|\psi_{\theta}\right\rangle$ follows:

$$
\begin{align*}
\left|\psi_{\theta}\right\rangle= & -\frac{e}{k_{B} T} \frac{E_{y}\left(q_{x}, \omega\right) v_{F} \sin \theta}{-i \omega+\gamma_{\mathrm{mc}}+i v_{F} q_{x} \cos \theta} \\
& \times \frac{1}{1-2 \delta \gamma G_{0}\left(q_{x}, \omega\right)}, \tag{81}
\end{align*}
$$

where we have

$$
\begin{align*}
G_{0}(q, \omega) & \equiv\left\langle\left\langle n_{k, y}^{2}\right\rangle\right\rangle \\
& =\int_{0}^{2 \pi} \frac{d \theta}{2 \pi} \frac{(\sin \theta)^{2}}{-i \omega+\gamma_{\mathrm{mc}}+i v_{F} q \cos \theta} \\
& =\frac{-\gamma_{\mathrm{mc}}+i \omega+\sqrt{\left(\gamma_{\mathrm{mc}}-i \omega\right)^{2}+\left(v_{F} q\right)^{2}}}{\left(v_{F} q\right)^{2}} \tag{82}
\end{align*}
$$

in accordance with Eq. (72). The full distribution function $\delta f_{\boldsymbol{k}}(\boldsymbol{q}, \omega)$ is then

$$
\begin{equation*}
\delta f_{k}=-k_{B} T \frac{\partial f^{0}\left(\epsilon_{k}\right)}{\partial \epsilon_{k}}\left|\psi_{\theta}\right\rangle=e E_{y} \frac{\partial f^{0}\left(\epsilon_{k}\right)}{\partial \epsilon_{k}} \frac{v_{F} \sin \theta}{-i \omega+\gamma_{\mathrm{mc}}+i v_{F} q_{x} \cos \theta-2 \delta \gamma\left(-i \omega+\gamma_{\mathrm{mc}}+i v_{F} q_{x} \cos \theta\right) G_{0}\left(q_{x}, \omega\right)} . \tag{83}
\end{equation*}
$$

Using Eqs. (71), (77), (81), and (82), we obtain the transverse conductivity

$$
\begin{equation*}
\sigma_{y y}\left(q_{x}, \omega\right)=2 \epsilon_{0} \omega_{p}^{2} \frac{1}{-i \omega+2 \gamma_{\mathrm{mr}}-\gamma_{\mathrm{mc}}+\sqrt{\left(v_{F} q_{x}\right)^{2}-\left(\omega+i \gamma_{\mathrm{mc}}\right)^{2}}} \tag{84}
\end{equation*}
$$

which simplifies in the limit $\delta \gamma=0$ to

$$
\begin{equation*}
\sigma_{y y}\left(q_{x}, \omega\right)=2 \epsilon_{0} \omega_{p}^{2} \int \frac{d \theta}{2 \pi} \frac{\sin ^{2} \theta}{-i \omega+\gamma+i v_{F} q_{x} \cos \theta} \tag{85}
\end{equation*}
$$

consistently with the literature [74,93]. Equivalently, Eqs. (83) and (84) can be derived by recognizing that the eigenfunctions $\chi_{k, m}$ for isotropic Fermi surfaces are the angular momentum
states $\chi_{k, m}=c_{0} e^{i m \theta}$ [74]; see Appendix B for the alternative derivation.

In particular, in the limit of large $\gamma_{\mathrm{mc}}$, we retrieve the hydrodynamic result [17,74]

$$
\begin{equation*}
\sigma_{y y}\left(q_{x}, \omega\right)=\frac{\epsilon_{0} \omega_{p}^{2}}{-i \omega+\gamma_{\mathrm{mr}}+\left(v_{F} q_{x}\right)^{2} /\left(4 \gamma_{\mathrm{mc}}\right)} \tag{86}
\end{equation*}
$$

TABLE IV. Piecewise-constant orientation of the Fermi velocity for a hexagonal Fermi surface with two faces aligned with the direction of the applied electric field; see Fig. 7(a). $\hat{n}(\theta)$ is the unit vector in the velocity direction (locally orthogonal to the Fermi surface).

| $\theta$ | $\left[-\frac{\pi}{6}, \frac{\pi}{6}\right]$ | $\left[\frac{\pi}{6}, \frac{\pi}{2}\right]$ | $\left[\frac{\pi}{2}, \frac{5 \pi}{6}\right]$ |
| :--- | :---: | :---: | :---: |
| $\hat{n}(\theta)$ | $(1,0)$ | $\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right)$ | $\left(-\frac{1}{2}, \frac{\sqrt{3}}{2}\right)$ |
| $\theta$ | $\left[\frac{5 \pi}{6}, \frac{7 \pi}{6}\right]$ | $\left[\frac{7 \pi}{6}, \frac{3 \pi}{2}\right]$ | $\left[\frac{3 \pi}{2}, \frac{11 \pi}{6}\right]$ |
| $\hat{n}(\theta)$ | $(-1,0)$ | $\left(-\frac{1}{2},-\frac{\sqrt{3}}{2}\right)$ | $\left(\frac{1}{2},-\frac{\sqrt{3}}{2}\right)$ |

## B. Hexagonal Fermi surface

We consider a perfectly hexagonal Fermi surface. This seems to be a good approximation for the 2 D conducting Pd planes of $\mathrm{PdCoO}_{2}$, while it neglects the slight Fermi-surface warping in the direction orthogonal to the planes [94]; see Fig. 1(c). The in-plane approximately hexagonal shape is supported by the careful analysis of Ref. [95], which shows that the directional distribution of Fermi-velocity unit vectors is strongly peaked in six directions. Moreover, band-structure calculations fitted to angle-resolved photoemission data support the view that the Fermi velocity is essentially constant within given sectors of the hexagon [65]. The unphysical consequences of the discontinuities in the velocity derivative at the hexagon edges may be removed by rounding the edges themselves with smooth arcs, with a however small radius of curvature [74], but we will relegate this refinement to Sec. VIID 2.

## 1. Reference geometry: parallel configuration

It is again convenient to parametrize the Fermi-surface integrations in terms of an angle $\theta \in[0,2 \pi]$. The normal vector $\boldsymbol{n}_{\boldsymbol{k}}=n_{\boldsymbol{k}}(\theta)$ is normalized as $\hat{n}_{\boldsymbol{k}}=\boldsymbol{n}_{\boldsymbol{k}} / n_{\boldsymbol{k}}$ (for a general definition, see Appendix H), and its Cartesian components are

$$
\begin{align*}
n_{k, x} & \equiv n_{x, \theta},  \tag{87a}\\
n_{k, y} & \equiv n_{y, \theta} . \tag{87b}
\end{align*}
$$

The vectors $n_{x, \theta}$ and $n_{y, \theta}$, pointing towards the Fermi velocity, assume different lengths depending on the orientation of the hexagon. From Eq. (46), we then have

$$
\begin{equation*}
\hat{n}_{\boldsymbol{k}}=\hat{n}(\theta)=n_{x, \theta} \hat{u}_{x}+n_{y, \theta} \hat{u}_{y} . \tag{88}
\end{equation*}
$$

For a crystal that is perfectly aligned with the surfacei.e., $k_{y}$ and $k_{x}$ are oriented parallel and perpendicular to the surface, respectively-the unit vector $\hat{n}(\theta)$ takes the values given in Table IV. This allows us to perform the momentum integrations $\int_{S_{F}} d S / S_{F}$ in Eq. (72) for a function $F\left(v_{\boldsymbol{k}}\right)=$ $F\left(v_{x, \theta}, v_{y, \theta}\right)$ as discrete sums over the $N_{S}=6$ sides of the hexagon, as mentioned earlier in Sec. IV. It works as follows:

$$
\begin{align*}
\int_{S_{F}} \frac{d S}{S_{F}} F\left(v_{x, \theta}, v_{y, \theta}\right) & =\frac{\int_{S_{F}} n_{k}(\theta) d \theta F\left(v_{x, \theta}, v_{y, \theta}\right)}{\int_{S_{F}} n_{k}(\theta) d \theta} \\
& \equiv \frac{\sum_{i=1}^{6} A_{t} F\left(v_{F} n_{x, i}, v_{F} n_{y, i}\right)}{6 A_{t}} \\
& =\frac{1}{6} \sum_{i=1}^{6} F\left(v_{F} n_{x, i}, v_{F} n_{y, i}\right) \tag{89}
\end{align*}
$$

where $\hat{n}(\theta) \equiv \hat{n}_{i}=\left(n_{x, i}, n_{y, i}\right)$ are the six unit vectors given in Table IV. $A_{t}=\int_{\theta_{i, a}}^{\theta_{i, b}} d \theta n_{k}(\theta)$ is the integral of the line element $n_{k}$ along each side, corresponding to angles $\theta \in\left[\theta_{i, a}, \theta_{i, b}\right]$; this integral is the same for each side $i=\{1, \ldots, 6\}$ for regular polygons.

Next, we have to compute Eq. (72). We find

$$
\begin{equation*}
G_{0}\left(q_{x}, \omega\right)=-\frac{2}{\left(\gamma_{\mathrm{mc}}-i \omega\right)\left(\lambda^{2}-4\right)} \tag{90}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{v_{F} q_{x}}{\omega+i \gamma_{\mathrm{mc}}} . \tag{91}
\end{equation*}
$$

Using Eqs. (90) and (71), we finally have the transverse conductivity

$$
\begin{align*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0}\left(\omega_{p}\right)^{2}}= & -\frac{4}{\left(\gamma_{\mathrm{mc}}-i \omega\right)\left(\lambda^{2}-4\right)} \\
& \times\left[1+\frac{4 \delta \gamma}{\left(\gamma_{\mathrm{mc}}-i \omega\right)\left(\lambda^{2}-4\right)}\right]^{-1} \tag{92}
\end{align*}
$$

Equation (92) considerably simplifies for $\delta \gamma=0$. In this case, we have

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{4}{(\gamma-i \omega)\left(4-\lambda^{2}\right)} \tag{93}
\end{equation*}
$$

with $\gamma=\gamma_{\mathrm{mc}}=\gamma_{\mathrm{mr}}$. In particular, in the absence of scattering rates, that is for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$, Eq. (93) translates as the simple result

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{4 i \omega}{4 \omega^{2}-\left(v_{F} q_{x}\right)^{2}} \tag{94}
\end{equation*}
$$

which displays a pole at $\omega= \pm v_{F} q_{x} / 2$.
Now consider the general case $\gamma_{\mathrm{mr}} \neq \gamma_{\mathrm{mc}}$. In the highmomentum regime $q_{x} \rightarrow+\infty$, the expansion at leading order of Eq. (92) produces

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=4 \frac{\gamma_{\mathrm{mc}}-i \omega}{\left(v_{F} q_{x}\right)^{2}}+o\left[\left(v_{F} q_{x}\right)^{-4}\right] \tag{95}
\end{equation*}
$$

In the limit $q_{x} \rightarrow 0$, i.e., for long-wavelength excitations, we have

$$
\begin{align*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0}\left(\omega_{p}\right)^{2}}= & \frac{1}{\gamma_{\mathrm{mr}}-i \omega}+\frac{\left(v_{F} q_{x}\right)^{2}}{4\left(\gamma_{\mathrm{mc}}-i \omega\right)\left(\omega+i \gamma_{\mathrm{mr}}\right)^{2}} \\
& +o\left[\left(v_{F} q_{x}\right)^{4}\right] \tag{96}
\end{align*}
$$

so at zero momentum the conductivity is governed by $\gamma_{\mathrm{mr}}$ but not $\gamma_{\mathrm{mc}}$. Finally, expanding Eq. (92) to linear order in $1 / \gamma_{\mathrm{mc}} \rightarrow 0^{+}$, we obtain the conductivity in hydrodynamic regime dominated by momentum-conserving collisions:

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{1}{\gamma_{\mathrm{mr}}-i \omega}-\frac{1}{\gamma_{\mathrm{mc}}} \frac{\left(v_{F} q_{x}\right)^{2}}{4\left(\gamma_{\mathrm{mr}}-i \omega\right)^{2}}+o\left[\left(\gamma_{\mathrm{mc}}\right)^{-2}\right] \tag{97}
\end{equation*}
$$

The present configuration, with two hexagonal faces aligned with the $y$ axis, serves as a reference for the analysis of the conductivity for an arbitrary Fermi-surface orientation with respect to the applied field: to perform such generalization, it is convenient to introduce rotated Fermi-surface


FIG. 7. Schematic representation of the hexagonal Fermi-surface geometry with electric field $\boldsymbol{E}=E_{y} \hat{u}_{y}$ aligned with the $y$ axis. Red arrows show the local Fermi velocity vectors $\boldsymbol{v}_{F}=v_{F} \boldsymbol{n}(\theta)$. (a) "Parallel" configuration with two hexagon faces aligned with the $y$ axis. (b) Configuration obtained by rotating the hexagon in (a) by an angle $\phi=\pi / 2$, formed by the axes $\boldsymbol{x}^{\prime}=\left\{x^{\prime}, y^{\prime}\right\}$ with respect to the frame $\boldsymbol{x}=\{x, y\}$ in which the field $\boldsymbol{E}=E_{y} \hat{u}_{y}$.
coordinates with respect to the field axis, as described in the next section.

## 2. Arbitrary crystal orientation

Let us now analyze arbitrary crystal orientations. Let $\boldsymbol{x}=$ $(x, y)$ refer to the coordinates along and perpendicular to the applied field $\boldsymbol{E}(\boldsymbol{q}, \omega) \equiv E_{y}\left(q_{x}, \omega\right) \hat{u}_{y}$. We then call $\boldsymbol{x}^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ the coordinates that are aligned with the crystalline axes, where $\boldsymbol{x}^{\prime}=R^{-1} \boldsymbol{x}$ and the 2D rotation matrix $R$ is

$$
R=\left[\begin{array}{cc}
\cos \phi & -\sin \phi  \tag{98}\\
\sin \phi & \cos \phi
\end{array}\right]
$$

if the axes $\boldsymbol{x}^{\prime}$ are rotated by an angle $\phi$ with respect to the axes $\boldsymbol{x}$; see Fig. 7(b). This implies that the velocities in the frame aligned with the surface are $\boldsymbol{v}_{\boldsymbol{k}_{F}}=R \boldsymbol{v}_{\boldsymbol{k}}^{\prime}=v_{F} R \hat{n}(\theta)$. It follows that the velocities can be written as

$$
\begin{align*}
v_{\boldsymbol{k}_{F}} & \equiv \boldsymbol{v}(\theta, \phi)=v_{F} \boldsymbol{m}(\theta, \phi) \\
& =m_{x}(\theta, \phi) \hat{u}_{x}+m_{y}(\theta, \phi) \hat{u}_{y} \tag{99}
\end{align*}
$$

with rotated unit vector. The components are given as

$$
\begin{align*}
& m_{x}(\theta, \phi)=\cos (\phi) n_{x, \theta}-\sin (\phi) n_{y, \theta}, \\
& m_{y}(\theta, \phi)=\sin (\phi) n_{x, \theta}+\cos (\phi) n_{y, \theta} . \tag{100}
\end{align*}
$$

Inserting the parametrization (99) into Eq. (72), and performing the discrete summation according to Eq. (89), we obtain

$$
\begin{align*}
& G_{0}\left(q_{x}, \omega, \phi\right) \\
& \quad=\int_{S_{F}} \frac{d S}{S_{F}} \frac{\left[m_{y}(\theta, \phi)\right]^{2}}{-i \omega+\gamma_{\mathrm{mc}}+i v_{F} q m_{x}(\theta, \phi)} \\
& \quad=\frac{1}{\gamma_{\mathrm{mc}}-i \omega} \frac{-16+20 \lambda^{2}+\lambda^{4}[\cos (6 \phi)-5]}{-32+48 \lambda^{2}-18 \lambda^{4}+\lambda^{6}[1+\cos (6 \phi)]} \tag{101}
\end{align*}
$$

where we have used Eq. (91). The transverse conductivity then follows from Eq. (71), and formally it is

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{2 \epsilon_{0}\left(\omega_{p}\right)^{2}}=\frac{G_{0}\left(q_{x}, \omega, \phi\right)}{1-2 \delta \gamma G_{0}\left(q_{x}, \omega, \phi\right)} . \tag{102}
\end{equation*}
$$

Setting $\phi=0$, we recover of course Eq. (92) for $G_{i}\left(q_{x}, \omega, 0\right)$. Also, notice that the conductivity has a sixfold periodicity in rotation angle $\phi$ due to the $\mathrm{D}_{3 d}$ symmetry. The conductivity (102) significantly depends on the orientation angle $\phi$ : in particular, we see from Eq. (101) that $G_{0}\left(q_{x}, \omega, \phi\right) \propto \lambda^{-2}$ for $\lambda \gg 1$, which is the high-momentum regime where anomalous skin effect takes place; see Secs. V and VI. However, for $\phi=\pi / 2$, two corners of the hexagon intersect the $x$ axis and $1+\cos (6 \phi)=0$. Then we obtain $G_{0}\left(q_{x}, \omega, \pi / 2\right)=\left[3\left(\gamma_{\mathrm{mc}}-\right.\right.$ $i \omega)]^{-1}+o\left(\lambda^{-2}\right)$ for $\lambda \gg 1$. Thus we do expect a qualitative difference between the orientations $\phi=0$ and $\phi=\pi / 2$ in the regime of anomalous skin effect.

For $\phi=\pi / 2$ and $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=\gamma$, we obtain for the conductivity

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega, \pi / 2\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{4(\gamma-i \omega)^{2}+2\left(v_{F} q_{x}\right)^{2}}{(\gamma-i \omega)\left[4(\gamma-i \omega)^{2}+3\left(v_{F} q_{x}\right)^{2}\right]} \tag{103}
\end{equation*}
$$

which is manifestly different from the $\phi=0$ case (93). In particular, for $\gamma=0$,

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega, \pi / 2\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{2 i}{\omega} \frac{2 \omega^{2}-\left(v_{F} q_{x}\right)^{2}}{4 \omega^{2}-3\left(v_{F} q_{x}\right)^{2}}, \tag{104}
\end{equation*}
$$

that has a pole for $\omega= \pm \sqrt{3 / 4} v_{F} q_{x}$.
We now turn to the general case $\delta \gamma \neq 0$. Remarkably, the differences between different orientations of the hexagonal Fermi surface actually vanish both in the low-momentum regime $q_{x} \rightarrow 0^{+}$to order $q_{x}^{2}$ and in the hydrodynamic limit $\gamma_{\mathrm{mc}} \rightarrow+\infty$. In fact, expanding Eq. (102) for a generic angle $\phi$ to order $q_{x}^{2}$, we exactly obtain Eq. (96), as in the $\phi=0$ case. Similarly, expanding Eq. (102) to linear order in $1 / \gamma_{\mathrm{mc}} \rightarrow 0^{+}$, we obtain Eq. (97) for any $\phi$. Hence, the conductivity does not depend on orientation in the low-momentum and hydrodynamic regimes, for a hexagonal Fermi surface. In fact, the independence from $\phi$ in hydrodynamic regime can be also inferred from the structure of the Navier-Stokes equations with $\mathrm{D}_{3 d}$ symmetry [74]; see Appendix C.

The conductivity does show orientational dependence in the high-momentum regime $q_{x} \rightarrow+\infty$ : the leading-order expansion of Eq. (102) for generic angle $\phi \neq \alpha \pi / 6, \alpha \in \mathbb{Z}$ gives

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega, \phi\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{\left(\gamma_{\mathrm{mc}}-i \omega\right)[5-\cos (6 \phi)]}{\left[v_{F} q_{x} \cos (3 \phi)\right]^{2}}+o\left[\left(v_{F} q_{x}\right)^{-4}\right], \tag{105}
\end{equation*}
$$

which correctly reduces to Eq. (95) for $\phi=0$. However, Eq. (105) diverges for $\phi=\pi / 2$, which is an indication of the special nature of conduction and skin effect in this configuration, as we will analyze in Sec. V. To avoid this apparent divergence, we set $\phi=\pi / 2$ in Eq. (102) before performing the expansion for $q_{x} \rightarrow+\infty$, with the leading-order result

$$
\begin{align*}
\frac{\sigma_{y y}\left(q_{x}, \omega, \pi / 2\right)}{2 \epsilon_{0} \omega_{p}^{2}}= & \frac{2}{\gamma_{\mathrm{mc}}+2 \gamma_{\mathrm{mr}}-i \omega} \\
& +\frac{\left(4 \gamma_{\mathrm{mc}}-i \omega\right)^{3}}{\left(\gamma_{\mathrm{mc}}+2 \gamma_{\mathrm{mr}}-3 i \omega\right)^{2}\left(v_{F} q\right)^{2}} \\
& +o\left[\left(v_{F} q_{x}\right)^{-4}\right] . \tag{106}
\end{align*}
$$



FIG. 8. Schematic representation of the square Fermi-surface geometry with electric field $\boldsymbol{E}=E_{y} \hat{u}_{y}$ aligned with the $y$ axis of the frame $\boldsymbol{x}=\{x, y\}$. Red arrows show the local Fermi velocity vectors $\boldsymbol{v}_{F}=v_{F} \hat{n}(\theta)$. (a) "Diamond-shaped" configuration with vertices intersecting the $x$ and $y$ axes. (b) Configuration obtained by rotating the square in panel (a) by an angle $\phi=\pi / 4$, formed by the axes $\boldsymbol{x}^{\prime}=\left\{x^{\prime}, y^{\prime}\right\}$ with respect to the frame $\boldsymbol{x}$.

In the large-momentum regime, there is a qualitative difference in the conductivity, depending on the presence or absence of scattering: the limits $\omega \rightarrow 0$ and $\gamma \rightarrow 0$ do not commute. This is most evident in the limit $\delta \gamma=0$ for Eq. (106), which yields

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega, \pi / 2\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{2}{3(\gamma-i \omega)} \tag{107}
\end{equation*}
$$

Then, we see a qualitative difference in the presence or absence of scattering: for $\gamma \ll \omega$, the conductivity (107) is inversely proportional to $\omega$ for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$; on the contrary, if $\gamma \gg \omega$, the conductivity is approximately frequencyindependent. A similar dichotomy appears for the more general Eq. (106) with arbitrary $\gamma_{\mathrm{mr}} \leqslant \gamma_{\mathrm{mc}}$. This difference will be at the origin of a qualitative distinction for the skin depths in anomalous regime, in the absence or presence of scattering; see Sec. V A.

To investigate how the anisotropic electrodynamics depends on the specific Fermi-surface shape, in the next section, we analyze another exemplary case, namely the square point group $D_{4}$.

## C. Square Fermi surface

To get a better intuition for the origin of the rather distinct behavior of the two orientations of the sample edge relative to the crystalline axis, we consider a square Fermi surface, as shown in Fig. 8. The procedure is identical to the one for the hexagonal Fermi surface: we assume that the Fermi velocity is constant in the four segments.

## 1. Reference geometry: diamond-shaped configuration

In analyzing the diamond-shaped case, we again use the parametrization (88) in terms of $\theta$. With the piecewise approximation for the Fermi velocity, the angular integrations over the Fermi surface in Eq. (72) reduce to the discrete sum

$$
\begin{equation*}
\int_{S_{F}} \frac{d S}{S_{F}} F\left(v_{x}(\theta), v_{y}(\theta)\right)=\frac{1}{4} \sum_{i=1}^{4} F\left(v_{F} n_{x, i}, v_{F} n_{y, i}\right), \tag{108}
\end{equation*}
$$

where $\hat{n}$ again satisfies Eq. (88). Equation (108) for the square Fermi surface is analogous to its counterpart (89) for the hexagonal geometry. For the geometry in which each pair of

TABLE V. Piecewise-constant orientation of the Fermi velocity for a square Fermi surface with two vertices intersecting the $x$ axis, and two intersecting the $y$ axis; see Fig. 8(a). $\hat{n}(\theta)$ is the unit vector in the velocity direction (locally orthogonal to the Fermi surface).

| $\theta$ | $\left[0, \frac{\pi}{2}\right]$ | $\left[\frac{\pi}{2}, \pi\right]$ | $\left[\pi, \frac{3 \pi}{2}\right]$ | $\left[\frac{3 \pi}{2}, 2 \pi\right]$ |
| :--- | :---: | :---: | :---: | :---: |
| $\hat{n}(\theta)$ | $\frac{1}{\sqrt{2}}(1,1)$ | $\frac{1}{\sqrt{2}}(-1,1)$ | $\frac{1}{\sqrt{2}}(-1,-1)$ | $\frac{1}{\sqrt{2}}(1,-1)$ |

vertices of the square intersect the $x$ and $y$ axis, as in Fig. 8(a), the unit vectors $\hat{n}(\theta)$ are collected in Table V.

The angular sum in Eq. (72) leads to

$$
\begin{equation*}
G_{0}\left(q_{x}, \omega\right)=-\frac{2}{\left(\gamma_{\mathrm{mc}}-i \omega\right)\left(2-\lambda^{2}\right)} \tag{109}
\end{equation*}
$$

Equations (109) and (71) yield the transverse conductivity

$$
\begin{align*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0}\left(\omega_{p}\right)^{2}}= & \frac{2}{\left(\gamma_{\mathrm{mc}}-i \omega\right)\left(2-\lambda^{2}\right)} \\
& \times\left\{1-\frac{2 \delta \gamma}{\left(\gamma_{\mathrm{mc}}-i \omega\right)\left(2-\lambda^{2}\right)}\right\}^{-1} \tag{110}
\end{align*}
$$

Let us first analyze the conductivity for equal momentumrelaxing and momentum-conserving scattering rates. For $\delta \gamma=0$, Eq. (110) simplifies to

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{2}{(\gamma-i \omega)\left[2-\left(\frac{v_{F} q_{x}}{\omega+i \gamma}\right)^{2}\right]} \tag{111}
\end{equation*}
$$

which in the scattering-less limit $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$ becomes simply

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{2 i}{\omega\left[2-\left(\frac{v_{F} q_{x}}{\omega}\right)^{2}\right]} \tag{112}
\end{equation*}
$$

with a pole at $\omega= \pm v_{F} q_{x} / \sqrt{2}$.
Let us now focus on $\gamma_{\mathrm{mr}} \neq \gamma_{\mathrm{mc}}$. In the low-momentum regime $q_{x} \rightarrow 0^{+}$, an expansion of the conductivity (110) to order $q_{x}^{2}$ gives

$$
\begin{align*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}= & \frac{1}{\gamma_{\mathrm{mr}}-i \omega}+\frac{\left(v_{F} q\right)^{2}}{2\left(\gamma_{\mathrm{mc}}-i \omega\right)\left(i \gamma_{\mathrm{mr}}+\omega\right)^{2}} \\
& +o\left[\left(v_{F} q_{x}\right)^{4}\right] \tag{113}
\end{align*}
$$

The extreme hydrodynamic limit is obtained by expanding Eq. (110) to order $1 / \gamma_{\mathrm{mc}}$ :

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{1}{\gamma_{\mathrm{mr}}-i \omega}-\frac{\left(v_{F} q\right)^{2}}{2 \gamma_{\mathrm{mc}}\left(\gamma_{\mathrm{mr}}-i \omega\right)^{2}}+o\left[\left(\gamma_{\mathrm{mc}}\right)^{-2}\right] . \tag{114}
\end{equation*}
$$

In the high-momentum regime $q_{x} \rightarrow+\infty$, the conductivity (110) gives at leading order

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=2 \frac{\gamma_{\mathrm{mc}}-i \omega}{\left(v_{F} q_{x}\right)^{2}}+o\left[\left(v_{F} q_{x}\right)^{-4}\right] \tag{115}
\end{equation*}
$$

which differs only by a factor of 2 from the hexagonal result (95).

In the next section, we generalize the above results to an arbitrary orientation of the square Fermi surface with respect to the applied field, in the same way as done in Sec. IV B 2
for the hexagonal Fermi surface. This analysis will allow us to draw general criteria to link the form of the transverse conductivity for polygonal geometries to the given Fermi-surface orientation.

## 2. Arbitrary crystal orientation

For an arbitrary orientation, we rotate the velocities by the angle $\phi$, in accordance with Eq. (99), analogously to the case of a hexagonal Fermi surface in Sec. IV B 2. Then, the velocity vectors in the frame aligned with the applied field are given by Eq. (100), and the conductivity follows from Eq. (102). The only difference with respect to the hexagonal case is that the expression for $G_{0}\left(q_{x}, \omega, \phi\right)$, with $\phi \in[0,2 \pi]$ and $\gamma_{\mathrm{mr}} \neq \gamma_{\mathrm{mc}}$, is modified for a square Fermi surface:

$$
\begin{equation*}
G_{0}\left(q_{x}, \omega, \phi\right)=\frac{1}{\gamma_{\mathrm{mc}}-i \omega} \frac{4-\lambda^{2}[-3+\cos (4 \phi)]}{8\left(1-\lambda^{2}\right)+\lambda^{4}[1+\cos (4 \phi)]} \tag{116}
\end{equation*}
$$

where we have used the variable (91). Setting $\phi=0$ in Eqs. (116) we retrieve Eq. (110).

There is a qualitative difference between square and hexagonal conductivities in the $q_{x} \rightarrow 0^{+}$limit. In fact, in the low-momentum regime and the extreme hydrodynamic limit, the conductivity for a square Fermi surface displays significant orientational dependence. This is best seen by expanding the conductivity (102) for generic $\phi$ to order $q_{x}^{2}$ :

$$
\begin{align*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}= & \frac{1}{\gamma_{\mathrm{mr}}-i \omega}+\frac{\left[v_{F} q \cos (2 \phi)\right]^{2}}{2\left(\gamma_{\mathrm{mc}}-i \omega\right)\left(i \gamma_{\mathrm{mr}}+\omega\right)^{2}} \\
& +o\left[\left(v_{F} q\right)^{4}\right] . \tag{117}
\end{align*}
$$

In particular, an expansion of Eq. (102) to order $1 / \gamma_{\mathrm{mc}}$ (hydrodynamic regime) yields

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{1}{\gamma_{\mathrm{mr}}-i \omega}+\frac{\left[v_{F} q \cos (2 \phi)\right]^{2}}{2 \gamma_{\mathrm{mc}}\left(i \gamma_{\mathrm{mr}}+\omega\right)^{2}}+o\left[\left(v_{F} q\right)^{4}\right] \tag{118}
\end{equation*}
$$

The dependence on $\phi$ shown by Eqs. (117) and (118) is in stark contrast with the respective counterparts (96) and (97) for a hexagonal Fermi surface, which do not depend on orientation. Hence, we expect an angle-dependent electrodynamics in hydrodynamic regime for a square-shaped Fermi surface, but not for a hexagonal one; see also Appendix C.

In the high-momentum regime, Eq. (102) becomes

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{\left(\gamma_{\mathrm{mc}}-i \omega\right)[3-\cos (4 \phi)]}{\left[v_{F} q_{x} \cos (2 \phi)\right]^{2}}+o\left[\left(v_{F} q_{x}\right)^{-4}\right] \tag{119}
\end{equation*}
$$

for generic angle $\phi \neq \alpha \pi / 4, \alpha \in \mathbb{Z}$, which correctly gives Eq. (115) for $\phi=0$. The expression (119) diverges for $\phi=$ $\pi / 4$, that is for two square faces parallel to the applied field, in a similar way as what found for Eq. (105), $\phi=\pi / 2$ in the hexagonal case.

The conductivity for $\phi=\pi / 4$, which corresponds to Fig. 8(b), displays a remarkable property: it is identically equivalent to the one of the Drude model, for a local conductor
with relaxation rate $\gamma_{\mathrm{mr}}$ :

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}} \equiv \frac{1}{\gamma_{\mathrm{mr}}-i \omega} \tag{120}
\end{equation*}
$$

independently from $q_{x}$ and $\gamma_{\mathrm{mc}}$. This result is of course dramatically different from the $\phi=0$ case of Eq. (110): for $\phi=\pi / 4$, the nonlocal character of the transverse conductivity completely disappears.

The appearance of perfect conductivities for specific orientations is actually linked with large Fermi-surface segments parallel to the electric field for polygonal geometries, as detailed in the following section.

## D. Comparison between polygonal geometries

The expressions for the conductivity found in Secs. IV BIV C 2 give us insight into how sensitive different anisotropic Fermi-surface geometries are to the orientation of the applied electric field. Both in the regime $q \rightarrow 0^{+}$and $\gamma_{\mathrm{mc}} \rightarrow+\infty$ (hydrodynamic limit), the leading-order expansions of the conductivity do not depend on orientation for a hexagonal Fermi surface; see Eqs. (96) and (97). Hence, we expect no variation of the electrodynamic properties with angle $\phi$ in this case. On the contrary, for a square geometry Eqs. (117) and (118) predict a significant angular dependence of the low-momentum and hydrodynamic transverse conductivity.

Let us now turn to the high-momentum regime characteristic of anomalous skin effect. Comparing Figs. 7(a) and 8(b), one finds that the common aspect is the propagation of electrons parallel to the surface, on a large portion of the Fermi surface. These flat segments, with velocity parallel to the current, give rise to a momentum-independent conductivity. To see this, consider the expression (1) for the 2D conductivity with $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0, \alpha=x$, and $\beta=y$ :

$$
\begin{equation*}
\sigma_{y y}\left(q_{x}, \omega\right)=\frac{e^{2}}{-i \omega} \int_{\boldsymbol{k}} \frac{v_{\boldsymbol{k}, y}^{2}}{1-\frac{q_{x}}{\omega} v_{\boldsymbol{k}, x}} . \tag{121}
\end{equation*}
$$

For a piecewise-constant Fermi surfaces, the momentum integral in Eq. (121) depends on $r=v_{F} q_{x} / \omega$ and it usually decays as $r^{-2}$, while for a spherical Fermi surface it decays like $r^{-1}$; see Eq. (85). These different power laws determine the difference in the $\omega$ evolution of the conductivities for polygonal and circular Fermi surfaces. However, if there is a flat piece of the Fermi surface with velocity $\boldsymbol{v}_{\boldsymbol{k}} \| \hat{u}_{y}$ parallel to the applied field, then $\boldsymbol{v}_{\boldsymbol{k}, x}=0$ and the dependence on $q_{x}$ disappears from the conductivity (121) even at finite momentum, as exemplified by Eq. (120) for a square Fermi surface. Ultimately, this is due to the fact that we are looking at a transverse conductivity with momentum (decay mode) direction $\boldsymbol{q} \| \hat{u}_{x}$, orthogonal to the direction of the current $\boldsymbol{J} \| \hat{u}_{y}$.

The presence of Fermi-surface segments with velocity parallel to the current influences all the electrodynamic properties of the anisotropic system through the conductivity. To investigate this impact, in the next sections we apply our kinetic theory for the electrodynamic response to the calculation of the skin depth and the surface impedance.

## V. POLARITONS AND SKIN DEPTH

The dependence of the anisotropic conductivity on momentum and on orientation qualitatively has an immediate measurable consequence on the damping of electromagnetic fields inside the metal, i.e., skin effect. To investigate the spatial profile of the electric field $E_{y}\left(q_{x}, \omega\right)$, we start from the electromagnetic wave equation $[48,55,85$ ]

$$
\begin{equation*}
\nabla^{2} \boldsymbol{E}(\boldsymbol{r}, \omega)+\frac{\omega^{2}}{c^{2}} \boldsymbol{E}(\boldsymbol{r}, \omega)=-\mu_{0} i \omega \boldsymbol{J}(\boldsymbol{r}, \omega) \tag{122}
\end{equation*}
$$

stemming from Maxwell's equations for a medium with no bound charges or magnetization. Eq. (122) is supplemented by the nonlocal relation between the free current density and the electric field, i.e., the generalized Ohm's law

$$
\begin{equation*}
J_{\alpha}(\boldsymbol{r}, \omega)=\int d \boldsymbol{r}^{\prime} \sigma_{\alpha \beta}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, \omega\right) E_{\beta}\left(\boldsymbol{r}^{\prime}, \omega\right) \tag{123}
\end{equation*}
$$

which provides a definition of the rank-2 conductivity tensor $\sigma_{\alpha \beta}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, \omega\right)$. Consider a geometry where the crystal is cut along the $y z$ plane, i.e., vacuum occupies $x<0$ while our material takes the other half space $x>0$. We again choose a polarization of the electric field along the y direction, $\boldsymbol{E}(x, \omega) \equiv E(x, \omega) \hat{u}_{y}$, which varies in space along the $x$ direction. Notice that these coordinates do not have to be aligned with any of the crystalline axes. Hence, the wave equation (122) and the linear-response relation (123) yield

$$
\begin{align*}
& \frac{\partial^{2} E_{y}(x, \omega)}{\partial x^{2}}+\frac{\omega^{2}}{c^{2}} E_{y}(x, \omega) \\
& \quad=-\mu_{0} i \omega \int d x^{\prime} \sigma_{y y}\left(x-x^{\prime}, \omega\right) E_{y}\left(x^{\prime}, \omega\right) \tag{124}
\end{align*}
$$

It is convenient to Fourier-transform the nonlocal wave equation (124) to reciprocal space of momenta $q_{x}$, assuming the oscillatory evolution $E_{y}(x, \omega)=E_{0} e^{i\left(q_{x} x-\omega t\right)}$, where $E_{0}=$ $E_{y}(0,0)$. The current density also follows the same oscillatory pattern. Then, we have

$$
\begin{equation*}
-q_{x}^{2} E_{y}\left(q_{x}, \omega\right)+\frac{\omega^{2}}{c^{2}} E_{y}\left(q_{x}, \omega\right)=-\mu_{0} i \omega \sigma_{y y}\left(q_{x}, \omega\right) E_{y}\left(q_{x}, \omega\right) \tag{125}
\end{equation*}
$$

Using the relation between the dielectric function $\epsilon_{y y}\left(q_{x}, \omega\right)$ and the conductivity, $\sigma_{y y}\left(q_{x}, \omega\right)=-i \epsilon_{0} \omega\left[\epsilon_{y y}\left(q_{x}, \omega\right)-1\right]$, we can implicitly solve Eq. (125) for complex-valued momentum $q_{x} \in \mathbb{C}$ and obtain

$$
\begin{equation*}
q_{x}^{2}=\frac{\omega^{2}}{c^{2}}\left[1+\frac{i}{\epsilon_{0} \omega} \sigma_{y y}\left(q_{x}, \omega\right)\right] \equiv \frac{\omega^{2}}{c^{2}} \epsilon_{y y}\left(q_{x}, \omega\right) \tag{126}
\end{equation*}
$$

In essence, Eq. (126) determines the self-consistent electromagnetic field inside the metal, i.e. the polaritons. In local metals, where $\sigma_{y y}\left(q_{x}, \omega\right)$ is approximated by its value at zeromomentum $\sigma_{y y}(0, \omega) \equiv \sigma_{y y}(\omega)$, there is only one polariton mode satisfying Eq. (126): this is the standard case, whereby Fresnel's laws of refraction completely determine reflection and transmission at a boundary. However, when nonlocality in the electrodynamic response is non-negligible, there can be multiple polariton branches which satisfy the self-consistent relation (126). For instance, the transverse dielectric function of isotropic viscous charged fluids [17,39], and of Fermi liquids at leading order in the expansion at low momenta
$\omega \gg v_{F} q[44,45]$, give rise to two degenerate polaritons for each $\omega$.

At frequencies $\omega \lesssim \omega_{p}$ we can neglect the displacementcurrent term in Eq. (125) (second term on the left-hand side) [44,55], so that the polariton momentum is

$$
\begin{equation*}
q_{x}^{2}=i \mu_{0} \omega \sigma_{y y}\left(q_{x}, \omega\right) \tag{127}
\end{equation*}
$$

If we explicitly write the dispersion and attenuation of the electric field as $E_{y}(x, \omega) \equiv E_{0} e^{i\left(\operatorname{Re}\left\{q_{x}\right\} x-\omega t\right)} e^{-x / \delta_{s}}$ for a given polariton branch stemming from Eqs. (126) or (127), we can identify a skin depth

$$
\begin{equation*}
\delta_{s}=\delta_{s}(\omega)=\frac{1}{\operatorname{Im}\left\{q_{x}(\omega)\right\}} \tag{128}
\end{equation*}
$$

for the given polariton mode [55]. When $N_{p}$ branches $E_{y, \alpha}(x, \omega), \alpha=\left\{1, \ldots, N_{p}\right\}$ are present, the electric field that propagates inside the metal is a coherent superposition of all $N_{p}$ modes. The resulting spatial profile $E_{y}(x, \omega)$ may not be a simple damped exponential as a function of $x$, and may even exhibit interference patterns when the individual intensities $\left|E_{y, \alpha}(x, \omega)\right|^{2}$ of some modes are comparable [39,44]. Nevertheless, we can always identify a skin depth for each mode $\alpha$, and the damping of $E_{y}(x, \omega)$ at the largest depths is determined by the mode which possesses the largest skin depth $\delta_{s, \alpha}$.

Using the definition (128), in the next sections we proceed to extract a value for the skin depth, at low and high frequencies compared to $v_{F} q_{x}$, for the hexagonal- and square-shaped Fermi surfaces studied in Sec. IV. We will work in the absence of scattering for simplicity, to illustrate the connections among the conductivity, the skin depth and the impedance. The generalization to finite $\gamma_{\mathrm{mc}}$ and $\gamma_{\mathrm{mr}}$ is straightforward, using the results of Secs. IV B and IV C, and only the results for $\delta_{s}(\omega)$ that qualitatively affect the dependence on $\omega$ will be explicitly given. In general, the dominance of momentumrelaxing scattering $\gamma_{\mathrm{mr}}>0$ or of collisions $\gamma_{\mathrm{mc}}>0$ enables two additional regimes, those of normal (Ohmic) skin effect and hydrodynamic skin effect, where $\delta_{s}(\omega) \propto \omega^{-1 / 2}$ and $\delta_{s}(\omega) \propto \omega^{-1 / 4}[17,44]$, respectively. A more comprehensive analysis with scattering is provided in terms of the surface impedance in Appendix E. In Sec. VI, we will see that the extracted skin depths determine the asymptotic value of the surface impedance for polygonal geometries in the scatteringless limit.

## A. Hexagonal Fermi surface

Let us begin with the hexagonal Fermi surface in the "parallel" configuration of Fig. 7(a). Then, the angle $\phi=0$ and, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$, we can employ Eq. (127) together with the conductivity (94) to determine the polariton dispersion:

$$
\begin{equation*}
q_{x}^{2}=-\left(\frac{\omega_{p}}{c}\right)^{2} \frac{4 \omega^{2}}{4 \omega^{2}-\left(v_{F} q_{x}\right)^{2}} \tag{129}
\end{equation*}
$$

In the limit $\omega \gg v_{F}\left|q_{x}\right|$, Eq. (129) yields $q_{x} \approx i / \lambda_{L}$, where $\lambda_{L}=c / \omega_{p}$ is the London penetration depth. Then, the skin depth from Eq. (128) is frequency-independent:

$$
\begin{equation*}
\delta_{s} \equiv \lambda_{L}=\frac{c}{\omega_{p}} \tag{130}
\end{equation*}
$$

In the opposite regime $\omega \ll v_{F}\left|q_{x}\right|$, Eq. (129) gives $q_{x}=(1 \pm$ i) $\sqrt{\omega /\left(v_{F} \lambda_{L}\right)}$ so that the skin depth

$$
\begin{equation*}
\delta_{s}(\omega)=\sqrt{\frac{v_{F} \lambda_{L}}{\omega}} \propto \omega^{-\frac{1}{2}} . \tag{131}
\end{equation*}
$$

The result (131) is surprising: it implies that the anomalous skin depth $\delta_{s}(\omega) \propto \omega^{-1 / 3}$, valid for isotropic systems, changes into $\delta_{s}(\omega) \propto \omega^{-1 / 2}$ for the anisotropic hexagonal case, a power law usually associated with normal skin effect; see, e.g., Refs. [48,54,55,85]. This behavior corresponds to region (2) in Fig. 4. However, if scattering is dominant over frequency, we enter the viscous regime of region © and the skin depth is changed qualitatively. For instance, using the limit of Eq. (95) for $\gamma_{\mathrm{mc}} \gg \omega$, we obtain

$$
\begin{equation*}
\delta_{s}(\omega)=\frac{\sqrt{\lambda_{L} v_{F}}}{\sqrt{2}\left(\omega \gamma_{\mathrm{mc}}\right)^{1 / 4}} \frac{1}{\cos (\pi / 8)} \propto \omega^{-1 / 4} \tag{132}
\end{equation*}
$$

This behavior persists for $\gamma_{\mathrm{mc}}=\gamma_{\mathrm{mr}}$.
For the crystal orientation $\phi=\pi / 2$ of Fig. 7(b), the conductivity is given by Eq. (104), therefore the polariton dispersion (127) stems from

$$
\begin{equation*}
q_{x}^{2}=-2\left(\frac{\omega_{p}}{c}\right)^{2} \frac{2 \omega^{2}-\left(v_{F} q_{x}\right)^{2}}{4 \omega^{2}-3\left(v_{F} q_{x}\right)^{2}} \tag{133}
\end{equation*}
$$

The limit $\omega \gg v_{F}\left|q_{x}\right|$ still yields $q_{x} \approx i / \lambda_{L}$ for Eq. (133), so that the skin depth is (130) for both $\phi=0$ and $\phi=\pi / 2$ in such regime. The difference between the two orientations emerges for $\omega \ll v_{F}\left|q_{x}\right|$, as Eq. (133) implies $q_{x}=i \sqrt{2 / 3} / \lambda_{L}$ and hence the skin depth is $\omega$-independent:

$$
\begin{equation*}
\delta_{s}=\sqrt{\frac{3}{2}} \lambda_{L} . \tag{134}
\end{equation*}
$$

The comparison between the results (131) and (134) indicates a significant orientational dependence of anomalous skin effect in the hexagonal system, which deviates from the standard isotropic case $\delta_{s}(\omega) \propto \omega^{-1 / 3}$. Notice that, in the presence of strong scattering $\omega \ll\left\{\gamma_{\mathrm{mr}}, \gamma_{\mathrm{mc}}\right\}$, the skin depth in anomalous regime $\omega \ll v_{F}\left|q_{x}\right|$ from the conductivity (106) at leading order changes to

$$
\begin{equation*}
\delta_{s}(\omega)=\lambda_{L} \sqrt{\frac{\gamma_{\mathrm{mc}}+2 \gamma_{\mathrm{mr}}}{\omega}} \tag{135}
\end{equation*}
$$

Hence, scattering changes the anomalous skin depth from the constant value (134) to $\delta_{s}(\omega) \propto \omega^{-1 / 2}$ for $\phi=\pi / 2$. This is a consequence of the noncommuting limits $\omega \ll \gamma_{\mathrm{mc}}$ and $\omega \gg \gamma_{\mathrm{mc}}$ in the conductivity for this geometry, as analyzed in Sec. IV B 2; see Eq. (106). The angular sensitivity of the conductivity persists in the square-shaped case, as shown below.

## B. Square Fermi surface

We now analyze the square Fermi surface in the $\phi=0$ configuration of Fig. 8(a) and $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$, to compare with the hexagonal shape. The conductivity follows Eq. (112), and the complex momentum (127) results from

$$
\begin{equation*}
\left(q_{x}\right)^{2}=-2\left(\frac{\omega_{p}}{c}\right)^{2} \frac{1}{2-\left(v_{F} q_{x} / \omega\right)^{2}} \tag{136}
\end{equation*}
$$

In the regime $\omega \gg v_{F}\left|q_{x}\right|$, we have $q_{x} \approx i / \lambda_{L}$ for Eq. (133) as for the other geometries, giving the London skin depth (130).

In the opposite limit $\omega \ll v_{F}\left|q_{x}\right|$, there is a decaying solution $q_{x}=i 2^{1 / 4} \sqrt{\omega /\left(\lambda_{L} v_{F}\right)}$, which gives the skin depth

$$
\begin{equation*}
\delta_{s}(\omega)=2^{-\frac{1}{4}} \sqrt{\frac{v_{F} \lambda_{L}}{\omega}} \propto \omega^{-\frac{1}{2}} \tag{137}
\end{equation*}
$$

As for the hexagonal shape with $\phi=0$, the square Fermi surface gives $\delta_{s}(\omega) \propto \omega^{-1 / 2}$ in anomalous regime (region (2) in Fig. 4), in contrast with the isotropic case (see Fig. 3). When scattering is dominant over frequency, we find ourselves in the viscous regime, and $\delta_{s}(\omega) \propto \omega^{-1 / 4}$, analogously to the hexagonal case (see region © in Fig. 4); this can be obtained from the high-momentum conductivity (115) in the limit $\gamma_{\mathrm{mc}} \gg \omega$.

The configuration shown in Fig. 8(b), with $\phi=\pi / 4$, gives equally surprising results, as the conductivity (120) is momentum-independent. Thus, for any $\omega /\left(v_{F}\left|q_{x}\right|\right)$ ratio we obtain the London skin depth $\delta_{s} \equiv \lambda_{L}$ for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$. On the other hand, for $\gamma_{\mathrm{mr}} \gg \omega$, we obtain $\delta_{s}(\omega)=\lambda_{L} \sqrt{\gamma_{\mathrm{mr}} / \omega} \propto$ $\omega^{-1 / 2}$. Thus momentum-relaxing scattering changes the skin depth for the square Fermi surface with $\phi=\pi / 4$, in the same way as in the Drude model.

## C. London penetration depth and flat Fermi-surface segments

The polygonal examples analyzed in Secs. V A and VB help us deducing a general property of the skin depth with piece-constant Fermi surfaces: large portions of Fermi surface parallel to the surface generate the smallest possible skin depth $\lambda_{L}$, which is usually associated with the penetration depth of electromagnetic fields into a superconductor. With the benefit of hindsight, we have already seen through Eq. (121) that Fermi-surface segments with velocity parallel to the applied field $E_{y}\left(q_{x}, \omega\right) \hat{u}_{y}$ possess $v_{k, x}=0$ and generate a momentum-independent conductivity. This is the origin of the equivalence $\delta_{s} \equiv \lambda_{L}$ found in the hexagonal- and squareshaped examples. The limit $\omega \gg v_{F}\left|q_{x}\right|$ is equivalent for all geometries, as a perfect conductivity is found for all shapes. However, even in the regime $\omega \ll v_{F}\left|q_{x}\right|$ where anomalous skin effect takes place, the portions $\boldsymbol{v}_{F} \| \hat{u}_{y}$ modify the skin depth with respect to the isotropic result $\delta_{s}(\omega) \sim \omega^{-1 / 3}$ : in the hexagonal case with $\phi=0$, the segments are not exactly parallel to the field and cannot completely suppress the $q_{x}$ dependence of the conductivity, but the power $\delta_{s}(\omega) \sim \omega^{-1 / 2}$ is modified by anisotropy; the square geometry with $\phi=\pi / 4$ is even more extreme, as in this case, the segments of $\boldsymbol{v}_{F}$ parallel to the field completely suppress nonlocality.

The local contribution to the conductivity, for electrons propagating parallel to the field, also has the consequence that the two anomalous regions (©) and (a) in Fig. 2) acquire two distinct scaling exponents for the frequency dependence of the skin depth. This is because the locally responding electrons are sensitive to the relative ratios of $\omega, \gamma_{\mathrm{mr}}$, and $\gamma_{\mathrm{mc}}$. Such effect is in contrast with the indistinguishability of regions © and (2) in the isotropic case, where the conductivity depends on $q_{x}$ in anomalous regime (see Fig. 3).

We can anticipate that the orientational dependence of the skin depth will affect the surface impedance, due to the connection between the two quantities. We substantiate this statement with the numerical and analytical calculations presented in the next section.

## VI. SURFACE IMPEDANCE FOR SPECULAR SURFACE SCATTERING

The surface impedance is defined as the ratio between the electric field impinging at the surface of the sample, located at $x=0$, and the generated current density inside the metal [48,55]:

$$
\begin{equation*}
Z(\omega)=\frac{E_{y}(0, \omega)}{\int_{0}^{+\infty} d x J_{y}(x, \omega)}=i \omega \mu_{0} \frac{E_{y}(0, \omega)}{\left.\frac{\partial E_{y}(x, \omega)}{\partial x}\right|_{x=0^{+}}} \tag{138}
\end{equation*}
$$

The second step in Eq. (138) can be obtained using Eq. (123) combined with the wave equation (124), neglecting the displacement current term in the latter, and integrating the current density $J_{y}(x, \omega)$ over $x$ under the assumption that $\lim _{|x| \rightarrow+\infty} \partial E_{y}(x, \omega) / \partial x=0$. The explicit calculation of the surface impedance requires modeling the electron dynamics at the interface between the external medium (here assumed to be vacuum for simplicity) and the interior of the metal. In our setup, we assume specular boundary conditions at the surface $x=0$. In such a configuration, if we consider the vacuum-packed half of space $x<0$ filled with another piece of the same metal, the electrons in each half will have the same history as if the reflection were specular: the only information required is $E(0, \omega)$ and the gradient of this specular field at $x=0$, since $E_{y}(x, \omega)$ forms a cusp at $x=0$ due to being damped both for $x<0$ and $x>0$ [55,96,97]. Hence, $\partial E_{y}(x, \omega) /\left.\partial x\right|_{x=0^{+}}=-\partial E_{y}(x, \omega) /\left.\partial x\right|_{x=0^{-}}$. The latter condition can be incorporated into the wave equation (124) by adding a delta-function boundary term:

$$
\begin{align*}
& \frac{\partial^{2} E_{y}(x, \omega)}{\partial x^{2}}+\frac{\omega^{2}}{c^{2}} E_{y}(x, \omega) \\
& \quad=-\mu_{0} i \omega \int d x^{\prime} \sigma_{y y}\left(x-x^{\prime}, \omega\right) E_{y}\left(x^{\prime}, \omega\right) \\
& \quad+\left.2 \frac{\partial E_{y}(x, \omega)}{\partial x}\right|_{x=0^{+}} \delta(z) . \tag{139}
\end{align*}
$$

Fourier transforming Eq. (139) to momentum space, we have

$$
\begin{align*}
E_{y}\left(q_{x}, \omega\right)= & \left.2 \frac{\partial E_{y}(x, \omega)}{\partial x}\right|_{x=0^{+}} \\
& \times \frac{1}{\omega^{2} / c^{2}+\mu_{0} i \omega \sigma_{y y}\left(q_{x}, \omega\right)-q_{x}^{2}} \tag{140}
\end{align*}
$$

Notice that Eq. (140) allows us to express both the electric field and the conductivity $\sigma_{y y}\left(q_{x}, \omega\right)$ in momentum space even in the presence of a surface, which breaks translational invariance, thanks to the specular boundary conditions. An inverse Fourier transform of the electric field $E_{y}(x, \omega)=$ $(2 \pi)^{-1} \int_{-\infty}^{+\infty} d q E_{y}\left(q_{x}, \omega\right) e^{-i q_{x} x}$ at the interface $x=0$ yields

$$
\begin{align*}
E_{y}(0, \omega)= & \left.\frac{1}{\pi} \frac{\partial E_{y}(x, \omega)}{\partial x}\right|_{x=0^{+}} \\
& \times \int_{-\infty}^{+\infty} d q_{x} \frac{1}{\omega^{2} / c^{2}+\mu_{0} i \omega \sigma_{y y}\left(q_{x}, \omega\right)-q_{x}^{2}} \tag{141}
\end{align*}
$$

Finally, inserting Eq. (141) into the definition (138) gives the surface impedance in terms of the conductivity for specular
boundary conditions:

$$
\begin{align*}
Z(\omega) & =i \frac{\omega \mu_{0}}{\pi} \int_{-\infty}^{+\infty} d q_{x} \frac{1}{\omega^{2} / c^{2}+\mu_{0} i \omega \sigma_{y y}\left(q_{x}, \omega\right)-\left(q_{x}\right)^{2}} \\
& =i \frac{Z_{0}}{\pi} \frac{\omega}{\omega_{p}} \int_{-\infty}^{+\infty} d z \frac{1}{\omega^{2} / \omega_{p}^{2}+S_{y y}(z, \omega)-z^{2}} \tag{142}
\end{align*}
$$

where $Z_{0}=\mu_{0} c$ is the vacuum surface impedance, and we defined

$$
\begin{equation*}
S_{y y}\left(q_{x}, \omega\right)=\frac{\mu_{0} c^{2} i \omega \sigma_{y y}\left(q_{x}, \omega\right)}{\omega_{p}^{2}}=\frac{i \omega}{\epsilon_{0} \omega_{p}^{2}} \sigma_{y y}\left(q_{x}, \omega\right) \tag{143}
\end{equation*}
$$

The displacement-current term $\omega^{2} / c^{2}$ in Eq. (142), contained in the integrand at the denominator, is essentially responsible for the development of the transparent regime (region © in Fig. 2), and it is negligible for frequencies below the plasma edge $[50,51,53,55]$. Hence, if we analyze the impedance for for $\omega<\omega_{p}$, we can neglect the displacement-current term in Eq. (142), with the result

$$
\begin{equation*}
Z(\omega)=i \frac{Z_{0}}{\pi} \frac{\omega}{\omega_{p}} \int_{-\infty}^{+\infty} d z \frac{1}{S_{y y}(z, \omega)-z^{2}} \tag{144}
\end{equation*}
$$

In the following, we will employ the full Eq. (142) for numerical computations of the impedance "phase diagrams," while we will revert to Eq. (144) without the displacement current, to derive analytical results for the boundaries between different skin effect regimes. In any case, the conductivity that enters into the momentum-space integral for the impedance is given by Eq. (1) in general. The 2D isotropic limit, where the conductivity follows Eq. (84), is analyzed for reference in Appendix E 1. We checked that our results for the impedance modulus $|Z(\omega)|$ are qualitatively robust with respect to the choice of interface boundary conditions: the difference between specular and diffusive surface scattering is negligible for all Fermi-surface geometries here considered. Boundary conditions do significantly influence the surface resistance [real part of the impedance, $\operatorname{Re} Z(\omega)$ ] in the relaxation regime (B) and in the extreme anomalous regime (E) indicated in Fig. 2. We postpone the detailed analysis of this sensitivity to different boundary conditions to a subsequent work; see also the discussion in Sec. VII C.

In what follows, we will discuss the dependence of the surface impedance, stemming from Eqs. (144) and (143), on frequency, scattering rates and orientation angle $\theta$, for the anisotropic 2D geometries of hexagonal and square Fermi surfaces, at fixed Fermi velocity $v_{F}$. For analyzing the dependence of $Z(\omega)$ on momentum-relaxing scattering rate, we focus on "Pippard" graphs of $1 / \operatorname{Re} Z(\omega)$ as a function of $1 / \gamma_{\mathrm{mr}}$, as reported in Figs. 11 and 14. These figures assume $\gamma_{\mathrm{mc}}=\max \left\{\gamma_{\mathrm{mr}}, \bar{\gamma}\right\}$, to simulate the saturation of $\gamma_{\mathrm{mc}}$ to a constant in the low-temperature limit. For completeness, graphs of the respective imaginary parts $1 / \operatorname{Im} Z(\omega)$, for the same parameters as in Figs. 11 and 14, are reported in Figs. 21 and 22 in Appendix D. The latter also hosts additional numerical results on the frequency dependence of the real and imaginary parts of $Z(\omega)$, in the case $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$.

As we will shortly appreciate, all numerical and analytical results for the impedance confirm the qualitative "phase diagrams" sketched in Figs. 3-6, and agree with the
discussion anticipated in Sec. II. In particular, let us stress that the anomalous regime is the most sensitive to anisotropy: while all other forms of skin effect depend quantitatively but not qualitatively on Fermi-surface geometry, the impedance in anomalous regime changes from $|Z(\omega)| \propto \omega^{2 / 3}$ in isotropic systems $[48,54]$, to different power laws. For example, for the geometries of Figs. 5 and $6,|Z(\omega)| \propto \omega^{1 / 2}$ for the hexagonal and square geometries in the presence of scattering. This remarkable difference highlights that the $\sqrt{\omega}$ behavior of the impedance, usually associated with normal skin effect, is also encountered in anomalous regime in anisotropic systems. Such peculiar power-law further changes in the scattering-less limit to a perfect-conductor frequency-independent behavior. To identify the exponent $\eta$ such that $|Z(\omega)| \propto \omega^{\eta}$, we will follow Eq. (4), which shows that $\eta$ can be equivalently extracted from $\operatorname{Arg} Z(\omega) /(-\pi / 2)$; see also Sec. VII A. This way, in the following we will span the skin-effect parameter space as a function of $\omega, \gamma_{\mathrm{mc}}$, and $\gamma_{\mathrm{mr}}$.

## A. Hexagonal Fermi surface

To obtain the surface impedance for an hexagonal Fermi surface, we use Eqs. (144) and (143) in conjunction with the conductivity (92) or (102), for the "parallel" configuration $\phi=0$ and for generic rotation angle $\phi$ respectively.

Numerical results for the impedance modulus $|Z(\omega)|$, divided by the vacuum impedance $Z_{0}$ and by $\left(\omega / \omega_{p}\right)^{1 / 2}$ for visual clarity, are displayed as a function of $\omega / \omega_{p}$ by the solid red curves in Fig. 9. We use the parameters $v_{F} / c=0.0025$ (corresponding to the Fermi velocity of $\mathrm{PdCoO}_{2}[65,95]$ ), $\gamma_{\mathrm{mr}}=10^{-10} \omega_{p}$, and $\gamma_{\mathrm{mc}}=10^{-6} \omega_{p}$. Figures 9(a) and 9(b) show the results for $\phi=0$ and $\pi / 2$, respectively.

Analytical expressions, collected in Appendix E2, are available in each regime of skin effect, and are displayed as dashed lines in Fig. 9. Specifically: dashed blue lines show normal skin effect, given by Eq. (E18) for $\phi=0$ and $\phi=$ $\pi / 2$; dashed orange lines display viscous skin effect, given by Eq. (E23) for $\phi=0$; dashed green lines show anomalous skin effect, according to Eq. (E19) [Eq. (E21)] for $\phi=$ 0 ( $\phi=\pi / 2$ ); light-blue dashed lines showing the perfectconductivity result, common to both orientations. In Fig. 9(b), we also barely distinguish an intermediate frequency range between the anomalous and perfect-conductivity regimes, where the scattering rates are negligible in comparison with frequency, but still $\omega<v_{F}\left|q_{x}\right|$. In this frequency window, the impedance is $Z(\omega)=-i \mu_{0} \sqrt{3 / 2} \lambda_{L} \omega$, in accordance with Eq. (E17).

The intersection points of the analytical results (dashed lines in Fig. 9) provide a natural criterion to identify the crossover frequency between different skin effect regimes. Such intersections are highlighted by the green, blue, and red dots in Fig. 9. The resulting respective crossover frequencies $\omega_{n v}, \omega_{v a}$, and $\omega_{a p}$ between normal/viscous, viscous/anomalous, and anomalous/perfect-conductor skin effect, are functions of $\gamma_{\mathrm{mr}}, \gamma_{\mathrm{mc}}$ and $v_{F}$ in general, and their analytical expressions are reported in Appendix E 2, together with a viscous/perfect-conductor boundary $\omega_{v p}$ not visible in Fig. 9. These functions generate the dashed curves in the "phase diagrams" presented in Figs. 10(a)-10(d).


FIG. 9. Absolute value of the surface impedance $|Z(\omega)|$, divided by the vacuum impedance $Z_{0}$ and by $\left(\omega / \omega_{p}\right)^{1 / 2}$, as a function of $\omega / \omega_{p}$, for a hexagonal Fermi surface. We employ the parameters $v_{F} / c=0.0025$, and $\gamma_{\mathrm{mr}}=10^{-4} \gamma_{\mathrm{mc}}=10^{-6} \omega_{p}$. Dashed curves show analytical results valid in each regime, derived in Appendix E 2. The yellow-shaded area gives a qualitative estimation of the parameter space accessible to experiments [55]. (a) "Parallel" configuration with rotation angle $\phi=0$. (b) Configuration with rotation angle $\phi=\pi / 2$.

The density plots of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$ in Fig. 10 stem from Eq. (142) (including the displacement current), and hence they include the transparent regime (light blue-shaded area) found for $\omega \geqslant \omega_{p}$; see also region © in Fig. 2. Notice how the extension of each skin effect region in Fig. 10 depends on orientation, and excellently agrees with the qualitative discussion of Figs. 4 and 5 in Sec. II. In particular, for $\phi=0$ the viscous regime extends throughout regions © and $(\bullet$, and it is present even for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$; cfr. Figs. 10(a), 10(b), and 4. For $\phi=\pi / 2$ and $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$, the viscous regime (green-shaded region) shrinks and there is a direct crossover from normal to anomalous skin effect, which share the same power law $|Z(\omega)| \propto \omega^{1 / 2}$ but with different numerical prefactors. This is fully consistent with the difference between regions ${ }^{(A)}$ and ( (2) in Fig. 5.

In the absence of scattering rates, a qualitative difference in anomalous regime appears, as shown in Appendix E 2 a: while for $\phi=0$, the impedance still follows $|Z(\omega)| \propto \omega^{1 / 2}$, for $\phi=\pi / 2$, the impedance is purely imaginary and $|Z(\omega)| \propto$ $\sqrt{3 / 2} \lambda_{L} \omega$. This aspect explains the distinction between regions (©) and (©) in Fig. 5. Hence, the anomalous impedance is very sensitive to the presence or absence of scattering, either


FIG. 10. Orientational dependence of skin effect regimes for a hexagonal Fermi surface, as measured by the surface impedance $Z(\omega)$ as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mr}}$, and frequency $\omega / \omega_{p}$, where $\omega_{p}$ is the plasma frequency (78). The corresponding orientation is sketched on the left-hand side of each plot, together with the applied electric field $\boldsymbol{E}=E_{y} \hat{y}_{y}$ aligned with the $y$ axis. Red arrows depict the local Fermi velocity vectors. (a) "Parallel" configuration in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (b) "Parallel" configuration in the $\left(\gamma_{\mathrm{mc}}, \omega\right)$ plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. (c) Fermi surface rotated by $\phi=\pi / 2$ with respect to panels (a) and (b), in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (d) Fermi surface rotated by $\phi=\pi / 2$ in the ( $\gamma_{\mathrm{mc}}, \omega$ ) plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. The color palette is the density plot of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$, giving the exponent $\eta$ of $Z(\omega) \propto \omega^{\eta}$. Dashed lines are the analytical crossover boundaries derived in Appendix E2 e .
momentum-conserving or relaxing. We emphasize that this contrasts with the isotropic case: for circular, spherical, or spheroidal Fermi surfaces, the regions (©) and (3) are indistinguishable [55,85]; see Fig. 3.

Another way to recognize the occurrence of anomalous forms of skin effect is to plot the inverse surface resistance $1 / \operatorname{Re} Z(\omega)$ as a function of inverse momentum-relaxation rate $\omega_{p} / \gamma_{\mathrm{mr}}$, at fixed frequency $\omega$, as traditionally performed in the analysis of skin effect after Pippard [48,54,57,58]. Since $\gamma_{\mathrm{mr}}$ is an increasing function of temperature $T$ (e.g., $\gamma_{\mathrm{mr}} \propto T^{2}$ for Fermi-liquid electron-electron interactions), these graphs can be interpreted as the evolution of the impedance with decreasing $T$. Figures 11(a) and 11(b) show our numerical results for $1 / \operatorname{Re} Z(\omega)$ in the hexagonal Fermi-surface geometry, for $\phi=0$ and $\phi=\pi / 2$ respectively, which correspond to the geometries shown in Figs. 7(a) and 7(b). Since we expect $\gamma_{\mathrm{mr}} \approx \gamma_{\mathrm{mc}}$ at high $T$, while $\gamma_{\mathrm{mr}} \ll \gamma_{\mathrm{mc}}$ at low $T$, we have taken $\gamma_{\mathrm{mc}}=\max \left\{\gamma_{\mathrm{mr}}, \bar{\gamma}\right\}$, with $\bar{\gamma}=\left\{10^{-5}, 1,10^{3}\right\}$ for the blue, red, and gold curves in each panel respectively. We see the characteristic saturation of the inverse surface resistance, the value of which parametrically depends on $\gamma_{\mathrm{mc}}$ and on Fermi-surface orientation parametrized by the angle $\phi$. In Reuter and Sondheimer theory of isotropic systems, such saturation is associated with anomalous skin effect. As
we include momentum-conserving collisions as well, Fig. 11 shows that the asymptotic saturation value depends on $\gamma_{\mathrm{mc}}$, which corresponds to either viscous or anomalous skin effect, depending on whether $\omega \ll \gamma_{\mathrm{mc}}$ or $\omega \gg \gamma_{\mathrm{mc}}$ respectively. The specific saturation value for a given $\gamma_{\mathrm{mc}}$ is influenced by Fermi-surface orientation, as shown by comparing curves of the same color in Figs. 11(a) and 11(b).

Hence, the relaxationless saturation of the surface resistance in hydrodynamic regime $\omega \ll \gamma_{\mathrm{mc}}$ constitutes evidence for viscous skin effect, governed by momentum-conserving collisions, and quantitatively influenced by the orientation of the anisotropic Fermi surface. Analogous conclusions hold for a square Fermi-surface geometry, as detailed in the next section.

## B. Square Fermi surface

For a square Fermi surface, the surface impedance follows from Eqs. (144) and (143), and from the conductivity (110) or (102), for the "diamond-shaped" configuration $\phi=0$ and for generic rotation angle $\phi$, respectively.

Numerical calculations for the impedance modulus $|Z(\omega)|$, divided by the vacuum impedance $Z_{0}$ and by $\left(\omega / \omega_{p}\right)^{1 / 2}$, are displayed as a function of $\omega / \omega_{p}$ by the solid red curves in


FIG. 11. Inverse surface resistance $1 / \operatorname{Re} Z(\omega)$ normalized to the vacuum-impedance $Z_{0}$, as a function of inverse momentumrelaxation rate $\omega_{p} / \gamma_{\mathrm{mr}}$, for a hexagonal Fermi surface with Fermivelocity modulus $v_{F}=2.5 \times 10^{-3} c, \omega / \omega_{p}=10^{-4}$, and $\gamma_{\mathrm{mc}}=$ $\max \left\{\gamma_{\mathrm{mr}}, \bar{\gamma}\right\}$, with $\bar{\gamma}=\left\{10^{-5}, 1,10^{3}\right\}$ for the blue, red, and gold curves respectively. Specular boundary conditions are assumed, according to Eq. (144). The dashed gray lines represent the limit $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$. (a) Results from Eq. (92), for tilting angle $\phi=0$ with respect to the surface; see Fig. 7(a). The scattering-less limit is given by Eq. (E13). (b) Results from Eqs. (101) and (102), for $\phi=\pi / 2$; see Fig. 7(b). The scattering-less limit stems from Eq. (E16).

Fig. 12. All parameters are the same as the ones employed for Fig. 9. Figures 12(a) and 12(b) display the calculations for $\phi=0$ and $\phi=\pi / 4$, respectively, and the two configurations are visually represented in Fig. 8(a) and 8(b). Appendix E3 reports analytical expressions in each regime of skin effect, which are displayed by dashed lines in Fig. 12: dashed blue lines show normal skin effect, given by Eq. (E18) for $\phi=0$ and $\phi=\pi / 4$; the dashed orange line displays viscous skin effect, given by Eq. (E38) for $\phi=0$; the dashed green line shows anomalous skin effect, according to Eq. (E37) for $\phi=$ 0 ; light-blue dashed lines showing the perfect-conductivity result, which is equal for both orientations.

Analogously to the hexagonal case, we define the crossover frequencies between all skin effect regimes, as the intersection points between different analytical limits (dashed lines in Fig. 12). These intersections are marked by the green, blue, and red dots in Fig. 12, and correspond to the crossover frequencies $\omega_{n v}, \omega_{v a}$, and $\omega_{a p}$ between normal/viscous, viscous/anomalous, and anomalous/perfect-conductor skin effect. Together with a viscous/perfect-conductor crossover $\omega_{v p}$, not visible in Fig. 12, the functions $\omega_{n v}, \omega_{v a}$ and $\omega_{a p}$ produce the dashed curves in the impedance "phase diagrams" of Fig. 13.


FIG. 12. Absolute value of the surface impedance $|Z(\omega)|$, divided by the vacuum impedance $Z_{0}$ and by $\left(\omega / \omega_{p}\right)^{1 / 2}$, as a function of $\omega / \omega_{p}$, for a square Fermi surface. We use the parameters $v_{F} / c=$ 0.0025 , and $\gamma_{\mathrm{mr}}=10^{-4} \gamma_{\mathrm{mc}}=10^{-6} \omega_{p}$. Dashed curves show analytical results valid in each regime, derived in Appendix E3. The yellow-shaded area represents a qualitative estimation of the parameter space accessible to experiments [55]. (a) "Diamond-shaped" configuration with rotation angle $\phi=0$. (b) Configuration with rotation angle $\phi=\pi / 4$.

As for Fig. 10, the density plots of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$ in Fig. 13 stem from Eq. (142) and include the effect of the displacement current. The qualitative behavior of $|Z(\omega)|$ in each regime is similar for Figs. 10(a), 10(b), and 13(a), 13(b). However, Figs. 10(c), 10(d) and 13(c), 13(d) are radically different, as the former includes effects of nonlocality due to the momentum-dependent conductivity, while the latter is equivalent to the "phase diagram" of the local Drude model. The lack of nonlocality is due to the large Fermi-surface portions with velocity parallel to the surface and the electric field, as described in Sec. II. Overall, the boundaries between different regimes in Figs. 10 and 13 are consistent with the qualitative "phase diagrams" in Figs. 4-6.

In the scattering-less limit, the frequency dependence in anomalous regime is altered, as demonstrated analytically in Appendix E3a; for $\phi=0$, the impedance obeys $|Z(\omega)| \propto$ $\omega^{1 / 2}$ as with $\gamma_{\mathrm{mc}}>0$, although with a different prefactor. This shows that, similarly to the hexagonal case of Sec. VI A, scattering (either momentum-conserving or relaxing) qualitatively influences the impedance in anomalous regime. This feature reflects the crossover between regions (1) and (3) in Fig. 5.


FIG. 13. Orientational dependence of skin effect regimes for a square Fermi surface, as measured by the surface impedance $Z(\omega)$ as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mr}}$, and frequency $\omega / \omega_{p}$, where $\omega_{p}$ is the plasma frequency (78). The corresponding orientation is sketched on the left-hand side of each plot, together with the applied electric field $\boldsymbol{E}=E_{y} \hat{\boldsymbol{u}}_{y}$ aligned with the $y$ axis. Red arrows depict the local Fermi velocity vectors. (a) "Diamond-shaped" configuration in the ( $\gamma_{\mathrm{mr}}$, $\omega$ ) plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (b) "Diamond-shaped" configuration in the ( $\gamma_{\mathrm{mc}}, \omega$ ) plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. (c) Fermi surface rotated by $\phi=\pi / 4$ with respect to panels (a) and (b), in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (d) Fermi surface rotated by $\phi=\pi / 4$ in the ( $\gamma_{\mathrm{mc}}$, $\omega$ ) plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. The color palette is the density plot of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$, giving the exponent $\eta$ of $Z(\omega) \propto \omega^{\eta}$. Dashed lines are the analytical crossover boundaries derived in Appendix E 3 e.

The presence of anomalous and viscous skin effect for the square Fermi-surface shape with $\phi=0$ can also be deduced by the saturation of the inverse surface resistance $1 / \operatorname{Re} Z(\omega)$ as a function of $\omega_{p} / \gamma_{\mathrm{mr}}$, at fixed frequency $\omega$, as previously shown for the hexagonal case in Fig. 11. Our numerical results for $1 / \operatorname{Re} Z(\omega)$ are reported in Figs. 14(a) and 14(b), for orientations $\phi=0$ and $\phi=\pi / 4$ of the square Fermi surface respectively: these configurations correspond to Figs. 8(a) and 8(b). For $\phi=0$, the results are very similar for the square and hexagonal shapes, by comparison between Figs. 14(a) and 11(a). The surface resistance saturates to a $\gamma_{\mathrm{mc}}$-dependent value in the limit $\gamma_{\mathrm{mr}} \rightarrow 0$, which signals either anomalous skin effect (for $\omega \gg \gamma_{\mathrm{mc}}$ ) or viscous skin effect (for $\omega \ll \gamma_{\mathrm{mc}}$ ). A significative difference emerges in Fig. 14(b), in that the surface resistance vanishes in the limit $\gamma_{\mathrm{mr}}=0$, and it is independent from $\gamma_{\mathrm{mc}}$, due to absence of nonlocal effects.

## VII. DISCUSSION

The results of Sec. VI quantitatively describe the "phase diagrams" of skin effect, and corroborate the qualitative interpretation of such diagrams in terms of characteristic length scales, as discussed in Sec. II. This consistency demon-
strates that the surface impedance is an ideal probe of spatial nonlocality in the electrodynamic response of isotropic and anisotropic systems. Our collision-operator formalism can be readily generalized to include the effects of short- and long-ranged interactions among conducting electrons, and to estimate the influence of different interface boundary conditions. Below we comment on the extent to which such generalizations interplay with the relations among flat Fermisurface segments, scattering, nonlocal conductivity, and skin effect. We also offer a method, based on the "ineffectiveness concept," to infer the frequency scaling of the skin depth and impedance from how the conductivity scales with $q_{x}$ and $\omega$ in all regimes discussed in Sec. VI.

## A. A generalized "ineffectiveness concept" for anisotropic skin effect

The relations between conductivity, skin depth, and impedance in different anisotropic regimes lend themselves to an intuitive physical interpretation, which is based on the "ineffectiveness concept" introduced by Pippard to estimate the crossover between normal and anomalous skin effect in isotropic systems $[55,57,58]$. The argument is summarized as


FIG. 14. Inverse surface resistance $1 / \operatorname{Re} Z(\omega)$ normalized to the vacuum-impedance $Z_{0}$, as a function of inverse momentumrelaxation rate $\omega_{p} / \gamma_{\mathrm{mr}}$, for a square Fermi surface with Fermivelocity modulus $v_{F}=2.5 \times 10^{-3} c, \omega / \omega_{p}=10^{-4}$, and $\gamma_{\mathrm{mc}}=$ $\max \left\{\gamma_{\mathrm{mr}}, \bar{\gamma}\right\}$, with $\bar{\gamma}=\left\{10^{-5}, 1,10^{3}\right\}$ for the blue, red, and gold curves respectively. Specular boundary conditions are assumed, according to Eq. (144). The dashed gray lines represent the limit $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$. (a) Results from Eq. (110), for tilting angle $\phi=0$ with respect to the surface; see Fig. 8(a). The scattering-less limit is given by Eq. (E35). (b) Results from Eqs. (109) and (102), for $\phi=\pi / 4$; see Fig. 8(b). The scattering-less limit is purely imaginary, as it follows from Eq. (E15).
follows: when the skin depth $\delta_{s}(\omega)$ is much shorter than the mean free path $l_{m}=v_{F} \tau_{\mathrm{mr}}$, only those electrons that travel approximately parallel to the sample surface are able to react to the incident electric field, and they perceive a constant field. Assuming that those electrons lie within a small angle $\pm \theta_{\text {eff }} \approx$ $\beta \delta_{s}(\omega) / l_{m}$ with respect to the normal to the surface, the effective density of reacting electrons is $n_{\text {eff }}=n \beta \delta_{s}(\omega) / l_{m}$, where $n$ is the physical electron density per unit volume. This can be interpreted as an effective Ohmic (Drude-like) conductivity $\sigma_{\mathrm{eff}}(\omega)=n_{\mathrm{eff}} e^{2} \tau_{\mathrm{mr}} / m=n \beta e^{2} n \delta_{s}(\omega) / v_{F}$, which now depends on the skin depth itself. Alternatively, one can think about $\sigma_{\text {eff }}(\omega)$ as containing an effective scattering time $\tau_{\text {eff }}=\beta \delta_{s}(\omega) / v_{F}$ for electrons. Inserting this effective conductivity into the expression for normal (Ohmic) skin effect [48,54,55]

$$
\begin{equation*}
\delta_{s}(\omega)=\sqrt{2 /\left[\mu_{0} \omega \delta_{s}(\omega)\right]} \tag{145}
\end{equation*}
$$

we obtain a self-consistent relation for the skin depth that leads to $\delta_{s}(\omega)=\left[2 l_{m} /\left(\mu_{0} \beta \sigma_{0} \omega\right)\right]^{1 / 3}$, with $\sigma_{0}=n e^{2} \tau_{\mathrm{mr}} / m$ : this is indeed the skin depth in anomalous regime for isotropic systems. The assumption on which the above line of thought relies is that the effective conductivity $\sigma_{\text {eff }}(\omega) \propto 1 / q_{x} \propto$ $\delta_{s}(\omega)$. Besides, momentum-conserving collisions $\gamma_{\mathrm{mc}} \neq \gamma_{\mathrm{mr}}$ are not explicitly considered, which excludes the occurrence
of viscous skin effect. Pippard also applied his qualitative arguments to anisotropic systems in 2D and 3D [79,98], maintaining the above fundamental assumptions, and later Sondheimer quantitatively confirmed these arguments for ellipsoidal Fermi surfaces [78].

Following the ineffectiveness concept, we can generalize the qualitative estimations as follows. Suppose that the conductivity evolves as

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{\alpha_{1}}{\omega^{\beta} q_{x}^{\alpha}} \tag{146}
\end{equation*}
$$

with $\alpha_{1}$ a numerical factor independent of frequency and momentum, and $\{\eta, \zeta\} \in \mathbb{Z}$. From the considerations of Sec. V, there will eventually be a single polariton branch that is damped less that others at the highest depths into the metal, for which we can employ Eq. (128): hence, we can estimate $\delta_{s}(\omega) \approx \alpha_{2} / q_{x}$, with $\alpha_{2}$ a numerical factor. This gives

$$
\begin{equation*}
\frac{\sigma_{y y}\left[\delta_{s}(\omega), \omega\right]}{\epsilon_{0} \omega_{p}^{2}}=\alpha_{3} \frac{\delta_{s}^{\alpha}(\omega)}{\omega^{\beta}}, \tag{147}
\end{equation*}
$$

with $\alpha_{3}=\alpha_{1} \alpha_{2}^{-\alpha}$. Identifying Eq. (147) with the effective Ohmic conductivity to utilize for the ineffectiveness argument, we equate

$$
\begin{equation*}
\sigma_{y y}\left[\delta_{s}(\omega), \omega\right] \equiv \sigma_{\mathrm{eff}}(\omega)=\epsilon_{0} \omega_{p}^{2} \tau_{\mathrm{eff}}(\omega) \tag{148}
\end{equation*}
$$

from which we deduce an effective scattering time $\tau_{\text {eff }}(\omega)=$ $\alpha_{3} \omega^{-\beta} \delta_{s}^{\alpha}(\omega)$, or an effective carrier density alternatively. Inserting the effective conductivity (148) into the Ohmic skin-depth expression Eq. (145), we obtain a self-consistent relation that we can solve for $\delta_{s}(\omega)$ :

$$
\begin{equation*}
\delta_{s}(\omega)=\left(\frac{2}{\alpha_{3}}\right)^{\frac{1}{2+\alpha}} \lambda_{L}^{\frac{2}{2+\alpha}} \omega^{\frac{\beta-1}{\alpha+2}} \tag{149}
\end{equation*}
$$

which links the skin depth with the dependence of the conductivity (146) on frequency and momentum. The estimation for the impedance then follows from Eq. (4). The latter relation is derived for specular surface scattering in Appendix F. The qualitative estimation provided by Eq. (149) can be applied even when the conductivity has various forms of momentum dependence, which occurs for the anomalous and viscous regimes, and to both isotropic and anisotropic cases in different orientation. For instance, in anomalous regime for isotropic systems, we have $\beta=0$ and $\alpha=1$, so that $\delta_{s}(\omega) \propto$ $\omega^{-1 / 3}$, consistently with Eq. (E4); in the hexagonal and square geometries with $\phi=0$ we have $\beta=-1$ and $\alpha=2$, which yields $\delta_{s}(\omega) \propto \omega^{-1 / 2}$, in agreement with Eqs. (131) and (137), and their counterparts for $\gamma_{\mathrm{mc}}>0$; in extreme hydrodynamic regime and for isotropic and anisotropic systems alike, we have $\beta=0$ and $\alpha=2$, so that $\delta_{s}(\omega) \propto \omega^{-1 / 4}$, which agrees with Figs. 10, 13(a), 13(b) and 24. Therefore the generalization of the ineffectiveness concept to momentum-dependent conductivities, as here outlined, can help in guessing the qualitative evolution of the skin depth and the impedance modulus with frequency, from the expression of the conductivity itself.

## B. Quasiparticle interactions

The kinetic approach employed in this work is ultimately phenomenological, as it does not depend on the
microscopic origin of momentum-conserving and relaxing scattering. However, by the same logic, the results here derived can be applied regardless of the specific mechanisms available for electron scattering, i.e., to different origins of spatial nonlocality, as long as the kinetic approach remains valid. For example, the awareness that nonlocal hydrodynamic behavior can not only emerge from electron-electron interactions, but also through the interaction of carriers with phonons $[17,99,100]$ and impurities $[101,102]$ has recently been raised. In all these cases, the electrodynamic phenomenology can be investigated through the Boltzmann theory outlined in this paper, in the presence or absence of anisotropy. A microscopic account, on how distinct forms of electron self-energies from different interaction channels produce viscoelastic phenomenologies in electrodynamics, will be reported elsewhere [103].

A natural extension of the present work involves the inclusion of quasiparticle interactions, both long-ranged (i.e., the Coulomb potential) and short-ranged (e.g., electron-hole excitations) [104]. In the isotropic 3D case, this procedure is at the basis of Landau-Silin theory of charged Fermi liquids [105,106], where short-ranged interactions are expanded into the basis of spherical harmonics. Likewise, in isotropic 2D systems, the appropriate expansion basis is given by angular momentum states [104]; see also Appendix B. Schematically, the inclusion of interactions modifies the Boltzmann equation (9) to $[38,104]$

$$
\begin{equation*}
\frac{\partial f_{k}(\boldsymbol{r}, t)}{\partial t}+\boldsymbol{F}_{t}(\boldsymbol{r}, t) \cdot \nabla_{k} f_{k}(\boldsymbol{r}, t)+\boldsymbol{v}_{k} \cdot \nabla_{r} f_{k}(\boldsymbol{r}, t)=-(\mathcal{C} f)_{k} \tag{150}
\end{equation*}
$$

where now $\boldsymbol{F}_{t}(\boldsymbol{r}, t)$ contains the contribution of the external electric field, and of the gradient of the interacting quasiparticle dispersion:

$$
\begin{equation*}
\boldsymbol{F}_{t}(\boldsymbol{r}, t)=-e \boldsymbol{E}(\boldsymbol{r}, t)-\nabla_{\boldsymbol{r}} \mathscr{E}_{\boldsymbol{k}}(\boldsymbol{r}, t) . \tag{151}
\end{equation*}
$$

In turn, the interacting dispersion $\quad \mathscr{E}_{\boldsymbol{k}}(\boldsymbol{r}, t)=\varepsilon_{\boldsymbol{k}}+$ $\varepsilon_{L}\left[\delta f_{k}(\boldsymbol{r}, t)\right]+\varepsilon_{k}^{C}(\boldsymbol{r}, t)$ contains the Landau short-ranged interaction $\varepsilon_{L}\left[\delta f_{k}(\boldsymbol{r}, t)\right]$ and the long-ranged Coulomb term $\varepsilon_{\boldsymbol{k}}^{C}(\boldsymbol{r}, t)$ in a self-consistent Vlasov approach. Both interactions have to be expanded in terms of the eigenfunctions of the collision operator (14), which are known to be $\chi_{k, m}=c_{0} e^{i m \theta}$ in the isotropic case, but differ in the presence of anisotropy. Then, from Eq. (151), it is evident that interactions affect the source term (25) at the right-hand side of the infinite linear system (26), which modifies the form of collective modes [104] and generates an effective renormalized Fermi velocity $v_{F}^{*}$. We defer the details of this treatment to a subsequent work. Equally interesting is the case where interactions stem from an external magnetic field, which is able to generate novel forms of anomalous skin effect, such as the anomaly-induced nonlocality due to the chiral anomaly in Weyl semimetals [56].

## C. Influence of interface boundary conditions

Another crucial aspect of the surface-impedance calculations are the interface boundary conditions [15,39,44,107,108]. In Sec. VI, we assumed specular scattering at the vacuum-metal interface, which is physically
similar to a smooth surface with no-stress boundary conditions. Recently, this type of boundary conditions were experimentally realized in transport measurements on $\mathrm{GaAs} / \mathrm{AlGaAs}$ accumulation-mode heterostructures [109]. To investigate the influence of a different degree of specularity in interface scattering, one can proceed similarly to Reuter and Sondheimer [48,54,78], by considering the extreme cases of specular or diffusive surface scattering for electrons in the metal. An interpolation between these two extremes can be achieved by assuming a specularity factor $p \in[0,1]$ for both electric field and current density, which means that a portion $p$ of scattering is specular, while a part $1-p$ happens diffusively. In the diffusive-scattering case, the surface electric field $E_{y}\left(0^{+}, \omega\right)$ can then be linked to the conductivity $\sigma_{y y}\left(q_{x}, \omega\right)$ through a momentum integration over the half-space occupied by the metal, in a similar way as for the specular-scattering case of Eq. (141). In Appendix G, we checked our calculations for the surface impedance modulus $|Z(\omega)|$ assuming diffusive scattering $(p=0)$, and we found negligible differences with respect to the specular-scattering case of Sec. VI. Therefore the results for the impedance modulus are robust against the effect of boundary conditions.

However, the surface resistance $\operatorname{Re} Z(\omega)$ is dramatically sensitive to boundary conditions in the anomalous reflection, or extreme anomalous, regime () in Fig. 2). This sensitivity appears because the region (E) is least affected by bulk scattering, with both relaxation and momentum-conserving collisions being negligible, so that interface scattering at the vacuum-metal surface assumes a major role for the conduction properties $[51,53,110]$. We reserve the detailed comparison of boundary conditions for the surface resistance to a follow-up work.

## D. Effect of rounded corners and Fermi-surface curvature

In Sec. VI, we obtained the impedance "phase diagrams" of Figs. 10 and 13 under the assumption that the 2D Fermi surface is a perfect regular polygon. While such geometry allowed us to clearly identify how the different regimes for $Z(\omega)$ are affected by the anisotropy and orientation of the polygonal shape, realistic Fermi surfaces possess more complex shapes. In particular, even when these shapes approximately resemble a polygon, the corresponding faces are not perfectly flat, and the sharp angles of the idealized polygonal cases are replaced by rounded corners. For this reason, it is interesting to investigate the effect of small curvature of Fermi-surface segments and of rounded corners on the shapes studied in Sec. VI. Do the effects of anisotropy on the surface impedance persist (at least partially), when we take into account Fermi-surface nonidealities? We will demonstrate in this section that the answer is yes, considering specific examples of nonpolygonal geometries.

To generalize the treatment of Secs. IV-VI, let us consider an arbitrarily varying Fermi wave vector $k_{F}(\theta)$ in the 2D plane, as a function of angle $\theta$. Then, in accordance with the parametrization (66), the components of the unit vector $\hat{n}_{k}$ along the $x$ and $y$ axes are

$$
\begin{equation*}
n_{k, x}=N^{-1}\left[\cos \theta k_{F}(\theta)+\sin \theta \frac{d k_{F}(\theta)}{d \theta}\right] \tag{152a}
\end{equation*}
$$



FIG. 15. The "supercircle" Fermi-surface geometry, for different values of the parameter $p$ which controls the curvature of individual segments. The "diamond-shaped" Fermi surface of Fig. 8 is retrieved for $p=1$, while for $p=2$ one retrieves a circular Fermi surface.

$$
\begin{align*}
n_{k, y} & =N^{-1}\left[\sin \theta k_{F}(\theta)-\cos \theta \frac{d k_{F}(\theta)}{d \theta}\right]  \tag{152b}\\
N & =n_{k}=\sqrt{\left[k_{F}(\theta)\right]^{2}+\left[\frac{d k_{F}(\theta)}{d \theta}\right]^{2}} \tag{152c}
\end{align*}
$$

as shown in Appendix H. Hence, given a parametrization $k_{F}(\theta)$, Eqs. (152) allow us to compute the transverse conductivity through Eqs. (71) and (72), as well as the surface impedance through Eqs. (142) and (143). This way, we can compare the corresponding "phase diagrams" for $Z(\omega)$ with the ones of the previously considered polygonal shapes. Notice that the integration line element $d S=n_{k}(\theta) d \theta$ varies along the Fermi surface, in accordance with Eq. (152c). This feature holds for polygonal geometries as well, but in the present nonideal case we cannot split the integration over $d S$ into discrete sums as done in the polygonal case.

As an example, in Sec. VIID 1, we consider the "supercircle" geometry, in which a square Fermi surface can be morphed into shapes with nonzero curvature of segments and rounding of corners by the means of a single parameter $p$. Our investigation culminates in Sec. VIID 2 with the analysis of a more realistic 2 D case: the in-plane experimental Fermi surface of $\mathrm{PdCoO}_{2}$, as parametrized through angle-resolved photoemission and quantum oscillations measurements [33,65,95].

## 1. The "supercircle" geometry

The "supercircle," a special case of Lamé curve or "superellipse" for equal semiaxes, satisfies the equation $|x|^{p}+$ $|y|^{p}=r^{p}, p>0$, for radius $r$. This equation allows one to smoothly interpolate an astroid (for $p<1$ ), a "diamondshaped" geometry (for $p=1$ ), a circle (for $p=2$ ), and a square with rounded corners (for $p>2$ ), as a function of a single parameter $p$ which controls the shape curvature. In our case, the radius is the Fermi wave vector: $r \equiv k_{F}$. Using polar coordinates $k_{x}=k_{F} \cos \theta$ and $k_{y}=k_{F} \sin \theta$, the supercircle radius results

$$
\begin{equation*}
k_{F}=k_{F}(\theta)=\left(|\cos \theta|^{p}+|\sin \theta|^{p}\right)^{-1 / p} . \tag{153}
\end{equation*}
$$

Figure 15 shows the Fermi surface corresponding to Eq. (153), for different values of $p>0$. In Appendix H, we show that
the results for the "diamond-shaped" and circular geometries, presented in Secs. IV C 1, VI B, and IV A, Appendix E 1 respectively, are indeed retrieved as special cases of the parametrization (153).

Figure 16 shows the results for the intermediate case $p=$ $3 / 2$, which corresponds to a "diamond" shape with additional curvature of the four Fermi-surface segments. Such curvature is further enhanced for $p>3 / 2$, until for $p=2$ the Fermi surface becomes perfectly circular. Hence, the case $1<p<2$ is suitable to analyze the effect of deforming the polygonal geometries by introducing a finite curvature into the flat segments. We notice subtle differences with respect to the "diamond-shaped" dispersion of Figs. 13(a) and 13(b): the exponent $\eta$ in region (0) becomes slightly smaller than $\eta=3 / 4$ (for example, we have $\eta \approx 0.73$ around the center of region © in Fig. 16(b)), while in region (D) $\eta$ is slightly larger than $\eta=1 / 2$ [specifically, $\eta \approx 0.55$ around the center of region (©) in Fig. 16(b)]. This effect is due to the finite curvature of the Fermi-surface segments, which also produces a visually distinguishable difference between regions (0) and (D) in Fig. 16(b). Such differences are gradually enhanced for $3 / 2<p<2$, until for $p=2$ we retrieve the isotropic "phase diagram" of Fig. 24, where $\eta=2 / 3$ in both regions (1) and (2).

Hence, Fig. 16 provides us a practically relevant information: if Fermi-surface segments are not exactly flat in practice, then the exponents $\eta$ in the anomalous regions (0) and (a) quantitatively differ with respect to the ideal flat-segments case. Still, even for a deformation of the "diamond-shaped" case as large as $p=3 / 2$, the "phase diagrams" of Figs. 13(a), 13(b), and 16 are qualitatively consistent, and the effect of Fermi-surface anisotropy is robust with respect to the curvature of Fermi-surface segments. Such robustness may be rationalized by realizing that a small curvature of segments predominantly affects the low-frequency part of the "phase diagram," where the response is anyway diffusive and local; e.g., in region (A) the exponent $\eta=1 / 2$ is insensitive to the change in Fermi-surface curvature because the response is dominated by momentum relaxation at rate $\gamma \mathrm{mr}$. Therefore we conclude that the "phase diagrams" derived for the polygonal shapes of Secs. VI A and VI B provide qualitative guidance on the effect of dispersion anisotropy on the surface impedance, even in the presence of a small curvature of Fermi-surface segments, for shapes that can still be approximated by an ideal polygonal geometry. Quantitative difference with respect to a perfect polygon emerge at the level of the numerical value of the exponent $\eta$, especially in the anomalous regions (©) and (2) which are the most sensitive to Fermi-surface geometry.

Furthermore, to selectively analyze the effect of rounded corners, we show the results for $p=10$ in Fig. 17: this geometry consist of a square with additional rounding of corners and as such it can be directly compared with Figs. 13(c) and $13(\mathrm{~d})$. The case of a perfect square is retrieved in the limit $p \rightarrow+\infty$. Here we appreciate a qualitative difference in Fig. 17(b) with respect to Fig. 13(d): the rounding of corners has reintroduced the viscous regime (1) with $\eta=3 / 4$, which was absent in the idealized square shape of Fig. 13(d). Moreover, the crossovers between the viscous, anomalous and perfect-conductor regions are all altered with respect to the square shape. In fact, the "phase diagram" of Fig. 17 is qualitatively consistent with the hexagonal case of Fig. 13(c)


FIG. 16. Skin effect regimes for a "supercircle" Fermi surface (153) with $p=3 / 2$, as measured by the surface impedance $Z(\omega)$ as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mr}}$, and frequency $\omega / \omega_{p}$, where $\omega_{p}$ is the plasma frequency (78). The Fermi-surface geometry is sketched on the left-hand side of the plot, together with the applied electric field $\boldsymbol{E}=E_{y} \hat{u}_{y}$ aligned with the $y$ axis, and the local Fermi velocity vectors shown by red arrows. (a) Regimes in the $\left(\gamma_{\mathrm{mr}}, \omega\right)$ plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (b) Regimes in the ( $\gamma_{\mathrm{mc}}, \omega$ ) plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. The color palette is the density plot of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$, which yields the exponent $\eta$ of $Z(\omega) \propto \omega^{\eta}$.
and 13(d): this is because such hexagonal geometry shares all its relevant geometrical features with the "supercircle" for $p=10$ : two Fermi-surface segments have velocity essentially parallel to the applied field-see also Secs. IV D and V C-while the rest of the Fermi surface does not have a velocity identically orthogonal to the field as is the case for a perfect square. Hence, we realize that the perfect square is an idealized special case, for which the nonlocal character of the response vanishes entirely from the "phase diagram" in Figs. 13(c) and 13(d). In reality, rounded corners of an approximately polygonal geometry qualitatively impact the exponent $\eta$ of the surface impedance. Still, the "phase diagram" of Fig. 17 qualitatively differs from the isotropic case of Fig. 24, which demonstrates that rounded corners do not com-
pletely suppress the effect of Fermi-surface anisotropy on the electrodynamic response.

The idealized polygons of Secs. IV B and IV C serve as an illustration of the effect of dispersion anisotropy, as they allow for a clear-cut analysis of the different regimes of anisotropic skin effect. However, in order to test our kinetic theory by comparing it with optical spectroscopy data, it is advantageous to consider more realistic Fermi-surface shapes, which properly model the experimental dispersion of the material under investigation. For this reason, in the next section we consider the exemplary case of the experimental parametrization of the Fermi surface of $\mathrm{PdCoO}_{2}$, which involves both portions with finite curvature and rounded corners.


FIG. 17. Skin effect regimes for a "supercircle" Fermi surface (153) with $p=10$, as measured by the surface impedance $Z(\omega)$ as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mr}}$, and frequency $\omega / \omega_{p}$, where $\omega_{p}$ is the plasma frequency (78). The Fermi-surface geometry is sketched on the left-hand side of the plot, together with the applied electric field $\boldsymbol{E}=E_{y} \hat{u}_{y}$ aligned with the $y$ axis, and the local Fermi velocity vectors displayed by red arrows. (a) Regimes in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (b) Regimes in the ( $\gamma_{\mathrm{mc}}, \omega$ ) plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. The color palette is the density plot of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$, which gives the exponent $\eta$ of $Z(\omega) \propto \omega^{\eta}$.


FIG. 18. Orientational dependence of skin effect regimes for the 2D parametrization (154) of the Fermi surface of $\mathrm{PdCoO}_{2}$, as measured by the surface impedance $Z(\omega)$ as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mr}}$, and frequency $\omega / \omega_{p}$, where $\omega_{p}$ is the plasma frequency (78). The corresponding orientation is sketched on the left-hand side of each plot, together with the applied electric field $\boldsymbol{E}=E_{y} \hat{u}_{y}$ aligned with the $y$ axis. Red arrows depict the local Fermi velocity vectors. (a) Configuration with $\theta_{0}=\pi / 2$ in the $\left(\gamma_{\mathrm{mr}}, \omega\right)$ plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (b) Configuration with $\theta_{0}=\pi / 2$ in the ( $\gamma_{\mathrm{mc}}, \omega$ ) plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. (c) Geometry with $\theta_{0}=0$ in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (d) Results for $\theta_{0}=0$ in the $\left(\gamma_{\mathrm{mc}}, \omega\right)$ plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. The color palette is the density plot of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$, giving the exponent $\eta$ of $Z(\omega) \propto \omega^{\eta}$.

## 2. The 2D Fermi surface of $\mathrm{PdCoO}_{2}$

The experimental parametrization of the Fermi surface of the delafossite compound $\mathrm{PdCoO}_{2}$, according to quantum oscillations experiments, shows a quasi-2D geometry with a slight warping in the direction perpendicular to the Pd planes [33,94]. Here we adopt another common 2D parametrization [111]:

$$
\begin{align*}
\boldsymbol{k}_{F}(\theta)= & \rho\left(\theta-\theta_{0}\right)\left(\cos \theta \hat{u}_{x}+\sin \theta \hat{u}_{y}\right),  \tag{154a}\\
\rho\left(\theta-\theta_{0}\right)= & k_{0}+k_{6} \cos \left[6\left(\theta-\theta_{0}\right)\right] \\
& +k_{12} \cos \left[12\left(\theta-\theta_{0}\right)\right] . \tag{154b}
\end{align*}
$$

$\theta$ characterizes the angular dependence of $k_{F}$ in the $\left(k_{x}, k_{y}\right)$ plane, while $\theta_{0}$ takes into account a possible in-plane rotation of the Fermi surface with respect to the $x$ and $y$ axes. The angular harmonics are $k_{0}=0.9518 \AA^{-1}, k_{6}=0.0444 \AA^{-1}$, and $k_{12}=0.0048 \AA^{-1}$. Equations (154) allows us to illustrate the effect of a more realistic 2D parametrization on our impedance "phase diagrams," while still taking advantage of the simplification (46) due to the existence of two mirror symmetry planes in reciprocal space. A more general parametrization is employed in Ref. [94], where we
directly compare our kinetic theory with surface resistance measurements on $\mathrm{PdCoO}_{2}$. In accordance with the fits of bandstructure calculations to angle-resolved photoemission data in Ref. [65], we still employ Eq. (66), i.e., we assume that the Fermi-velocity modulus has no angular dependence and equals $v_{F}=7.5 \times 10^{5} \mathrm{~m} / \mathrm{s}$ [33].

Equations (154) produce the Fermi surfaces on the left of Fig. 18: $\theta=\pi / 2$ and $\theta=0$ correspond to the sketch at the left of Figs. 18(a) and 18(c), respectively. The numerical results for the corresponding impedance "phase diagrams" are shown in Figs. 18(a)-18(d), which can be directly compared with the ideal hexagonal geometry of Fig. 10. As remarked in Sec. VIID 1 for the rounded-square shape, the rounded corners produced by Eq. (154) quantitatively modify the exponent $\eta$ in anomalous regime with respect to the one for a perfect hexagonal Fermi surface. In particular, the differences between the orientations of Figs. 18(a), 18(b) and 18(c), 18(d) are diminished, with respect to the sharper differences between Figs. 10(a), 10(b) and 10(c), 10(d) for a hexagonal geometry. Therefore relaxing the approximation of a perfect hexagonal shape quantitatively smoothens some of the features resulting from anisotropy, since the rounded corners and slightly curved segments decrease the overall anisotropy of
the Fermi surface. However, there are still discernible differences between Figs. 18(a), 18(b) and 18(c), 18(d) particularly in the anomalous regimes (b) and © 2 , which qualitatively still resemble the idealized cases of Figs. 10(a), 10(b) and 10(c), 10(d). Hence, we conclude that anisotropic effects in the skin effect are not completely suppressed, once we model Fermi surfaces that are more realistic than idealized polygonal geometries. Indeed, surface resistance measurements on $\mathrm{PdCoO}_{2}$ using a bolometric microwave spectrometer confirm the anisotropy of skin effect in such compound, in full agreement with our kinetic theory [94].

## VIII. CONCLUSIONS

By expanding the collision integral in the eigenbasis of the collision operator, we solved the Boltzmann equation with an electric-field source term and obtained the distribution function and the transverse conductivity for arbitrary electronic dispersion, under the minimal assumption of two (in 2 D ) or three (in 3D) symmetry planes in momentum space, taking into account momentum-preserving collisions at rate $\gamma_{\mathrm{mc}}$ as well as momentum relaxation at rate $\gamma_{\mathrm{mr}} \leqslant \gamma_{\mathrm{mc}}$. The conductivity (1) is valid for both isotropic and anisotropic Fermi surfaces, which allows us to treat spherically symmetric and polygonal geometries within the same formalism. After checking the isotropic case of a circular Fermi surface, we specialized to the polygonal geometries of a hexagonal and a square Fermi-surface shape, with isotropic Fermi-velocity modulus. We analyzed the connection between the conductivity and the skin depth for both geometries, and their dependence on Fermi-surface orientation with respect to the direction of the applied field. Assuming specular surface scattering, we numerically calculated the surface impedance in all regimes of skin effect, for circular, hexagonal and square geometries, and for different Fermi-surface orientations for the latter two cases. We also analyzed the impedance in each skin-effect regime and traced quantitative boundaries to characterize the crossovers among the different regimes. Our main results are the impedance "phase diagrams" shown in Figs. 10, 13 and 24, where the crossovers between different skin effect regimes are determined, both numerically and analytically, as a function of frequency and ratio between momentum-conserving and relaxing scattering rates. We also interpreted these diagrams, in the presence or absence of anisotropy, in a unified fashion: the qualitative boundaries between adjacent regimes are described in terms of ratios between characteristic lengths for skin effect, collected in Table I and visualized in Fig. 2. This way, we classify the orientational behavior of anisotropic skin effect in all regimes in the diagrams $4-6$, which highlight that skin effect regimes must be identified within the parameter space set by $\gamma_{\mathrm{mr}}, \gamma_{\mathrm{mc}}$, and $\omega$.

In classifying the dependence of $|Z(\omega)|$ on Fermi-surface geometry, a crucial role is played by the presence of Fermisurface segments with velocity aligned (or nearly parallel) to the direction of the incident electric field. This alignment is capable of altering the frequency scaling exponent $\eta$ of the skin depth and the impedance, and even suppress altogether the nonlocal character (dependence on $q_{x}$ ) of conduction in
the anisotropic system. In the light of such phenomenon, one can rationalize the different extension and boundaries among the viscous and anomalous regimes, i.e., regions (1), (2) and (2) in Fig. 2, for different orientations.

Furthermore, we interpreted the frequency dependence of the skin depth and impedance, demonstrated in our theory, in terms of a generalized version of the "ineffectiveness concept" introduced by Pippard, which allows one to infer the evolution of skin effect with frequency, from the dependence of the conductivity on frequency and momentum.

The orientational dependence of skin effect, as well as the modifications of the impedance "phase diagrams" due to anisotropy, persist even if we consider more complex nonpolygonal Fermi-surface geometries, as we demonstrated by explicitly treating the case of a "supercircle" (in Sec. VII D 1) and of a simplified 2D experimental parametrization of the Fermi surface of $\mathrm{PdCoO}_{2}[33,65,112$ ] (in Sec. VII D 2). In a companion paper, the full 3D parametrization for $\mathrm{PdCoO}_{2}$ is employed in our kinetic theory and found in agreement with surface-resistance microwave measurements [94]. There, it is shown that the nonzero dispersion perpendicular to the hexagonally coordinated Pd layers has to be taken into account, to provide an accurate description of the nonlocal electrodynamics of $\mathrm{PdCoO}_{2}$. However, our 2D calculations serve as a useful reference, to estimate to what extent the anisotropic transport in the intralayer dimension affect skin effect, and to locate in which regime the optical data lies in the parameter space of Fig. 2. A detailed study of the impact of different dimensionality on nonlocal optics in the collision-operator formalism represents an interesting future development of our theory.

Thus our theory provides a flexible and compact formalism, which makes contact with a basic electrodynamic quantity, the surface impedance, that is a consolidated and accurate method to investigate the spatially nonlocal current response. Our methods are practically adaptable to many classes of 2D materials with anisotropic Fermi surfaces. More generally, our work provides new guidelines for the theoretical and experimental investigation of the ballistic, viscous, and Ohmic regimes of conduction in novel 2D and 3D materials, and for the orientational dependence of the optical properties in anisotropic electronic systems. The potential technological impact of such guidelines encompasses many future applications of ultrahigh-conductivity materials and integrated circuits operating at GHz frequencies [113].
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## APPENDIX A: COLLISION OPERATOR AND EIGENMODES IN TWO-TIMES APPROXIMATION

Given the assumptions (31) for the eigenfunctions $\chi_{k}$ and the eigenvalue equations (19), the collision operator $\hat{C}$ in spatial dimensions $\{i\}$ can be written as

$$
\begin{align*}
\hat{C}= & \sum_{m}\left|\chi_{k, m}\right\rangle \gamma_{m}\left\langle\chi_{k, m}\right| \\
= & \left|\chi_{k, 0}\right\rangle 0\left\langle\chi_{k, 0}\right|+\gamma_{\mathrm{mr}} \sum_{i}\left|\chi_{k, i}\right\rangle\left\langle\chi_{k, i}\right| \\
& +\gamma_{\mathrm{mc}} \sum_{\alpha \neq\{0,\{i\}\}}\left|\chi_{k, \alpha}\right\rangle\left\langle\chi_{k, \alpha}\right| . \tag{A1}
\end{align*}
$$

From the completeness property (20), we can write

$$
\begin{equation*}
\sum_{\alpha \neq\{0,\{i\}\}}\left|\chi_{k, \alpha}\right\rangle\left\langle\chi_{k, \alpha}\right|=1-\left|\chi_{k, 0}\right\rangle\left\langle\chi_{k, 0}\right|-\sum_{i}\left|\chi_{k, i}\right\rangle\left\langle\chi_{k, i}\right|, \tag{A2}
\end{equation*}
$$

which upon insertion in Eq. (A1) yields

$$
\begin{equation*}
\hat{C}=\gamma_{\mathrm{mc}}\left(1-\left|\chi_{k, 0}\right\rangle\left\langle\chi_{k, 0}\right|\right)-\left(\gamma_{\mathrm{mc}}-\gamma_{\mathrm{mr}}\right) \sum_{i}\left|\chi_{k, i}\right\rangle\left\langle\chi_{k, i}\right| . \tag{A3}
\end{equation*}
$$

Acting with the collision operator (A3) on a generic eigenfunction $\left|\phi_{k}\right\rangle$ produces

$$
\begin{align*}
\hat{C}\left|\phi_{k}\right\rangle= & \gamma_{\mathrm{mc}}\left|\phi_{k}\right\rangle-\gamma_{\mathrm{mc}}\left|\chi_{k, 0}\right\rangle\left\langle\chi_{k, 0} \mid \phi_{k}\right\rangle-\left(\gamma_{\mathrm{mc}}-\gamma_{\mathrm{mr}}\right) \\
& \times \sum_{i}\left|\chi_{k, i}\right\rangle\left\langle\chi_{k, i} \mid \phi_{k}\right\rangle \tag{A4}
\end{align*}
$$

By virtue of the definition of the scalar product (15), Eq. (A4) is equivalent to Eq. (39).

The normalization of the eigenfunction $\chi_{k, 0}$ imposes

$$
\begin{align*}
\left\langle\chi_{k, 0} \mid \chi_{k, 0}\right\rangle & =\int_{k^{\prime}} w_{k^{\prime}} \chi_{k^{\prime}, 0}^{*} \chi_{k, 0} \\
& =\frac{2}{(2 \pi)^{d} \hbar} \int d \epsilon\left[-k_{B} T \frac{\partial f^{(0)}(\epsilon)}{\partial \epsilon}\right] \int_{S(\epsilon)} \frac{d S}{v_{k^{\prime}}} c_{0}^{*} c_{0} \\
& \approx \frac{2 k_{B} T}{(2 \pi)^{d} \hbar} \underbrace{\int d \epsilon \frac{-\partial f^{(0)}(\epsilon)}{\partial \epsilon} \int_{S_{F}} \frac{d S}{v_{k_{F}^{\prime}}}\left|c_{0}\right|^{2}}_{1} \\
& =\frac{2 k_{B} T}{(2 \pi)^{d} \hbar} \int_{S_{F}} \frac{d S}{v_{k_{F}^{\prime}}}\left|c_{0}\right|^{2} \equiv 1 . \tag{A5}
\end{align*}
$$

Inverting the last step of Eq. (A5), we find the coefficient (36). In the same way, the normalization condition for $\chi_{k, i}$ demands

$$
\begin{aligned}
\left\langle\chi_{k, i} \mid \chi_{k, i}\right\rangle= & \int_{k^{\prime}} w_{k^{\prime}} \chi_{k^{\prime}, i}^{*} \chi_{k, i} \\
= & \frac{2}{(2 \pi)^{d} \hbar} \int d \epsilon\left[-k_{B} T \frac{\partial f^{(0)}(\epsilon)}{\partial \epsilon}\right] \\
& \times \int_{S(\epsilon)} \frac{d S}{v_{k^{\prime}}} c_{0}^{*} c_{0} c_{i}^{*} c_{i} \tilde{v}_{k^{\prime}, i} \tilde{v}_{k, i}
\end{aligned}
$$

$$
\begin{align*}
& \approx \frac{2 k_{B} T}{(2 \pi)^{d} \hbar} \underbrace{\int d \epsilon \frac{-\partial f^{(0)}(\epsilon)}{\partial \epsilon}}_{1} \\
& \quad \times \int_{S_{F}} \frac{d S}{v_{\boldsymbol{k}_{F}^{\prime}}}\left|c_{0}\right|^{2}\left|c_{i}\right|^{2}\left(\tilde{v}_{k, i}\right)^{2} \equiv 1 \tag{A6}
\end{align*}
$$

The last step of Eq. (A6) leads to the coefficient (38).

## APPENDIX B: TRANSVERSE CONDUCTIVITY OF ISOTROPIC 2D FERMI SYSTEMS: DERIVATION WITH ANGULAR MOMENTUM STATES

Let us apply the collision-operator formalism to the case of isotropic 2D Fermi systems, by specifying the form of the eigenfunctions $\chi_{k, m}$. In this case, we know that rotational invariance implies that the eigenfunctions are angular momentum states [104]. If we confine ourselves to energies small compared to the Fermi level $E_{F}$, we can use

$$
\begin{equation*}
\chi_{k, m}=c_{0} e^{i m \theta} \tag{B1}
\end{equation*}
$$

where $\theta$ is the angle formed by the wave vector $\boldsymbol{k}=$ $k_{F}(\cos \theta, \sin \theta)$ in the $x y$ plane. We neglect the dependence of the eigenfunctions on the magnitude of the momentum, as it is small by $\left|k-k_{F}\right| / k_{F} \ll 1$. The coefficient $c_{0}$ follows from the normalization condition (21), which translates in the present case as

$$
\begin{equation*}
\left\langle m \mid m^{\prime}\right\rangle=\int_{k} w_{k} \chi_{k, m}^{*} \chi_{k, m^{\prime}}=\delta_{m, m^{\prime}} . \tag{B2}
\end{equation*}
$$

Using the definition (15) of the scalar product, we have

$$
\begin{align*}
\left\langle m \mid m^{\prime}\right\rangle= & \int_{\boldsymbol{k}}\left[-k_{B} T \frac{\partial f^{0}\left(\varepsilon_{k}\right)}{\partial \varepsilon_{k}}\right] \chi_{k, m}^{*} \chi_{k, m^{\prime}} \\
= & \int_{0}^{2 \pi} \frac{d \theta}{2 \pi} \int d \varepsilon N_{\mathrm{el}}(\varepsilon)\left[-k_{B} T \frac{\partial f^{0}(\varepsilon)}{\partial \varepsilon}\right] c_{0}^{*} e^{-i m \theta} c_{0} e^{i m^{\prime} \theta} \\
\approx & N_{\mathrm{el}}(0) k_{B} T\left|c_{0}\right|^{2} \underbrace{\int_{-\infty}^{+\infty} d \epsilon\left[-\frac{\partial f^{0}(\varepsilon)}{\partial \varepsilon}\right]}_{1} \\
& \underbrace{\int_{0}^{2 \pi} \frac{d \theta}{2 \pi} e^{i \theta\left(m-m^{\prime}\right)}}_{\delta_{m, m^{\prime}}} \equiv \delta_{m, m^{\prime}} \tag{B3}
\end{align*}
$$

such that $c_{0}=1 / \sqrt{N_{\mathrm{el}}(0) k_{B} T}$. Here we have used the electronic density of states $N_{\mathrm{el}}(\varepsilon)=\sum_{k} \delta\left(\varepsilon-\varepsilon_{\boldsymbol{k}}\right)$. With the above formalism, we only have to determine the matrix elements of the velocity operator

$$
\begin{align*}
\langle m| \boldsymbol{v}\left|m^{\prime}\right\rangle & =\int_{\boldsymbol{k}} w_{k} \chi_{k m}^{*} \boldsymbol{v}_{\boldsymbol{k}} \chi_{\boldsymbol{k}, m^{\prime}} \\
& =v_{F} \int \frac{d \theta}{2 \pi}\binom{\cos \theta}{\sin \theta} e^{-i \theta\left(m-m^{\prime}\right)} \\
& =\frac{v_{F}}{2}\left[\delta_{m^{\prime}, m+1}\binom{1}{i}+\delta_{m^{\prime}, m-1}\binom{1}{-i}\right] \tag{B4}
\end{align*}
$$

and the source term

$$
\begin{align*}
s_{m}= & -\frac{e}{k_{B} T} \boldsymbol{E} \cdot \int_{\boldsymbol{k}} w_{\boldsymbol{k}} \chi_{\boldsymbol{k}, m}^{*} \boldsymbol{v}_{\boldsymbol{k}} \\
= & -\frac{e}{k_{B} T} \boldsymbol{E} v_{F} \int \frac{d \theta}{2 \pi} \int d \varepsilon N_{\mathrm{el}}(\varepsilon)\left[-k_{B} T \frac{\partial f^{0}(\varepsilon)}{\partial \varepsilon}\right] \\
& \times c_{0}^{*} e^{-i m \theta}\binom{\cos \theta}{\sin \theta} \\
\approx & -\frac{e}{k_{B} T} \boldsymbol{E} N_{\mathrm{el}}(0) k_{B} T c_{0}^{*} v_{F} \int \frac{d \theta}{2 \pi} e^{-i m \theta}\binom{\cos \theta}{\sin \theta} \\
= & \sqrt{\frac{N_{\mathrm{el}}(0)}{k_{B} T}} \frac{e v_{F}}{2} \boldsymbol{E} \cdot\left[\begin{array}{c}
\delta_{m, 1}+\delta_{m,-1} \\
i\left(\delta_{m, 1}-\delta_{m,-1}\right)
\end{array}\right] \tag{B5}
\end{align*}
$$

Hence, we obtain the Boltzmann equation with $\boldsymbol{q}=$ $q\left(\cos \theta \hat{u}_{x}+\sin \theta \hat{u}_{y}\right)$ :

$$
\begin{equation*}
\left(\gamma_{m}-i \omega\right) a_{m}+i \frac{v_{F} q}{2}\left(e^{i \theta} a_{m+1}+e^{-i \theta} a_{m-1}\right)=s_{m} \tag{B6}
\end{equation*}
$$

A closely related problem was in fact recently studied in Ref. [104], where the collective modes of the system were analyzed. Here we determine the full distribution function, which shall then give us the transverse conductivity where $\boldsymbol{q} \| \hat{u}_{x}$ and $\boldsymbol{E} \| \hat{u}_{y}$. The assumption $\boldsymbol{q}=q_{x} \hat{u}_{x}$ implies $\theta=0$. Consistently with Eqs. (31), we take $\gamma_{0}=0$ for charge conservation, $\gamma_{1}=\gamma_{\mathrm{mr}} \geqslant 0$ for slow momentum relaxation, and for higher-order modes $\gamma_{m}=\gamma_{\mathrm{mc}} \geqslant 0 \forall m \geqslant 2$. The source term $s_{m}$ is relaxing just the mode with $m= \pm 1$ for electric field parallel to the $y$ axis, hence we write

$$
\begin{equation*}
s_{ \pm 1}= \pm i Y_{E}, \tag{B7}
\end{equation*}
$$

where

$$
\begin{equation*}
Y_{E}=\frac{e}{k_{B} T} \frac{v_{F}}{2 c_{0}} E_{y} \tag{B8}
\end{equation*}
$$

is proportional to the electric field. Now we have the set of equations

$$
\begin{align*}
& -i \omega a_{0}+i \frac{v_{F} q_{x}}{2}\left(a_{1}+a_{-1}\right)=0  \tag{B9a}\\
& \left(\gamma_{\mathrm{mr}}-i \omega\right) a_{ \pm 1}+i \frac{v_{F} q_{x}}{2}\left(a_{0}+a_{ \pm 2}\right)= \pm i Y_{E},  \tag{B9b}\\
& \left(\gamma_{\mathrm{mc}}-i \omega\right) a_{m}+i \frac{v_{F} q_{x}}{2}\left(a_{m+1}+a_{m-1}\right)=0, \quad|m| \geqslant 2 \tag{B9c}
\end{align*}
$$

Next, we divide all equations by $v_{F} q_{x}$ to get

$$
\begin{align*}
& -i s a_{0}+i \frac{1}{2}\left(a_{1}+a_{-1}\right)=0  \tag{B10a}\\
& \left(\Gamma_{\mathrm{mr}}-i s\right) a_{ \pm 1}+i \frac{1}{2}\left(a_{0}+a_{ \pm 2}\right)= \pm i \frac{Y_{E}}{v_{F} q_{x}},  \tag{B10b}\\
& \left(\Gamma_{\mathrm{mc}}-i s\right) a_{m}+i \frac{1}{2}\left(a_{m+1}+a_{m-1}\right)=0, \quad|m| \geqslant 2 \tag{B10c}
\end{align*}
$$

where $\Gamma_{i}=\gamma_{i} /\left(v_{F} q_{x}\right), i=\{\mathrm{mr}, \mathrm{mc}\}$, and $s=\omega /\left(v_{F} q_{x}\right)$. We now introduce $a_{n}=b_{n} Y_{E} /\left(v_{F} q_{x}\right)$, to get the equations

$$
\begin{align*}
& s b_{0}-\frac{1}{2}\left(b_{1}+b_{-1}\right)=0, \\
& \left(s+i \Gamma_{\mathrm{mr}}\right) b_{ \pm 1}-\frac{1}{2}\left(b_{0}+b_{ \pm 2}\right)=\mp 1, \tag{B11}
\end{align*}
$$

while for $|m| \geqslant 2$, we have

$$
\begin{equation*}
\left(s+i \Gamma_{\mathrm{mc}}\right) b_{m}-\frac{1}{2}\left(b_{m+1}+b_{m-1}\right)=0 \tag{B12}
\end{equation*}
$$

We start our analysis by assuming that $q$ is real, and we will make the analytic continuation to $q \in \mathbb{C}$ at the end. The recursion relation for $m \geqslant 2$ has the two solutions

$$
b_{m}=c_{+} \lambda_{+}^{m}+c_{-} \lambda_{-}^{m},
$$

where $\lambda_{ \pm}=z \pm \sqrt{z^{2}-1}$ with $z=s+i \Gamma_{\mathrm{mc}}$. Those are the roots of

$$
\begin{equation*}
z=\frac{1}{2}\left(\lambda+\lambda^{-1}\right) \tag{B13}
\end{equation*}
$$

To achieve convergence it must hold $\left|\lambda_{ \pm}\right| \leqslant 1$. Let us assume without restriction that $\omega>0$. Under the assumption of real $q_{x}$, we know that both, the real part and the imaginary part of $z$ are positive. If we write $\lambda=r e^{i \varphi}$, we can analyze separately the real and imaginary parts of Eq. (B13):

$$
\begin{align*}
s & =\frac{\cos \varphi}{2}\left(r+r^{-1}\right)>0, \\
\Gamma_{\mathrm{mc}} & =\frac{\sin \varphi}{2}\left(r-r^{-1}\right)>0 . \tag{B14}
\end{align*}
$$

To ensure convergence, it must hold $|\lambda|=r \leqslant 1$, hence we obtain the conditions $\cos \varphi>0$ and $\sin \varphi<0$, which imply that $\varphi \in\left[\frac{3}{2} \pi, 2 \pi\right]$, i.e., $\operatorname{Re} \lambda>0$ and $\operatorname{Im} \lambda<0$. If one analyzes the above solutions $\lambda_{ \pm}$, one then finds that only $\lambda=\lambda_{-}$is acceptable. Hence, it must hold that $c_{+}=0$. Most important is that one of the two constants must always be zero. This should survive the analytical continuation to complex momenta $q_{x}$. Now we can always write that $b_{m}=\lambda^{m-1} b_{1}$, which yields in particular $b_{2}=\lambda b_{1}$. We can perform the same analysis for negative $m$ and find $b_{m}=\lambda^{-m-1} b_{-1}$, and in particular $b_{-2}=\lambda b_{-1}$, with the same $\lambda$ for positive and negative $m$.

This yields a closed set of equations with the solution $b_{0}=$ 0 as well as

$$
\begin{align*}
b_{ \pm 1} & =\mp \frac{1}{s+i \Gamma_{\mathrm{mr}}-\frac{\lambda}{2}} \\
& =\mp \frac{1}{s+i \Gamma_{\mathrm{mr}}-\frac{s+i \Gamma_{\mathrm{mc}}-\sqrt{\left(s+i \Gamma_{\mathrm{mc}}\right)^{2}-1}}{2}} \tag{B15}
\end{align*}
$$

We are now in the position to determine the distribution function $\psi_{\theta}$ from Eq. (22). The linear system to solve is

$$
\begin{aligned}
\psi_{\theta} & =\sum_{m=-\infty}^{\infty} a_{m} \chi_{k, m} \\
& =c_{0} \sum_{m=-\infty}^{\infty} a_{m} e^{i m \theta}=\frac{Y_{E} c_{0}}{v_{F} q_{x}} \sum_{m=-\infty}^{\infty} b_{m} e^{i m \theta} \\
& =-i \frac{2 Y_{E} c_{0}}{\omega+i \gamma_{\mathrm{mr}}-\frac{\lambda}{2} v_{F} q_{x}} \sum_{m=1}^{\infty} \lambda^{m-1} \sin (m \theta) \\
& =\frac{2 Y_{E} c_{0}}{i \omega-\gamma_{\mathrm{mr}}-i \frac{\lambda}{2} v_{F} q_{x}} \frac{\sin \theta}{1+\lambda^{2}-2 \lambda \cos \theta}
\end{aligned}
$$

From Eq. (11), we obtain the distribution function

$$
\begin{align*}
\delta f_{k}\left(q_{x}, \omega\right)= & e \frac{\partial f^{(0)}\left(\varepsilon_{\boldsymbol{k}}\right)}{\partial \varepsilon_{\boldsymbol{k}}} \frac{v_{k, y} E_{y}}{-i \omega+\gamma_{\mathrm{mr}}+i \frac{\lambda}{2} v_{F} q_{x}} \\
& \times \frac{1}{1+\lambda^{2}-2 \lambda v_{k, x} / v_{F}} \tag{B16}
\end{align*}
$$

with

$$
\lambda=\frac{1}{v_{F} q_{x}}\left(\omega+i \gamma_{\mathrm{mc}}-\sqrt{\left(\omega+i \gamma_{\mathrm{mc}}\right)^{2}-\left(v_{F} q_{x}\right)^{2}}\right)
$$

$v_{\boldsymbol{k}, x}=v_{F} \cos \theta$, and $v_{\boldsymbol{k}, y}=v_{F} \sin \theta$. Let us analyze the denominator in the distribution function (B16):

$$
\begin{align*}
D= & \left(-i \omega+\gamma_{\mathrm{mr}}+i \frac{\lambda}{2} v_{F} q_{x}\right)\left(1+\lambda^{2}-2 \lambda \frac{v_{k, x}}{v_{F}}\right) \\
= & \left(-i \omega+\gamma_{\mathrm{mr}}+\gamma_{\mathrm{mc}}-\gamma_{\mathrm{mc}}+i \frac{\lambda}{2} v_{F} q_{x}\right) \\
& \times\left(1+\lambda^{2}-2 \lambda \frac{v_{k, x}}{v_{F}}\right) \\
= & -i \omega+\gamma_{\mathrm{mc}}+i v_{k, x} q_{x} \\
& -\left(\gamma_{\mathrm{mc}}-\gamma_{\mathrm{mr}}\right) 2 \lambda\left(\frac{\omega+i \gamma_{\mathrm{mc}}}{v_{F} q_{x}}-\frac{v_{k, x}}{v_{F}}\right) \tag{B17}
\end{align*}
$$

In deriving the above result, we used

$$
\begin{align*}
D_{1} & \equiv\left(-i \omega+\gamma_{\mathrm{mc}}+i \frac{\lambda}{2} v_{F} q_{x}\right)\left(1+\lambda^{2}-2 \lambda \frac{v_{k, x}}{v_{F}}\right) \\
& =-i v_{F} q_{x}\left(z-\frac{\lambda}{2}\right)\left(1+\lambda^{2}-2 \lambda \frac{v_{k, x}}{v_{F}}\right) . \tag{B18}
\end{align*}
$$

Inserting Eq. (B13) gives

$$
\begin{align*}
D_{1} & =-i v_{F} q_{x}\left(\frac{\lambda^{-1}+\lambda}{2}-\frac{v_{k, x}}{v_{F}}\right) \\
& =-i v_{F} q_{x}\left(z-\frac{v_{k, x}}{v_{F}}\right) \\
& =-i \omega+\gamma_{\mathrm{mc}}+i v_{k, x} q_{x} . \tag{B19}
\end{align*}
$$

This gives the first term in Eq. (B17) for $D$.
All in all, we obtain the following expression for the distribution function:

$$
\begin{align*}
\delta f_{k}\left(q_{x}, \omega\right)= & e \frac{\partial f^{(0)}\left(\varepsilon_{\boldsymbol{k}}\right)}{\partial \varepsilon_{\boldsymbol{k}}} \\
& \times \frac{v_{k, y} E_{y}}{-i \omega+\gamma_{\mathrm{mc}}+i v_{k, x} q_{x}+M_{k}\left(q_{x}, \omega\right)} \tag{B20}
\end{align*}
$$

where

$$
\begin{align*}
M_{\boldsymbol{k}}\left(q_{x}, \omega\right)= & -2 \frac{\gamma_{\mathrm{mc}}-\gamma_{\mathrm{mr}}}{v_{F} q_{x}} \\
& \times\left(\omega+i \gamma_{\mathrm{mc}}-\sqrt{\left(\omega+i \gamma_{\mathrm{mc}}\right)^{2}-\left(v_{F} q_{x}\right)^{2}}\right) \\
& \times\left(\frac{\omega+i \gamma_{\mathrm{mc}}}{v_{F} q_{x}}-\frac{v_{k, x}}{v_{F}}\right) . \tag{B21}
\end{align*}
$$

The distribution function (B20) can be used to describe Ohmic transport, ballistic transport, and viscous or hydrodynamic transport, including the crossover among these distinct
regimes for a circular Fermi surface. Equation (B20) coincides with Eq. (83), which was obtained using a completely different strategy, namely as a special case of the collision-operator formalism in the isotropic limit.

## APPENDIX C: ANISOTROPIC HYDRODYNAMICS IN TRIGONAL SYSTEMS

We want to analyze the hydrodynamic flow in anisotropic systems. In particular we are interested in the case of a trigonal system with point group $\mathrm{D}_{3 d}$. The problem was already discussed in Ref. [74] for two-dimensional systems with square and hexagonal symmetry. In the case of a hexagonal Fermi surface it was found that no dependency on the direction of the flow velocity w.r.t. the crystalline axes exists. Since Ref. [74] made one simplifying assumption for the symmetry of the viscosity tensor (see below), we are double-checking their conclusion for the most general structure of the tensor. We confirm that the flow is indeed independent on the orientation of the sample, in agreement with Ref. [74].

The dissipative contribution to the momentum current is related to the velocity gradient by $\tau_{\alpha \beta}=\eta_{\alpha \beta, \gamma \delta} \partial_{\gamma} u_{\delta}$. This gives rise to the linearized Navier-Stokes equation of an anisotropic system [41]

$$
\begin{equation*}
m \partial_{t} u_{\beta}-e E_{\beta}=\partial_{\alpha} \eta_{\alpha \beta, \gamma \delta} \partial_{\gamma} u_{\delta}-\gamma_{\beta \alpha} u_{\alpha} . \tag{C1}
\end{equation*}
$$

Here $\gamma_{\beta \alpha}$ refers to the tensor momentum-relaxing rate. The point group of $\mathrm{PdCoO}_{2}$ is the trigonal group $\mathrm{D}_{3 d}$. This implies that the second-rank tensor $\gamma_{\alpha \beta}=\operatorname{diag}\left(\gamma, \gamma, \gamma_{\perp}\right)$ has no in-plane anisotropy. If we confine the analysis to in-plane transport there are three distinct viscosity elements

$$
\begin{align*}
& \eta_{1}=\eta_{x x x x}=\eta_{y y y y}, \\
& \eta_{2}=\eta_{x x y y}=\eta_{y y x x}, \\
& \eta_{r}=\eta_{x y x y}-\eta_{x y y x}, \tag{C2}
\end{align*}
$$

where by symmetry $\frac{1}{2}\left(\eta_{1}-\eta_{2}\right)=\eta_{x y x y}+\eta_{x y y x}$. The momentum current in the plane is then given as

$$
\left(\begin{array}{l}
\tau_{x x}  \tag{C3}\\
\tau_{x y} \\
\tau_{y x} \\
\tau_{y y}
\end{array}\right)=\left(\begin{array}{cccc}
\eta_{1} & 0 & 0 & \eta_{2} \\
0 & \frac{\eta_{1}-\eta_{2}+\eta_{r}}{2} & \frac{\eta_{1}-\eta_{2}-\eta_{r}}{2} & 0 \\
0 & \frac{\eta_{1}-\eta_{2}-\eta_{r}}{2} & \frac{\eta_{1}-\eta_{2}+\eta_{r}}{2} & 0 \\
\eta_{2} & 0 & 0 & \eta_{1}
\end{array}\right)\left(\begin{array}{c}
\partial_{x} u_{x} \\
\partial_{x} u_{y} \\
\partial_{y} u_{x} \\
\partial_{y} u_{y}
\end{array}\right) .
$$

It holds by symmetry $\eta_{x y x y}=\eta_{y x y x}$ and $\eta_{x y y x}=\eta_{y x x y}$. If we set the rotational viscosity $\eta_{r}=0$, we recover the usual structure of the elastic constants of a trigonal system, where $\eta_{1}=\eta_{11}$ and $\eta_{2}=\eta_{12}$ within the Voigt notation. However, as pointed out in Ref. [41], the broken rotational symmetry of a system implies that the momentum current is no longer a symmetric tensor yielding $\eta_{r} \neq 0$. Then the Voigt notation is no more useful. The name rotational viscosity was coined in Ref. [74]. There, the form of the viscosity tensor of a hexagonal system was also studied. Notice, in Ref. [74], the additional assumption of $\eta_{2}=-\eta_{1}$ was made.

We are now in a position to write down the two NavierStokes equations for the two in-plane velocity components. In
full glory of the tensor elements, it holds

$$
\begin{align*}
m \partial_{t} u_{x}-e E_{x}= & \partial_{x} \eta_{x x, x x} \partial_{x} u_{x}+\partial_{x} \eta_{x x, y y} \partial_{y} u_{y} \\
& +\partial_{y} \eta_{y x, x y} \partial_{x} u_{y}+\partial_{y} \eta_{y x, y x} \partial_{y} u_{x}-\gamma u_{x}  \tag{C4a}\\
m \partial_{t} u_{y}-e E_{y}= & \partial_{y} \eta_{y y y y} \partial_{y} u_{y}+\partial_{y} \eta_{y y, x x} \partial_{x} u_{x} \\
& +\partial_{x} \eta_{x y, y x} \partial_{y} u_{x}+\partial_{x} \eta_{x y, x y} \partial_{x} u_{y}-\gamma u_{y} \tag{C4b}
\end{align*}
$$

If we insert our above results for the viscosity tensor, we obtain

$$
\begin{align*}
& m \partial_{t} u_{x}-e E_{x}=\eta_{1} \Delta u_{x}+\eta^{\prime} \partial_{y}\left(\partial_{y} u_{x}-\partial_{x} u_{y}\right)-\gamma u_{x}  \tag{C5a}\\
& m \partial_{t} u_{y}-e E_{y}=\eta_{1} \Delta u_{y}-\eta^{\prime} \partial_{x}\left(\partial_{y} u_{x}-\partial_{x} u_{y}\right)-\gamma u_{y} \tag{C5b}
\end{align*}
$$

where we introduced $\eta^{\prime}=-\left(\eta_{1}+\eta_{2}-\eta_{r}\right) / 2$. Without the terms proportional to $\eta^{\prime}$, the behavior predicted by Eqs. (C5) would be identical to the rotation-invariant case.

Let us now look at the viscous skin effect, or any other effect where we cut the sample along a given direction with flow parallel to the surface. Let $x$ and $y$ be along the crystal axes. We want to consider a sample which is cut along the $y^{\prime}$ direction, where $\boldsymbol{x}^{\prime}=R_{\theta} \boldsymbol{x}$ with

$$
R_{\theta}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{C6}\\
\sin \theta & \cos \theta
\end{array}\right)
$$

The velocity transforms as $\boldsymbol{u}=R_{\theta}^{-1} \boldsymbol{u}^{\prime}$. With flow along the $y^{\prime}$ axis we expect that $u_{x^{\prime}}^{\prime}=0$, i.e., no flow orthogonal to the surface and $\partial_{y^{\prime}} u_{y^{\prime}}=0$. Then it follows

$$
\begin{align*}
\partial_{x}^{2} & \rightarrow \cos ^{2} \theta \partial_{x^{\prime}}^{2}, \\
\partial_{y}^{2} & \rightarrow \sin ^{2} \theta \partial_{x^{\prime}}^{2},  \tag{C7}\\
\partial_{x} \partial_{y} & \rightarrow-\cos \theta \sin \theta \partial_{x^{\prime}}^{2}
\end{align*}
$$

as well as $u_{x} \rightarrow \sin \theta u_{y^{\prime}}^{\prime}$ and $u_{y} \rightarrow \cos \theta u_{y^{\prime}}^{\prime}$. If we insert this and transform the electric field accordingly, it follows:

$$
\begin{equation*}
\partial_{t} u_{y^{\prime}}-\frac{e}{m} E_{y^{\prime}}=\left(\eta_{1}+\eta^{\prime}\right) \partial_{x^{\prime}}^{2} u_{y^{\prime}}-\gamma u_{y^{\prime}} \tag{C8}
\end{equation*}
$$

The effective viscosity $\eta_{1}+\eta^{\prime}$ is independent on the angle $\theta$. This result implies that for a trigonal system with flow in the $x y$ plane, there is no dependency of the Navier-Stokes equation w.r.t. the orientation of the surface.

## APPENDIX D: ADDITIONAL PLOTS FOR THE SURFACE IMPEDANCE

## 1. Surface impedance for equal scattering rates

In the main text, it is argued that two conditions on the ratio between momentum-relaxation rate $\gamma_{\mathrm{mr}}$ and momentumconserving collision rate $\gamma_{\mathrm{mc}}$ are the most interesting for realistic scenarios: $\gamma_{\mathrm{mr}} \approx \gamma_{\mathrm{mc}}$ at high temperatures, and $\gamma_{\mathrm{mr}} \ll$ $\gamma_{\mathrm{mc}}$ at low temperatures. The latter case is analyzed in detail in the main text, while in the following we show results for the surface impedance assuming equal scattering rates and specular interface scattering.

Since the hydrodynamic regime is realized for $\gamma_{\mathrm{mc}} \gg$ $\gamma_{\mathrm{mr}}$, we can already anticipate that, in all cases considered in this section, viscous skin effect will be absent. Therefore only normal, anomalous, and perfect-conductor skin effects are possible for equal scattering rates. Figure 19


FIG. 19. Surface impedance $Z(\omega)$ normalized to the vacuumimpedance $Z_{0}$, as a function of $\omega / \omega_{p}$, for a hexagonal Fermi surface with Fermi-velocity modulus $v_{F}=2.5 \times 10^{-3} c, \gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=\gamma$, and specular boundary conditions. Solid (dashed) lines refer to $\operatorname{Re} Z(\omega)$ $[-\operatorname{Im} Z(\omega)]$. (a) Results for tilting angle $\phi=0$; see Fig. 7(a). (b) Results for $\phi=\pi / 2$; see Fig. 7(b).
shows the real part (solid curves) and imaginary part (dashed curves) of the surface impedance $Z(\omega)$, normalized to the vacuum-impedance $Z_{0}$, calculated numerically as a function of dimensionless frequency $\omega / \omega_{p}$ using Eqs. (143) and (144), for a hexagonal Fermi-surface shape. We use the Fermi-velocity modulus $v_{F}=2.5 \times 10^{-3} c$ and $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=$ $\gamma$. Blue, red and gold curves refer to $\gamma=\left\{2 \times 10^{-4}, 0.02,20\right\}$ respectively. Figure 19(a) displays the results in the "parallel" configuration for tilting angle $\phi=0$ with respect to the surface [see Fig. 7(a)] using the conductivity (92), while Fig. 19(b) shows the results for $\phi=\pi / 2$ [see Fig. 7(b)], employing the conductivity given by Eqs. (101) and (102).

Focusing on low frequencies, in all panels of Fig. 19, we retrieve $\{\operatorname{Re}, \operatorname{Im}\} Z(\omega) \propto \omega^{1 / 2}$ : this is the regime of normal skin effect, where $\omega \gamma \ll 1$ and $\omega \ll v_{F}\left|q_{x}\right|$, and nonlocal effects are negligible. At high frequency, the impedance is predominantly imaginary and given by the perfect-conductivity result $Z(\omega)=-i \lambda_{L} \mu_{0} \omega$. The first-order correction to the latter behavior for $\omega \rightarrow+\infty$ gives a subdominant real part $\operatorname{Re} Z(\omega)=\gamma / 2$, which is constant with frequency and is evident in all panels of Fig. 19. To see this correction, we can analyze the conductivity and the impedance at high frequency. The analysis is analogous for $\phi=0$ and $\phi=\pi / 2$, and here we explicitly report only on the $\phi=0$ case for compactness. In the "parallel" configuration of Fig. 7(a), the conductivity follows Eq. (93) in the case $\delta \gamma=0$. Series-expanding for
$\omega \rightarrow+\infty$, we have

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{i \omega+\gamma}{\omega}+i \frac{\left(v_{F} q_{x}\right)^{2}-4 \gamma^{2}}{4 \omega^{3}} \tag{D1}
\end{equation*}
$$

Inserting this result into Eqs. (143) and (144), we obtain the surface impedance

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=\frac{2 \omega^{3}}{\omega_{p} \sqrt{\gamma^{2}+i \gamma \omega-\omega^{2}\left[\left(v_{F} / c\right)^{2}+4 \omega^{2}\right]}} \tag{D2}
\end{equation*}
$$

Expanding again Eq. (D2) for $\omega \rightarrow+\infty$, we obtain $Z(\omega) / Z_{0}=-i \omega / \omega_{p}+\gamma /\left(2 \omega_{p}\right)+o(1 / \omega)$, which implies a frequency-linear imaginary part and a constant real part, exactly as shown in Fig. 19.

For the lowest scattering rate $\gamma=2 \times 10^{-4}$ (blue curves in Fig. 19), we see a bump in the real part of $Z(\omega)$ before its saturation to a constant value: this happens in the crossover between normal and anomalous regimes, when the scattering rate $\gamma$ is low enough that a small frequency window of ballistic (anomalous) skin effect appears between normal and perfect-conductor regimes. A similar nonmonotonic evolution occurs in the surface impedance as a function of temperature in the crossover regime between hydrodynamic and anomalous skin effect, as analyzed by Gurzhi for electrons interacting with phonons [3].

In the case of a square Fermi surface, we obtain the impedance shown in Fig. 20: again, the real part (solid curves) and imaginary part (dashed curves) of the surface impedance $Z(\omega)$, normalized to the vacuum-impedance $Z_{0}$, are calculated numerically as a function of dimensionless frequency $\omega / \omega_{p}$ using Eqs. (143) and (144), and we employ the same parameters as for Fig. 19. Figure 20(a) displays the results in the "diamond-shaped" configuration for tilting angle $\phi=0$ [see Fig. 8(a)] using the conductivity (110), while Fig. 19(b) presents the results for $\phi=\pi / 4$ [see Fig. 8(b)] employing the conductivity given by Eqs. (102) and (116). The analysis of Fig. 20 is analogous to the one of 19 , as is evident by visually comparing the two figures. Notice that the bumps in the impedance are absent from Fig. 19(b), because the conductivity (120) does not allow for anomalous skin effect: the only crossover as a function of frequency is directly from normal skin effect to the high-frequency result $Z(\omega) / Z_{0}=$ $-i \omega / \omega_{p}+\gamma /\left(2 \omega_{p}\right)+o(1 / \omega)$.

We conclude that, if the assumption of equal scattering rates holds at high temperature, we expect an anisotropic surface impedance characterized by normal skin effect at low frequency, which transitions into a highly conducting regime at high frequency, characterized by a linear imaginary part and a constant real part equal to $Z_{0} \propto \gamma / \omega_{p}$.

## 2. Imaginary part as a function of relaxation rate

In this section, we show the imaginary parts of the anisotropic surface impedance associated with the real parts shown in Figs. 11 and 14, as a function of inverse momentumrelaxing scattering rate $1 / \gamma_{\mathrm{mr}}$, for the same parameters as in Figs. 11 and 14. Figures 21(a) and 21(b) show the numerical results stemming from Eqs. (143) and (144) for a hexagonal Fermi surface, with orientation angle $\phi=0$ and $\phi=\pi / 2$ respectively. Figures 22(a) and 22(b) display the numerics


FIG. 20. Surface impedance $Z(\omega)$ normalized to the vacuumimpedance $Z_{0}$, as a function of dimensionless frequency $\omega / \omega_{p}$, for a square Fermi surface with Fermi-velocity modulus $v_{F}=2.5 \times$ $10^{-3} c, \gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=\gamma$, and specular boundary conditions. Blue, red, and gold curves refer to $\gamma=\left\{2 \times 10^{-4}, 0.02,20\right\}$, respectively. Solid (dashed) lines refer to $\operatorname{Re} Z(\omega)[-\operatorname{Im} Z(\omega)]$. (a) Results for tilting angle $\phi=0$ with respect to the surface; see Fig. 8(a). (b) Results for $\phi=\pi / 4$; see Fig. 8(b).
for a square Fermi surface, with orientation angle $\phi=0$ and $\pi / 4$, respectively.

From the comparison between Figs. 11 and 21 and between Figs. 14 and 22, we see that the crossover from normal to viscous or anomalous skin effect (depending on whether $\omega \lll$ $\gamma_{\mathrm{mc}}$ or $\omega \gg \gamma_{\mathrm{mc}}$, respectively) is visible both in the real and imaginary parts of the impedance, as a saturation in the limit of vanishing $\gamma_{\mathrm{mr}}$. However, the saturation value of the imaginary part is much less sensitive to $\gamma_{\mathrm{mc}}$ than the corresponding real part, for the same parameters. Hence, the real part of the impedance allows a more accurate distinction between anomalous and viscous skin effect, in the relaxationless limit.

## APPENDIX E: ANALYSIS OF THE SURFACE IMPEDANCE FOR SPECULAR SCATTERING

## 1. Isotropic (circular) Fermi surface

In this Appendix, we provide analytical results for the impedance of a 2D isotropic Fermi surface. Each of these results approximates $Z(\omega)$ in a specific regime. The exact $|Z(\omega)|$ (divided by $Z_{0}$ and by $\left(\omega / \omega_{p}\right)^{1 / 2}$ ) calculated numerically from Eqs. (84), (143), and (144), is reported as a red solid curve in Fig. 23 as a function of $\omega / \omega_{p}$, together with the analytical approximations obtained as follows.


FIG. 21. Inverse imaginary part $-1 / \operatorname{Im} Z(\omega)$ of the surface impedance, normalized to the vacuum-impedance $Z_{0}$, as a function of inverse momentum-relaxation rate $\omega_{p} / \gamma_{\mathrm{mr}}$, for a hexagonal Fermi surface with Fermi-velocity modulus $v_{F}=2.5 \times 10^{-3} c, \omega / \omega_{p}=$ $10^{-4}$, and $\gamma_{\mathrm{mc}}=\max \left\{\gamma_{\mathrm{mr}}, \bar{\gamma}\right\}$, with $\bar{\gamma}=\left\{10^{-5}, 1,10^{3}\right\}$ for the blue, red, and gold curves respectively. Specular boundary conditions are assumed, according to Eq. (144). The dashed gray lines represent the limit $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$. (a) Results from Eq. (92), for tilting angle $\phi=0$ with respect to the surface; see Fig. 7(a). The scattering-less limit is given by Eq. (E13). (b) Results from Eqs. (101) and (102), for $\phi=\pi / 2$; see Fig. 7(b). The scattering-less limit stems from Eq. (E16).

## a. Normal skin effect and perfect-conductor regime

In the limit of large momentum-relaxation rate $\gamma_{\mathrm{mr}} \gg \gamma_{\mathrm{mc}}$ and small momentum $v_{F}\left|q_{x}\right| \ll\left(\omega+i \gamma_{\mathrm{mc}}\right)$, Eq. (84) reduces to the Ohmic result

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{1}{\gamma_{\mathrm{mr}}-i \omega} \tag{E1}
\end{equation*}
$$

Inserting Eq. (E1) in Eqs. (143) and (144), and performing the momentum integrations, we achieve

$$
\begin{equation*}
\frac{Z}{Z_{0}}=\frac{1-i}{\sqrt{2} \omega_{p}} \sqrt{\gamma_{\mathrm{mr}}-i \omega} \sqrt{\omega} \tag{E2}
\end{equation*}
$$

Equation (E2) gives $|Z(\omega)| \propto \sqrt{\gamma_{\mathrm{mr}} \omega}$ at low frequencies (normal skin effect), while it becomes $|Z(\omega)|=\mu_{0} \lambda_{L} \omega$ at high frequencies (perfect-conductor regime). Equation (E2) produces the dashed blue line in Fig. 23. The high-frequency limit of Eq. (E2) also gives the dashed light-blue line in Fig. 23, in the perfect-conductivity regime.

## b. Anomalous skin effect regime

For $\omega \gg\left\{\gamma_{\mathrm{mc}}, \gamma_{\mathrm{mr}}\right\}$ (ballistic regime, with negligible scattering) and $v_{F}\left|q_{x}\right| \gg\left(\omega+i \gamma_{\text {mc }}\right)$ (large momentum), Eq. (84)


FIG. 22. Inverse imaginary part $-1 / \operatorname{Im} Z(\omega)$ of the surface impedance, normalized to the vacuum-impedance $Z_{0}$, as a function of inverse momentum-relaxation rate $\omega_{p} / \gamma_{\mathrm{mr}}$, for a square Fermi surface with Fermi-velocity modulus $v_{F}=2.5 \times 10^{-3} c, \omega / \omega_{p}=10^{-4}$, and $\gamma_{\mathrm{mc}}=\max \left\{\gamma_{\mathrm{mr}}, \bar{\gamma}\right\}$, with $\bar{\gamma}=\left\{10^{-5}, 1,10^{3}\right\}$ for the blue, red, and gold curves, respectively. Specular boundary conditions are assumed, according to Eq. (144). The dashed gray lines represent the limit $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$. (a) Results from Eq. (110), for tilting angle $\phi=0$ with respect to the surface; see Fig. 8(a). The scattering-less limit is given by Eq. (E35). (b) Results from Eqs. (109) and (102), for $\phi=\pi / 4$; see Fig. 8(b). The scattering-less limit stems from Eq. (E15).


FIG. 23. Absolute value of the surface impedance $|Z(\omega)|$, divided by the vacuum impedance $Z_{0}$ and by $\left(\omega / \omega_{p}\right)^{1 / 2}$, as a function of $\omega / \omega_{p}$, for a circular Fermi surface (isotropic 2D case). We use the parameters $v_{F} / c=0.0025$, and $\gamma_{\mathrm{mr}}=10^{-4} \gamma_{\mathrm{mc}}=10^{-6} \omega_{p}$. Dashed curves show analytical results valid in each regime, derived in Appendixes E1a-E1c. The yellow-shaded area gives a qualitative estimation of the parameter space accessible to experiments [55].


FIG. 24. Skin effect regimes for an isotropic 2D (circular) Fermi surface, as measured by the surface impedance $Z(\omega)$ as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mr}}$, and frequency $\omega / \omega_{p}$, where $\omega_{p}$ is the plasma frequency (78). The Fermi-surface geometry is sketched on the left-hand side of the plot, together with the applied electric field $\boldsymbol{E}=E_{y} \hat{u}_{y}$ aligned with the $y$ axis, and the local Fermi velocity vectors shown by red arrows. (a) Regimes in the $\left(\gamma_{\mathrm{mr}}, \omega\right)$ plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (b) Regimes in the ( $\gamma_{\mathrm{mc}}, \omega$ ) plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. The color palette is the density plot of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$, giving the exponent $\eta$ of $Z(\omega) \propto \omega^{\eta}$. Dashed lines are the analytical crossover boundaries derived in Appendix E 1 d.
becomes

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{2}{v_{F} q_{x}} \tag{E3}
\end{equation*}
$$

Using Eq. (E3) in performing the integrations over momentum in Eqs. (143) and (144), we obtain

$$
\begin{equation*}
\frac{Z}{Z_{0}}=\frac{2}{3}\left(\frac{1}{\sqrt{3}}-i\right)\left(\frac{v_{F}}{2 c}\right)^{\frac{1}{3}}\left(\frac{\omega}{\omega_{p}}\right)^{\frac{2}{3}} \tag{E4}
\end{equation*}
$$

Hence, Eq. (E4) gives $|Z(\omega)| \propto \omega^{2 / 3}$, consistently with the literature on ballistic (anomalous) skin effect in isotropic systems $[48,54,55]$. Equation (E4) yields the dashed green line in Fig. 23.

## c. Hydrodynamic regime

We analyze hydrodynamic skin effect in the isotropic limit by expanding the denominator in the conductivity Eq. (84) for $\gamma_{\mathrm{mc}} \rightarrow+\infty$ at first order (assuming negligible momentum relaxation):

$$
\begin{equation*}
\frac{\sigma_{y y}\left(q_{x}, \omega\right)}{\epsilon_{0} \omega_{p}^{2}}=\frac{1}{-i \omega+\left(v_{F} q_{x}\right)^{2} /\left(4 \gamma_{\mathrm{mc}}\right)} \tag{E5}
\end{equation*}
$$

We then perform the integrals over momentum in Eqs. (143) and (144), using the expansion (E5), and we expand the result in the low-frequency limit $\omega \rightarrow 0^{+}$, to obtain

$$
\begin{equation*}
\frac{Z}{Z_{0}}=\frac{(-1+i)(-1)^{\frac{7}{8}} \sqrt{v_{F} / c}}{2 \sqrt{2 \omega_{p}} \gamma_{\mathrm{mc}}^{\frac{1}{4}}} \omega^{\frac{3}{4}} \tag{E6}
\end{equation*}
$$

Eq. (E6) produces the dashed orange line in Fig. 23.

## d. Crossover frequencies

To estimate characteristic frequencies for the various crossovers between different skin effect regimes, we consider the intersection points between the analytical results for
$|Z(\omega)|$ found in Appendixes E 1 a-E 1 c. Let us begin with the crossovers in the ( $\gamma_{\mathrm{mc}}, \omega$ ) plane, for $\gamma_{\mathrm{mc}} \geqslant \gamma_{\mathrm{mr}}$; see Fig. 24(b). Using the low-frequency expansion of Eqs. (E2) and (E6), we deduce the frequency $\omega=\omega_{n v}$ for the crossover between normal and viscous skin effect:

$$
\begin{equation*}
\omega_{n v}=\frac{16 \gamma_{\mathrm{mc}} \gamma_{\mathrm{mr}}^{2}}{\omega_{p}^{2}\left(v_{F} / c\right)^{2}} \tag{E7}
\end{equation*}
$$

Equation (E7) gives the green dot in Fig. 23 and the dashed yellow line in Fig. 24(b). It is consistent with the qualitative crossover condition (A)-(®) in Table III, up to a numerical constant. Employing Eqs. (E6) and (E4), we obtain the crossover frequency $\omega=\omega_{v a}$ between the viscous and anomalous regimes:

$$
\begin{equation*}
\omega_{v a}=C \gamma_{\mathrm{mc}}^{3}\left(\frac{c}{\omega_{p} v_{F}}\right)^{2} \tag{E8}
\end{equation*}
$$

with $C=4294967296 / 387420489 \approx 11.086$. Eq. (E8) produces the blue dot in Fig. 23 and the dashed light-blue line in Fig. 24(b). It agrees with the qualitative criterion (D)-(D) in Table III. The crossover frequency $\omega=\omega_{a p}$ between anomalous and perfect-conductor regimes follows from Eq. (E4) and $|Z(\omega)|=Z_{0} \omega / \omega_{p}:$

$$
\begin{equation*}
\omega_{a p}=\frac{32}{81 \sqrt{3}} \frac{v_{F}}{\lambda_{L}} . \tag{E9}
\end{equation*}
$$

The red dot in Fig. 23 and the dashed red line in Fig. 24(b) are both given by Eq. (E9). The latter is in qualitative agreement with the length-scale criterion (®)-® in Table III. Finally, the crossover between viscous skin effect and perfect-conductor regime is derived from Eq. (E6) and $|Z(\omega)|=Z_{0} \omega / \omega_{p}$, giving

$$
\begin{equation*}
\omega_{v p}=\frac{v_{F}^{2}}{16 \gamma_{\mathrm{mc}}} \frac{1}{\lambda_{L}^{2}} \tag{E10}
\end{equation*}
$$

Equation (E10) generates the dashed purple line in Fig. 24(b) and is consistent with the qualitative condition (D)- F in $\mathrm{Ta}-$ ble III. We now analyze the crossovers in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane, for $\gamma_{\mathrm{mc}}=\gamma_{\mathrm{mr}}$; see Fig. 24(a). The boundary between normal and anomalous skin effect follows from Eqs. (E2) and (E4):

$$
\begin{equation*}
\omega_{n a}^{\prime}=\frac{19683}{1024}\left(\frac{\lambda_{L}}{v_{F}}\right)^{2} \gamma_{\mathrm{mr}}^{3} \tag{E11}
\end{equation*}
$$

Equation (E11) yields the dashed yellow line in Fig. 24(a), and is consistent with the qualitative condition (A)-(D) in Table II. The crossover between anomalous and perfect-conductor regimes is independent from $\gamma_{\mathrm{mr}}$, and it follows Eq. (E9) as previously found from Eq. (E4). Therefore Eq. (E9) also gives the dashed red line in Fig. 24(a), in agreement with the condition (2)-® in Table II. Lastly, a boundary between the normal and perfect-conductor regimes stems from the lowfrequency expansion of Eq. (E2) and $|Z(\omega)|=Z_{0} \omega / \omega_{p}$. We simply obtain

$$
\begin{equation*}
\omega_{n p}^{\prime}=\gamma_{\mathrm{mr}} \tag{E12}
\end{equation*}
$$

which is in full agreement with the criterion (A)-(B) in Table II, and produces the dashed light-blue line in Fig. 24(a).

## 2. Hexagonal Fermi surface

This Appendix contains the analysis of the surface impedance for a hexagonal Fermi surface and rotation angles $\phi=\{0, \pi / 2\}$.

## a. Scattering-less regime

In the absence of scattering, i.e., $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$, and for $\phi=0$, the conductivity reduces to Eq. (94) and the integral over $z$ in Eq. (144) can be evaluated analytically:

$$
\begin{align*}
\frac{Z}{Z_{0}} & =\frac{1}{2 \sqrt{2}} \frac{\omega}{\omega_{p}} \frac{v_{F}}{c} \frac{\left(\alpha_{2}-i \alpha_{3}\right)-\omega / \omega_{p}\left(\alpha_{2}-i \alpha_{3}\right) / \alpha_{1}}{\alpha_{2} \alpha_{3}}  \tag{E13a}\\
\alpha_{1} & =\sqrt{\left(\frac{\omega}{\omega_{p}}\right)^{2}+\left(\frac{v_{F}}{c}\right)^{2}}  \tag{E13b}\\
\alpha_{2} & =\sqrt{\frac{\omega}{\omega_{p}}\left(\alpha_{1}-\frac{\omega}{\omega_{p}}\right)}  \tag{E13c}\\
\alpha_{3} & =\sqrt{\frac{\omega}{\omega_{p}}\left(\alpha_{1}+\frac{\omega}{\omega_{p}}\right)} \tag{E13d}
\end{align*}
$$

The surface impedance (E13) crosses over from $\operatorname{Re} Z(\omega) \sim$ $\omega^{1 / 2}$ and $-\operatorname{Im} Z(\omega) \sim \omega^{1 / 2}$ at low frequency to $\operatorname{Re} Z(\omega) \ll$ $-\operatorname{Im} Z(\omega) \sim \omega$ at high $\omega$, as shown by the solid and dashed blue curves in Fig. 25, respectively. We can understand this crossover analytically, by combining Eq. (144) with the conductivity (94) as done in Sec. V A: in the regime $\omega \ll v_{F}\left|q_{x}\right|$, we directly obtain

$$
\begin{equation*}
Z(\omega) \approx \frac{1-i}{2} Z_{0} \sqrt{\frac{v_{F}}{c}} \sqrt{\frac{\omega}{\omega_{p}}}=\mu_{0} \omega \frac{1-i}{2} \delta_{s}(\omega) \tag{E14}
\end{equation*}
$$

with the skin depth $\delta_{s}(\omega)$ given by Eq. (131), while for $\omega \gg v_{F}\left|q_{x}\right|$, the momentum dependence of the conductivity


FIG. 25. Surface impedance $Z(\omega)$ normalized to the vacuumimpedance $Z_{0}$, as a function of dimensionless frequency $\omega / \omega_{p}$, for a hexagonal Fermi surface with Fermi-velocity modulus $v_{F}=2.5 \times$ $10^{-3} c$, in the limit without relaxation and collisions, i.e., $\gamma_{\mathrm{mr}}=$ $\gamma_{\mathrm{mc}}=0$. Blue (gold) curves show the results for crystals tilted at an angle $\phi=0(\phi=\pi / 2)$ with respect to the surface, according to Eq. (E13) [Eq. (E16)]. Solid and dashed lines refer to $\operatorname{Re} Z(\omega)$ and $-\operatorname{Im} Z(\omega)$, respectively.
disappears and

$$
\begin{equation*}
Z(\omega) \approx-i Z_{0} \frac{\omega}{\omega_{p}}=-i \mu_{0} \omega \lambda_{L} \tag{E15}
\end{equation*}
$$

i.e., with the frequency-independent skin depth $\delta_{s} \equiv \lambda_{L}$ associated with a perfect conductivity. In fact, as noticed in Sec. V, the high-frequency limit (E15) of the surface impedance is general and independent from the shape of the anisotropic 2D Fermi surface.

In the limit $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$ and $\phi=\pi / 2$, the conductivity is given by Eq. (104) and the integral over $z$ in Eq. (144) yields the analytical result

$$
\begin{align*}
\frac{Z}{Z_{0}}= & i \frac{\sqrt{3}}{2} \frac{\omega}{\omega_{p}} \frac{v_{F}}{c} \frac{1}{\beta_{1}}\left[\frac{-2\left(\omega / \omega_{p}\right)^{2}-\left(v_{F} / c\right)^{2}+\beta_{1}}{-2\left(\omega / \omega_{p}\right)^{2}+\left(v_{F} / c\right)^{2}-\beta_{1}}\right. \\
& \left.-\frac{2\left(\omega / \omega_{p}\right)^{2}+\left(v_{F} / c\right)^{2}+\beta_{1}}{-2\left(\omega / \omega_{p}\right)^{2}+\left(v_{F} / c\right)^{2}+\beta_{1}}\right]  \tag{E16a}\\
\beta_{1}= & \sqrt{4\left(\frac{\omega}{\omega_{p}}\right)^{2}+8\left(\frac{\omega}{\omega_{p}} \frac{v_{F}}{c}\right)^{2}+\left(\frac{v_{F}}{c}\right)^{4}} \tag{E16b}
\end{align*}
$$

The high-frequency limit of the surface impedance (E16) is characteristic of a perfect conductivity with no momentum dependence, as mentioned in the preceding section. However, for $\phi=\pi / 2$, we have at low frequencies $\operatorname{Re} Z(\omega) \ll$ $-\operatorname{Im} Z(\omega) \sim \omega$, as shown by the solid and dashed gold curves in Fig. 25. This behavior is understood by using Eqs. (144) and (104) in the limit $\omega \ll v_{F}\left|q_{x}\right|$, which straightforwardly gives

$$
\begin{equation*}
Z(\omega) \approx-i Z_{0} \sqrt{\frac{3}{2}} \frac{\omega}{\omega_{p}}=-i \mu_{0} \omega \delta_{s} \tag{E17}
\end{equation*}
$$

with the skin depth $\delta_{s}=\sqrt{3 / 2} \lambda_{L}$ in accordance with Eq. (134). Therefore, under the assumption $\omega \ll v_{F} q_{x}$ valid at low frequencies, we expect a qualitative difference in the
skin depth and the surface impedance between the orientations $\phi=0$ and $\pi / 2$. An analogous difference follows from the analysis of $Z(\omega)$ for a square Fermi surface, as performed in Appendix E 3 .

## b. Normal and perfect-conductor regimes

For orientation angle $\phi=0$, the low-momentum conductivity follows Eq. (96). To order $o\left[\left(v_{F} q_{x}\right)^{2}\right]$, such conductivity is momentum-independent, and equivalent to the one of the Drude model, Eq. (120). Inserting this momentumindependent conductivity in Eqs. (143) and (144) and performing the momentum integrations, we straightforwardly obtain

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=-i \frac{\omega}{\omega_{p}} \sqrt{1+\frac{i \gamma_{\mathrm{mr}}}{\omega}} \tag{E18}
\end{equation*}
$$

Equation (E18) gives the dashed blue line in Fig. 9(a). At low frequencies, it implies $|Z(\omega)| \propto \omega^{1 / 2}$, while for $\omega \rightarrow+\infty$ it becomes the perfect-conductor result $Z(\omega)=-i Z_{0} \omega / \omega_{p}=$ $-i \mu_{0} \lambda_{L} \omega$. The latter also gives the dashed light blue line in Fig. 9(a).

The conductivity for $\phi=\pi / 2$ in the low-momentum regime is the same as for $\phi=0$, i.e., Eq. (96), to order $o\left[\left(v_{F} q_{x}\right)^{2}\right]$. This is a consequence of the property mentioned in Sec. IV B 2, that the electrodynamics is independent of orientation angle $\phi$ in the $q_{x} \rightarrow 0^{+}$limit for a hexagonal Fermi surface. Hence, Eq. (E18) also gives the dashed blue line in Fig. 9(b), while the dashed light blue line in the same figure follows $Z(\omega)=-i \mu_{0} \lambda_{L} \omega$.

## c. Anomalous regime

To analyze the high-momentum anomalous regime for angle $\phi=0$, we use the expansion of Eq. (92) to leading order in $q_{x} \rightarrow+\infty$, which gives Eq. (95). Inserting the latter into Eqs. (143) and (144) and performing the momentum integrations analytically, we obtain

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=\frac{1-i}{\sqrt{2 \omega_{p}}} \frac{\sqrt{v_{F} / c} \omega^{\frac{3}{4}}}{2\left(\omega+i \gamma_{\mathrm{mc}}\right)^{\frac{1}{4}}} . \tag{E19}
\end{equation*}
$$

In the regime $\omega \gg \gamma_{\mathrm{mc}}$, Eq. (E19) gives

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=\frac{1-i}{2 \sqrt{2}} \sqrt{\frac{v_{F} \omega}{c \omega_{p}}} . \tag{E20}
\end{equation*}
$$

Equation (E20) gives the dashed green line in Fig. 9(a).
For orientation angle $\phi=\pi / 2$, we use the highmomentum expansion (106) of the conductivity in performing the momentum integrals of Eqs. (143) and (144). The result is

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=\frac{-i \omega}{\sqrt{2}} \sqrt{3+\frac{i\left(\gamma_{\mathrm{mc}}+2 \gamma_{\mathrm{mr}}\right)}{\omega}} \tag{E21}
\end{equation*}
$$

The low-frequency expansion of Eq. (E21) at leading order gives

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=\frac{1-i}{2 \omega_{p}} \sqrt{\left(\gamma_{\mathrm{mc}}+2 \gamma_{\mathrm{mr}}\right) \omega} \tag{E22}
\end{equation*}
$$

which yields the dashed green line in Fig. 9(b). We can extract a skin depth from Eq. (E22) in the presence of scattering, by
defining $Z(\omega)=(1-i) / 2 \mu_{0} \omega \delta_{s}(\omega)$. This gives Eq. (135) for the skin depth.

## d. Hydrodynamic regime

To obtain the hydrodynamic impedance for $\phi=0$, it is sufficient to consider Eq. (E19) in the limit $\gamma_{\mathrm{mc}} \gg \omega$ (dominant momentum-conserving collisions). This way, we obtain

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=\frac{1-i}{2 \sqrt{2 \omega_{p}}} \frac{\sqrt{v_{F} / c} \omega^{\frac{3}{4}}}{\left(i \gamma_{\mathrm{mc}}\right)^{\frac{1}{4}}} . \tag{E23}
\end{equation*}
$$

Equation (E23) produces the dashed orange line in Fig. 9(a).
For orientation angle $\phi=\pi / 2$, the analysis of the hydrodynamic regime requires to push the expansion (106) to the next term of order $\left(v_{F} q_{x}\right)^{-2}$. Using such term in the momentum integrals in Eqs. (143) and (144), and expanding the result for $\omega \rightarrow 0$ at leading order, produces

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=-\frac{(-1)^{3 / 4}}{2 \sqrt{\omega_{p}}}\left(\frac{\omega}{\gamma_{\mathrm{mc}}}\right)^{\frac{3}{4}} \sqrt{\frac{v_{F}}{c}\left(\gamma_{\mathrm{mc}}+2 \gamma_{\mathrm{mr}}\right)} . \tag{E24}
\end{equation*}
$$

Equation (E24) gives the dashed orange line in Fig. 9(b).

## e. Crossover frequencies

For $\phi=0$, we begin by finding crossover boundaries in the $\left(\gamma_{\mathrm{mc}}, \omega\right)$ plane for $\gamma_{\mathrm{mc}} \geqslant \gamma_{\mathrm{mr}}$. The crossover frequency between normal and viscous skin effect results from equating $|Z(\omega)|$ from the low-frequency expansion of Eq. (E18) and from Eq. (E23), and solving for $\omega=\omega_{n v}$. We obtain

$$
\begin{equation*}
\omega_{n v}=\frac{16 \gamma_{\mathrm{mc}} \gamma_{\mathrm{mr}}^{2}}{\omega_{p}^{2}\left(v_{F} / c\right)^{2}} \tag{E25}
\end{equation*}
$$

Equation (E25) gives the green dot in Fig. 9(a) and the dashed yellow curve in Fig. 10(b). It is also consistent with the qualitative criterion for the crossover ${ }^{(A)}$-(ㄱ) in Table III. To evaluate the crossover frequency between viscous and anomalous skin effect, we equate $|Z(\omega)|$ from Eqs. (E23) and (E20), solving for $\omega=\omega_{v a}$. This gives simply

$$
\begin{equation*}
\omega_{v a}=\gamma_{\mathrm{mc}} \tag{E26}
\end{equation*}
$$

Equation (E26) yields the blue dot in Fig. 9(a) and the dashed light-blue curve in Fig. 10(b). Besides, Eq. (E26) fully agrees with the qualitative condition (Q-(2) in Table III. The crossover frequency between anomalous and perfect-conductor regimes results from equating $|Z(\omega)|$ stemming from Eqs. (E20) and $|Z(\omega)|=Z_{0} \omega / \omega_{p}$, solving for $\omega=\omega_{a p}$. We have

$$
\begin{equation*}
\omega_{a p}=\omega_{p} \frac{v_{F}}{4 c} . \tag{E27}
\end{equation*}
$$

Equation (E27) produces the red dot in Fig. 9(a) and the dashed red curve in Fig. 10(b). Up to the numerical prefactor $1 / 4$, it is consistent with the boundary (2)-(E) in Table III. Finally, there is a crossover between viscous and perfectconductor regimes, found by equating Eq. (E23) and $|Z(\omega)|=$ $Z_{0} \omega / \omega_{p}$. The corresponding frequency is

$$
\begin{equation*}
\omega_{v p}=\left(\frac{v_{F}}{\lambda_{L}}\right)^{2} \frac{1}{16 \gamma_{\mathrm{mc}}} . \tag{E28}
\end{equation*}
$$

Equation (E28) generates the dashed purple line in Fig. 10(b), and it is in qualitative agreement with the length-scale criterion $(\mathbb{)}-®$ from Table III.

For $\phi=\pi / 2$, we evaluate the crossover between normal and viscous skin effect by equating $|Z(\omega)|$ which result from the low-frequency expansion of Eq. (E18) and from the lengthy analytical expression which produces the dashed orange line in Fig. 9(b), in hydrodynamic regime. Here we quote the final result:

$$
\begin{equation*}
\omega_{n v}=\frac{16 \gamma_{\mathrm{mc}}^{3} \gamma_{\mathrm{mr}}^{2}}{\left(\gamma_{\mathrm{mc}}+2 \gamma_{\mathrm{mr}}\right)^{2}\left(v_{F} / c\right)^{2} \omega_{p}^{2}} \tag{E29}
\end{equation*}
$$

Equation (E29) gives the green dot in Fig. 9(b) and the dashed yellow curve in Fig. 10(d). It also respects the qualitative criterion (A)-(®) in Table III, up to corrections of higher order in $\gamma_{\mathrm{mc}}$ and $\delta \gamma$. The crossover between viscous and anomalous skin effect results from equating $|Z(\omega)|$ stemming from the analytical expression in hydrodynamic regime and from Eq. (E22). The final result is

$$
\begin{equation*}
\omega_{v a}=\frac{4 \gamma_{\mathrm{mc}}^{3}}{\omega_{p}^{2}\left(v_{F} / c\right)^{2}} \tag{E30}
\end{equation*}
$$

Equation (E30) yields the blue dot in Fig. 9(b) and the dashed light-blue curve in Fig. 10(d). It is consistent with the condition ©-(D) in Table III, up to higher-order corrections in $\gamma_{\mathrm{mc}}$ and $\delta \gamma$. We obtain the crossover frequency between anomalous and perfect-conductor by equating $|Z(\omega)|$ stemming from Eqs. (E22) and $|Z(\omega)|=Z_{0} \omega / \omega_{p}$, solving for $\omega=\omega_{a p}$. We have

$$
\begin{equation*}
\omega_{a p}=\frac{\gamma_{\mathrm{mc}}}{2}+\gamma_{\mathrm{mr}} . \tag{E31}
\end{equation*}
$$

Equation (E31) produces the red dot in Fig. 9(b) and the dashed red curve in Fig. 10(d). It qualitatively agrees with the criterion (Q-(2) reported in Table III, at leading order in $\gamma_{\mathrm{mc}}$. Lastly, the crossover between viscous and perfect-conductor regimes stems from from the analytical expression in hydrodynamic regime and from $|Z(\omega)|=Z_{0} \omega / \omega_{p}$. We obtain

$$
\begin{equation*}
\omega_{v p}=\frac{\left(\gamma_{\mathrm{mc}}+2 \gamma_{\mathrm{mr}}\right)^{2}\left(v_{F} / c\right)^{2}}{16 \gamma_{\mathrm{mc}}^{3}} \omega_{p}^{2} \tag{E32}
\end{equation*}
$$

At leading order in $\gamma_{\mathrm{mc}}$, Eq. (E32) agrees with the qualitative condition (ㄱ)-® in Table III. The dashed purple line in Fig. 10(d) stems from Eq. (E32).

We now trace the visible crossover boundaries in the $\left(\gamma_{\mathrm{mr}}, \omega\right)$ plane for $\gamma_{\mathrm{mc}}=\gamma_{\mathrm{mr}}$. For $\phi=0$, we find a crossover between normal and viscous skin effect by equating the leading low-frequency expansion of Eqs. (E18) and (E23):

$$
\begin{equation*}
\omega_{n v}^{\prime}=16\left(\frac{\lambda_{L}}{v_{F}}\right)^{2} \gamma_{\mathrm{mr}}^{3} \tag{E33}
\end{equation*}
$$

Equation (E33) yields the dashed yellow line in Fig. 10(a), and it qualitatively agrees with the length-scale criterion (A)-(D) in Table II. The crossover between viscous and anomalous regimes is found through Eqs. (E23) and (E20), with the simple result of Eq. (E12), as in the isotropic case. It is in perfect agreement with the criterion (Q)-(2) in Table II. Then, Eq. (E12) produces the dashed light-blue line in Fig. 10(a). The boundary between the anomalous and perfect-conductor regimes can
be estimated through Eq. (E20) and $|Z(\omega)|=Z_{0} \omega / \omega_{p}$ : it is independent from $\gamma_{\mathrm{mr}}$ and $\gamma_{\mathrm{mc}}$, and gives Eq. (E27). This result gives the dashed red line in Fig. 10(a), in accordance with the qualitative condition (©)-(E) in Table II. Finally, we estimate the boundary between the normal and perfect-conductor regimes using Eq. (E18) and $|Z(\omega)|=Z_{0} \omega / \omega_{p}$. We simply retrieve Eq. (E12), in the same way as for the crossover between viscous and anomalous skin effect. Hence, Eq. (E12) corresponds also to the dashed purple line in Fig. 10(a), in agreement with the condition ${ }^{(A)}-$ (B) in Table II.

In the configuration with $\phi=\pi / 2$, the only visible crossover with $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$ is the one between anomalous and perfect-conductor regimes. It is found by equating the lowfrequency expansion of Eq. (E22) with $|Z(\omega)|=Z_{0} \omega / \omega_{p}$, and it simply gives

$$
\begin{equation*}
\omega_{a p}^{\prime}=\frac{3}{2} \gamma_{\mathrm{mr}}, \tag{E34}
\end{equation*}
$$

This equation provides the dashed red line in Fig. 10(c), and it qualitatively agrees with the criteria (D)-(2) and (A)-(B) in Table II.

## 3. Square Fermi surface

In this Appendix, we derive analytical expressions for the surface impedance assuming a square Fermi surface and rotation angles $\phi=\{0, \pi / 4\}$.

## a. Scattering-less regime

In the same way as in Sec. VI A, we can analyze the scattering-less limit of the surface impedance for a square Fermi surface. In the geometry with tilting angle $\phi=0$, using Eq. (144) and the conductivity (112), from the integral over $z$, we directly obtain

$$
\begin{align*}
\frac{Z(\omega)}{Z_{0}} & =i \frac{\omega}{\omega_{p}} \frac{v_{F}}{c} \frac{\gamma_{1}\left(\gamma_{2}-\gamma_{3}\right)-\omega / \omega_{p}\left(\gamma_{2}+\gamma_{3}\right)}{2 \gamma_{1} \gamma_{2} \gamma_{3}}  \tag{E35a}\\
\gamma_{1} & =\sqrt{\left(\frac{\omega}{\omega_{p}}\right)^{2}+2\left(\frac{v_{F}}{c}\right)^{2}},  \tag{E35b}\\
\gamma_{2} & =\sqrt{\frac{\omega}{\omega_{p}}\left(\gamma_{1}-\frac{\omega}{\omega_{p}}\right)}  \tag{E35c}\\
\gamma_{3} & =\sqrt{-\frac{\omega}{\omega_{p}}\left(\gamma_{1}+\frac{\omega}{\omega_{p}}\right)} . \tag{E35d}
\end{align*}
$$

Figure 26 shows the real and (minus the) imaginary parts of the surface impedance (E35a) as a function of $\omega / \omega_{p}$, as blue solid and dashed curves, respectively. The behavior of $Z(\omega)$ is very similar to the one for a hexagonal Fermi surface with $\phi=0$; see Fig. 25. We can trace back this analogy to the similar form of the conductivities (94) and (112) for the hexagonal and square case respectively, which also give the same qualitative behavior of the skin depths (131) and (137). Consequently, in the regime $\omega \ll v_{F}\left|q_{x}\right|$ the conductivity (112) and Eq. (144) formally yield Eq. (E14), but with Eq. (137) for the skin depth in square geometry. In the highfrequency limit $\omega \gg v_{F}\left|q_{x}\right|$, we retrieve the smallest possible skin depth $\lambda_{L}$ and the impedance follows Eq. (E15).


FIG. 26. Surface impedance $Z(\omega)$ normalized to the vacuumimpedance $Z_{0}$, as a function of dimensionless frequency $\omega / \omega_{p}$, for a square Fermi surface with Fermi-velocity modulus $v_{F}=2.5 \times$ $10^{-3} c$, in the limit without relaxation and collisions, i.e., $\gamma_{\mathrm{mr}}=$ $\gamma_{\mathrm{mc}}=0$. Blue (gold) curves show the results for crystals tilted at an angle $\phi=0(\phi=\pi / 4)$ with respect to the surface, according to Eq. (E35) [Eq. (E15)]. Solid and dashed lines refer to $\operatorname{ReZ}(\omega)$ and $-\operatorname{Im} Z(\omega)$, respectively. Notice that the impedance is entirely imaginary for the $\phi=\pi / 4$ case.

As the skin depth analyzed in Sec. VB, the surface impedance of the square Fermi surface is qualitatively modified by the presence of two large portions of the Fermi surface parallel to the applied field for $\phi=\pi / 4$; see Fig. 8. In fact, the disappearance of the momentum dependence of the conductivity generates the London skin depth $\delta \equiv \lambda_{L}$, so that the surface impedance is simply given by Eq. (E15): it is purely imaginary and linear in frequency. Such evolution with $\omega$ is shown by the dashed gold line in Fig. 26 and is valid at any frequency in the absence of scattering. Hence, we expect a qualitative change in $Z(\omega)$ between the orientations $\phi=0$ and $\phi=\pi / 4$, with the disappearance of $\operatorname{Re} Z(\omega)$ in the latter case for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}=0$. Notice that such disappearance does not occur for $\gamma_{\mathrm{mc}}>0$, as shown by the asymptotic limits for $\gamma_{\mathrm{mr}} \rightarrow 0$ shown in Fig. 14: in that case, the asymptotic value of the surface resistance is entirely due to momentumconserving collisions.

## b. Normal and perfect-conductor regimes

Assuming an orientation $\phi=0$, the low-momentum conductivity is given by Eq. (113). To order $o\left[\left(v_{F} q_{x}\right)^{2}\right]$, such conductivity does not depend on momentum, and is equivalent to the one of the Drude model. Inserting the momentumindependent term in Eqs. (143) and (144), and performing the momentum integrations, we retrieve Eq. (E18). Hence, Eq. (E18) also gives the dashed blue line in Fig. 12(a). At low frequencies, it implies $Z(\omega) \propto \omega^{1 / 2}$, while in the high-frequency limit it turns into the perfect-conductor result $Z(\omega)=-i \mu_{0} \lambda_{L} \omega$, which is also shown by the dashed light blue line in Fig. 12(a).

For angle $\phi=\pi / 4$, the conductivity is (120), identical to the one of the Drude local conductor for any momentum. Therefore, in the regime of normal skin effect, we obtain Eq. (E18) for both $\phi=0$ and $\pi / 4$, and this result gives the
dashed blue line in Fig. 12(b) as well. The dashed light-blue line in Fig. 12(b) shows the perfect-conductor high-frequency $\operatorname{limit} Z(\omega)=-i \mu_{0} \lambda_{L} \omega$.

## c. Anomalous regime

For angle $\phi=0$, we use the expansion of Eq. (110) to leading order in $q_{x} \rightarrow+\infty$, which gives Eq. (115). Using Eqs. (143) and (144), we obtain

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=\frac{1-i}{2 \sqrt{\omega_{p}}} \frac{\sqrt{v_{F} / c} i \omega}{\left[2 \omega\left(\omega+i \gamma_{\mathrm{mc}}\right)\right]^{\frac{1}{4}}} . \tag{E36}
\end{equation*}
$$

In the limit $\omega \gg \gamma_{\mathrm{mc}}$, Eq. (E36) yields

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=\frac{1-i}{2^{5 / 4}} \sqrt{\frac{v_{F}}{c}} \sqrt{\frac{\omega}{\omega_{p}}} \tag{E37}
\end{equation*}
$$

which gives the dashed green line in Fig. 12(a).
Rotating the Fermi surface by an angle $\phi=\pi / 4$, the conductivity (120) is momentum-independent, therefore the anomalous regime is absent.

## d. Hydrodynamic regime

The hydrodynamic limit of the impedance for $\phi=0$ follows directly from Eq. (E36) in the limit $\omega \ll \gamma_{\mathrm{mc}}$ :

$$
\begin{equation*}
\frac{Z(\omega)}{Z_{0}}=\frac{1-i}{2^{5 / 4} \sqrt{\omega_{p}}} \frac{\sqrt{v_{F} / c} \omega^{\frac{3}{4}}}{\left(i \gamma_{\mathrm{mc}}\right)^{\frac{1}{4}}} \tag{E38}
\end{equation*}
$$

Equation (E38) produces the dashed orange line in Fig. 12(a).
For $\phi=\pi / 4$, the momentum dependence of the conductivity vanishes, and there is no viscous regime.

## e. Crossover frequencies

Let us first define criteria to distinguish the skin effect regimes in the $\left(\gamma_{\mathrm{mc}}, \omega\right)$ plane for $\gamma_{\mathrm{mc}} \geqslant \gamma_{\mathrm{mr}}$. For $\phi=0$, we obtain the crossover frequency between normal and viscous skin effect from equating $|Z(\omega)|$ that stem from the lowfrequency expansion of Eq. (E18) and from Eq. (E38), and we solve for $\omega=\omega_{n v}$. We have

$$
\begin{equation*}
\omega_{n v}=\frac{8 \gamma_{\mathrm{mc}} \gamma_{\mathrm{mr}}^{2}}{\omega_{p}^{2}\left(v_{F} / c\right)^{2}} \tag{E39}
\end{equation*}
$$

Equation (E39) gives the green dot in Fig. 12(a) and the dashed yellow curve in Fig. 13(b). As for the other Fermisurface geometries, we can qualitatively interpret Eq. (E39) as the crossover line (A)-(D) in Table III. The crossover frequency between viscous and anomalous skin effect stems from equating $|Z(\omega)|$ from Eqs. (E38) and (E37). The solution is $\omega=\omega_{v a}=\gamma_{\mathrm{mc}}$, as for the hexagonal case Eq. (E26). Therefore Eq. (E26) also yields the blue dot in Fig. 12(a) and the dashed light-blue curve in Fig. 13(b). It coincides with the lenght-scale criterion (0)-(3) in Table III. The crossover between anomalous and perfect-conductor regimes results from equating $|Z(\omega)|$ according to Eqs. (E37) and $|Z(\omega)|=$ $Z_{0} \omega / \omega_{p}$, solving for $\omega=\omega_{a p}$. We have

$$
\begin{equation*}
\omega_{a p}=\omega_{p} \frac{v_{F}}{2 \sqrt{2} c} \tag{E40}
\end{equation*}
$$

Equation (E40) generates the red dot in Fig. 12(a) and the dashed red curve in Fig. 13(b). Up to the prefactor $1 /(2 \sqrt{2})$, it
agrees with the condition ©-(V) in Table III. Finally, we find a boundary between viscous and perfect-conductor regimes by equating Eq. (E38) and $|Z(\omega)|=Z_{0} \omega / \omega_{p}$. We obtain

$$
\begin{equation*}
\omega_{v p}=\frac{1}{8}\left(\frac{v_{F}}{\lambda_{L}}\right)^{2} \frac{1}{\gamma_{\mathrm{mc}}} \tag{E41}
\end{equation*}
$$

Equation (E41) is in qualitative agreement with the criterion (1)-(F) in Table III, and it produces the dashed purple line in Fig. 13(b).

For $\phi=\pi / 4$, the only crossover occurs between the normal and perfect-conductor regimes. We achieve $\omega_{n p}=\gamma_{\mathrm{mr}}$, in agreement with Eq. (E12) and independently from $\gamma_{\mathrm{mc}}$. Then, Eq. (E12) gives the red dot in Fig. 12(b) and the dashed red line in Fig. 13(d). It is perfectly consistent with the qualitative criteria (A)-(B) and (D)-(2) in Table II.

We now define crossover boundaries for the square geometry, in the $\left(\gamma_{\mathrm{mr}}, \omega\right)$ plane for $\gamma_{\mathrm{mc}}=\gamma_{\mathrm{mr}}$. For $\phi=0$, there is a crossover between normal and viscous skin effect, found by equating the low-frequency expansion of Eqs. (E18) and (E38):

$$
\begin{equation*}
\omega_{n v}^{\prime}=8\left(\frac{\lambda_{L}}{v_{F}}\right)^{2} \gamma_{\mathrm{mr}}^{3} \tag{E42}
\end{equation*}
$$

Equation (E42) is in qualitative agreement with the criterion (A)-(D) in Table II, and it generates the dashed yellow line in Fig. 13(a). A boundary between the viscous and anomalous regimes is identified by the frequency at which Eqs. (E38) and (E37) coincide. As for the hexagonal and circular geometries, this gives Eq. (E12), which is equivalent to the condition (D)-(2) in Table II, and it produces the dashed light-blue line in Fig. 13(a). The crossover between the anomalous and perfect-conductor regimes is estimated by equating Eq. (E37) and $|Z(\omega)|=Z_{0} \omega / \omega_{p}$. One retrieves Eq. (E40), consistently with the previous analysis in the $\left(\gamma_{\mathrm{mc}}, \omega\right)$ plane. Therefore Eq. (E40) is also qualitatively consistent with the condition (2)-(E) in Table II, and it yields the dashed red line in Fig. 13(a). Besides, there is a crossover between normal and perfect-conductor regimes, which is identified through the equality between the low-frequency expansion of Eq. (E18) and $|Z(\omega)|=Z_{0} \omega / \omega_{p}$. In this case, we retrieve Eq. (E12), in perfect agreement with the length-scale criterion (A)-(B) in Table II. Hence, Eq. (E12) also produces the dashed purple line in Fig. 13(a).

In the configuration with $\phi=\pi / 4$, there is but one crossover with $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$ : the one between normal and perfect-conductor regimes. It is given by $\omega_{n p}=\gamma_{\mathrm{mr}}$, which agrees with Eq. (E12) as in the ( $\gamma_{\mathrm{mc}}, \omega$ ) plane. This equation gives the dashed red line in Fig. 10(c), and it is equivalent to the qualitative criteria (0)-(2) and $(\mathbb{A})-$ (B) in Table II.

## APPENDIX F: FREQUENCY SCALING OF THE SURFACE IMPEDANCE FOR SPECULAR INTERFACE SCATTERING

In this section, we derive the scaling relation (4) for the frequency dependence of the impedance $Z(\omega)$ analytically for specular interface scattering. We start from Eq. (142) and neglect the displacement current, leading to Eq. (144), that is

$$
\begin{equation*}
Z(\omega) \approx \frac{i \omega \mu_{0}}{\pi} \int_{-\infty}^{+\infty} d q_{x} \frac{1}{\mu_{0} i \omega \sigma_{y y}\left(q_{x}, \omega\right)-q_{x}^{2}} \tag{F1}
\end{equation*}
$$

Assuming the scaling relation (146) for the conductivity, we can write $\mu_{0} i \omega \sigma_{y y}\left(q_{x}, \omega\right)=-\alpha_{1}(-i \omega)^{-\beta+1} q_{x}^{-\alpha}$. Inserting the latter equation into Eq. (F1) and performing the momentum integration analytically, we obtain

$$
\begin{align*}
Z(\omega) & =\frac{2 \mu_{0}}{\pi} \Gamma\left(\frac{1+\alpha}{2+\alpha}\right) \Gamma\left(\frac{3+\alpha}{2+\alpha}\right) \alpha_{1}^{-\frac{1}{2+\alpha}}(-i \omega)^{\frac{\beta+\alpha+1}{2+\alpha}} \\
& \propto(-i \omega)^{\eta}, \tag{F2}
\end{align*}
$$

where $\Gamma(z)=\int_{0}^{+\infty} d t e^{-t} t^{z-1}$ is the Euler Gamma function, and $\eta=(1+\alpha+\beta) /(2+\alpha)$. Using $(-i)^{\eta}=e^{-i \eta \pi / 2}$, we retrieve the scaling relation (4).

## APPENDIX G: INFLUENCE OF BOUNDARY CONDITIONS ON THE IMPEDANCE MODULUS

In this section, we check the results in Figs. 10, 13, and 24 against the effect of different boundary conditions at the vacuum-metal interface. While specular interface scattering is assumed in the main text, here we employ diffusive scattering. In this case, the electric field inside the metal satisfies [48,54,55]

$$
\begin{align*}
& \left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\omega^{2}}{c^{2}}\right) E_{y}^{d}(x, \omega) \\
& \quad=-i \mu_{0} \omega J_{y}^{d}(x, \omega) \\
& \quad=-i \mu_{0} \omega \int_{0}^{+\infty} d x^{\prime} \sigma_{y y}\left(x-x^{\prime}, \omega\right) E_{y}^{d}\left(x^{\prime}, \omega\right) \tag{G1}
\end{align*}
$$

We assume that $\lim _{x \rightarrow+\infty}\left|E_{y}^{d}(x, \omega)\right|=0$, and also that $\lim _{z \rightarrow+\infty}\left|\partial E_{y}^{d}(x, \omega) / \partial x\right|=\lim _{x \rightarrow+\infty}\left|\partial^{2} E_{y}^{s}(x, \omega) / \partial x^{2}\right|=0$ [48]. Here we have the additional complication that the driving term in Eq. (G1) only acts in the half-infinite space $x \in(0,+\infty)$, which in principle prevents us from directly switching to momentum space. We follow Ref. [48] in defining $E_{y}^{d}(x, \omega)=0: x<0$ and an auxiliary field

$$
\tilde{E}(x, \omega)= \begin{cases}0, & x \geqslant 0  \tag{G2}\\ i \mu_{0} \omega \int_{0}^{+\infty} d x^{\prime} \sigma_{y y}\left(x-x^{\prime}, \omega\right) E_{y}^{d}\left(x^{\prime}, \omega\right), & x<0\end{cases}
$$

where $\sigma_{y y}\left(x-x^{\prime}, \omega\right)$ is the nonlocal conductivity. Then, by construction the wave equation (G1) is equivalent to the problem

$$
\begin{align*}
& \tilde{E}(x, \omega) \\
& \quad=\frac{\partial^{2} E_{y}^{d}(x, \omega)}{\partial x^{2}}+\frac{\omega^{2}}{c^{2}} E_{y}^{d}(x, \omega) \\
& \quad+i \mu_{0} \omega \int_{0}^{+\infty} d x^{\prime} \sigma_{y y}\left(x-x^{\prime}, \omega\right) E_{y}^{d}\left(x^{\prime}, \omega\right), \quad \forall x \in \mathbb{R} \tag{G3}
\end{align*}
$$

We see that Eq. (G3) is now manageable for all $x$ outside and inside the metal, and this allows one to employ the bilateral Laplace transform $\mathscr{L}$ of the fields [48] $E_{y}^{d}(s, \omega)=\mathscr{L}\left\{E_{y}^{d}(x, \omega)\right\}, \tilde{E}(s, \omega)=\mathscr{L}\{\tilde{E}(x, \omega)\}$, and $\sigma_{y y}(s, \omega)=\mathscr{L}\left\{\sigma_{y y}(x, \omega)\right\}$. This way, one obtains an equation for $E_{y}^{d}(s, \omega)$ in terms of $E_{y}^{d}\left(0^{+}, \omega\right)$, and a logarithmic integral over $s$ involving $\sigma_{y y}(s, \omega)$. The integral can then be simplified [114] to give an expression for $\left[E_{x}^{d}\left(0^{+}, \omega\right)\right] /\left[\partial E_{x}^{d}(z, \omega) /\left.\partial z\right|_{z=0^{+}}\right]$. The latter is then converted


FIG. 27. Skin effect regimes for an isotropic 2D (circular) Fermi surface, as measured by the surface impedance $Z(\omega)$ as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mr}}$, and frequency $\omega / \omega_{p}$, where $\omega_{p}$ is the plasma frequency (78). Diffusive boundary conditions are assumed, in accordance with Eq. (G4). The Fermi-surface geometry is sketched on the left-hand side of the plot, together with the applied electric field $\boldsymbol{E}=E_{y} \hat{u}_{y}$ aligned with the $y$ axis, and the local Fermi velocity vectors shown by red arrows. (a) Regimes in the $\left(\gamma_{\mathrm{mr}}, \omega\right)$ plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (b) Regimes in the $\left(\gamma_{\mathrm{mc}}, \omega\right)$ plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. The color palette is the density plot of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$, giving the exponent $\eta$ of $Z(\omega) \propto \omega^{\eta}$.
into the surface impedance $Z(\omega)$ through Eq. (138):

$$
\begin{equation*}
Z(\omega)=i \mu_{0} \omega \frac{2}{\pi} \int_{0}^{+\infty} d q_{x}\left[i \mu_{0} \omega \sigma_{y y}\left(q_{x}, \omega\right)+\frac{\omega^{2}}{c^{2}}-q_{x}^{2}\right]^{-1} . \tag{G4}
\end{equation*}
$$

Parametrizing the degree of specularity of interface scattering with $p \in[0,1]$, Eq. (G4) corresponds to $p=0$ (completely diffusive scattering), while Eq. (142) corresponds to $p=1$ (specular scattering). Figures $27-29$ show the density-plot "phase diagrams" for the surface impedance modulus $|Z(\omega)|$ of a circular, hexagonal, and square Fermi surface, employing diffusive boundary conditions. The results must be compared with Figs. 24, 10, and 13 respectively, which refer to the same geometries and are obtained assuming specular interface scattering. All other parameters in Figs. 27-29 are the same as in Figs. 24, 10, and 13. Comparing all "phase diagrams" of the same Fermi-surface geometry for specular and diffusive scattering, we see that the results for $|Z(\omega)|$ are in full agreement for the two types of boundary conditions. Hence, we conclude that the results for the impedance modulus, described in the main text, are robust against the effect of nonspecular surface scattering.

## APPENDIX H: PARAMETRIZATION OF ARBITRARILY SHAPED 2D FERMI SURFACES

This Appendix details the methodology employed to calculate the surface-impedance "phase diagrams" for nonpolygonal 2D Fermi surfaces, including the effects of an arbitrary curvature of Fermi-surface segments. For simplicity, here we retain the assumption of a constant Fermi velocity modulus for any orientation in reciprocal space, in accordance with Eq. (66), however the direction of $\boldsymbol{v}_{\boldsymbol{k}_{F}}$ varies with orientation and is locally orthogonal to the Fermi surface by definition [92]. A straightforward generalization to cases where even the Fermi-velocity modulus is anisotropic may be
performed by referring to the more general parametrization (56). In this section, we also retain the hypothesis that two mirror symmetry planes exist in reciprocal space, according to Eq. (46) and employing $\beta=y$ and $\alpha=x$ for the space directions.

Consider the 2D parametrization $k_{F}(\theta)$ for the variation of the Fermi wave vector as a function of angle $\theta$. Then, a vector $\boldsymbol{n}_{\boldsymbol{k}}$ locally orthogonal to the curve $k_{F}(\theta)$ corresponds to

$$
\begin{equation*}
\boldsymbol{n}_{\boldsymbol{k}}=\frac{d \boldsymbol{k}_{F}(\theta)}{d \theta} \times \hat{u}_{z} \tag{H1}
\end{equation*}
$$

where $\hat{u}_{z}$ is the unit vector normal to the 2D plane where $k_{F}(\theta)$ lies. The differential line element $d S$, which enters into Fermisurface integrations, results

$$
\begin{equation*}
d S=n_{k} d \theta \tag{H2}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{k}=\left|\boldsymbol{n}_{k}\right|=\sqrt{\left[k_{F}(\theta)\right]^{2}+\left[\frac{d k_{F}(\theta)}{d \theta}\right]^{2}} \tag{H3}
\end{equation*}
$$

Equation (H4) corresponds to the rotation by $\pi / 2$ of the unit vector locally tangent to the curve $k_{F}(\theta)$ at a given angle $\theta$. The unit vector normal to $k_{F}(\theta)$ is then

$$
\begin{align*}
\hat{n}_{k}= & \frac{\boldsymbol{n}_{k}}{n_{k}}=\frac{1}{\sqrt{\left[k_{F}(\theta)\right]^{2}+\left[\frac{d k_{F}(\theta)}{d \theta}\right]^{2}}} \\
& \times\left[\hat{u}_{k_{F}} k_{F}(\theta)-\hat{u}_{\theta} \frac{d k_{F}(\theta)}{d \theta}\right], \tag{H4}
\end{align*}
$$

where $\hat{u}_{k_{F}}$ and $\hat{u}_{\theta}$ are the unit vectors in the radial and angular directions, respectively. Then, remembering the transformation of unit vectors from polar to Cartesian coordinates,

$$
\begin{align*}
\hat{u}_{k_{F}} & =\cos \theta \hat{u}_{k_{x}}+\sin \theta \hat{u}_{k_{y}}  \tag{H5a}\\
\hat{u}_{\theta} & =-\sin \theta \hat{u}_{k_{x}}+\cos \theta \hat{u}_{k_{y}} \tag{H5b}
\end{align*}
$$



FIG. 28. Orientational dependence of skin effect regimes for a hexagonal Fermi surface, as measured by the surface impedance $Z(\omega)$ as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mr}}$, and frequency $\omega / \omega_{p}$, where $\omega_{p}$ is the plasma frequency (78). Diffusive boundary conditions are assumed, in accordance with Eq. (G4). The corresponding orientation is sketched on the left-hand side of each plot, together with the applied electric field $\boldsymbol{E}=E_{y} \hat{u}_{y}$ aligned with the $y$ axis. Red arrows depict the local Fermi velocity vectors. (a) "Parallel" configuration in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (b) "Parallel" configuration in the ( $\gamma_{\mathrm{mc}}, \omega$ ) plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. (c) Fermi surface rotated by $\phi=\pi / 2$ with respect to panels (a) and (b), in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (d) Fermi surface rotated by $\phi=\pi / 2$ in the $\left(\gamma_{\mathrm{mc}}, \omega\right)$ plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. The color palette is the density plot of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$, giving the exponent $\eta$ of $Z(\omega) \propto \omega^{\eta}$.
combining Eqs. (H4) and (H5), we have

$$
\begin{align*}
\hat{n}_{k}= & N^{-1}\left\{\left[\cos \theta k_{F}(\theta)+\sin \theta \frac{d k_{F}(\theta)}{d \theta}\right] \hat{u}_{k_{x}}\right. \\
& \left.+\left[\sin \theta k_{F}(\theta)-\cos \theta \frac{d k_{F}(\theta)}{d \theta}\right] \hat{u}_{k_{y}}\right\} \tag{H6}
\end{align*}
$$

where $N \equiv n_{k}$ obeys Eq. (H3). Further decomposing Eq. (H6) into its components along $k_{x}$ and $k_{y}$ yields Eq. (152).

As an exemplary application, in the next section we calculate the components (152) of $\hat{n}_{\boldsymbol{k}}$ for the "supercircle" geometry (153) of Sec. VII D 1, using selected values of the parameter $p$.

## 1. Parametrization of the "supercircle" Fermi surface

For the geometry (153), the derivatives $d k_{F}(\theta) / d \theta$ have to be separately evaluated in the four quadrants of the 2 D plane. For generic $p$, we have

$$
\begin{align*}
\frac{d k_{F}(\theta)}{d \theta}= & {\left[|\cos \theta|^{p-1} \operatorname{sign}\{\cos \theta\} \sin \theta\right.} \\
& \left.-|\sin \theta|^{p-1} \operatorname{sign}\{\sin \theta\} \cos \theta\right] \\
& \times\left[|\cos \theta|^{p}+|\sin \theta|^{p}\right]^{-\frac{1+p}{p}} \tag{H7}
\end{align*}
$$

For generic values of $p$, the integrals (72) which contribute to the transverse conductivity (71) have to be calculated numerically. Therefore we do not have a general closed expression for the conductivity for any momentum and frequency. In the following, we separately analyze specific values of $p$ : we exactly retrieve the results of Secs. IV C 1 and VI B for $p=1$ ("diamond" shape) and of Secs. IV A and Appendix E 1 for $p=2$ (circular shape).

$$
\text { a. "Diamond" shape }(p=1)
$$

The derivatives (H7) for $p=1$ are

$$
\begin{align*}
\frac{d k_{F}(\theta)}{d \theta}=\frac{-\cos \theta+\sin \theta}{(\cos \theta+\sin \theta)^{2}}, & 0 \leqslant \theta<\frac{\pi}{2}  \tag{H8a}\\
\frac{d k_{F}(\theta)}{d \theta}=\frac{-\cos \theta+\sin \theta}{-1+\sin (2 \theta)}, & \frac{\pi}{2} \leqslant \theta<\pi  \tag{H8b}\\
\frac{d k_{F}(\theta)}{d \theta}=\frac{\cos \theta-\sin \theta}{(\cos \theta+\sin \theta)^{2}}, & \pi \leqslant \theta<\frac{3 \pi}{2}  \tag{H8c}\\
\frac{d k_{F}(\theta)}{d \theta}=\frac{\cos \theta+\sin \theta}{(\cos \theta-\sin \theta)^{2}}, & \frac{3 \pi}{2} \leqslant \theta<2 \pi \tag{H8d}
\end{align*}
$$



FIG. 29. Orientational dependence of skin effect regimes for a square Fermi surface, as measured by the surface impedance $Z(\omega)$ as a function of relaxation rate $\gamma_{\mathrm{mr}}$, momentum-conserving collision rate $\gamma_{\mathrm{mr}}$, and frequency $\omega / \omega_{p}$, where $\omega_{p}$ is the plasma frequency (78). Boundary conditions are diffusive, in accordance with Eq. (G4). The corresponding orientation is sketched on the left-hand side of each plot, together with the applied electric field $\boldsymbol{E}=E_{y} \hat{u}_{y}$ aligned with the $y$ axis. Red arrows depict the local Fermi velocity vectors. (a) "Diamond-shaped" configuration in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (b) "Diamond-shaped" configuration in the ( $\gamma_{\mathrm{mc}}, \omega$ ) plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. (c) Fermi surface rotated by $\phi=\pi / 4$ with respect to panels (a) and (b), in the ( $\gamma_{\mathrm{mr}}, \omega$ ) plane, for $\gamma_{\mathrm{mr}}=\gamma_{\mathrm{mc}}$. (d) Fermi surface rotated by $\phi=\pi / 4$ in the $\left(\gamma_{\mathrm{mc}}, \omega\right)$ plane, for fixed $\gamma_{\mathrm{mr}}=10^{-8} \omega_{p}$. The color palette is the density plot of $\operatorname{Arg} Z(\omega) /(-\pi / 2)$, giving the exponent $\eta$ of $Z(\omega) \propto \omega^{\eta}$.

The normalization factors (H3) are
$n_{k}=\frac{1}{\sqrt{2}}\left[(\cos \theta+\sin \theta)^{4}\right]^{-\frac{1}{2}}, \quad 0 \leqslant \theta<\frac{\pi}{2} v \pi \leqslant \theta<\frac{3 \pi}{2}$,
(H9a)
$n_{k}=\frac{1}{\sqrt{2}}\left[(\cos \theta-\sin \theta)^{4}\right]^{-\frac{1}{2}}, \quad \frac{\pi}{2} \leqslant \theta<\pi v \frac{3 \pi}{2} \leqslant \theta<2 \pi$.

Using Eqs. (H8) and (H9) into Eqs. (152), we identically retrieve

$$
\begin{align*}
& \hat{n}_{k}=\frac{1}{\sqrt{2}} \hat{u}_{k_{x}}+\frac{1}{\sqrt{2}} \hat{u}_{k_{y}}, \quad 0 \leqslant \theta<\frac{\pi}{2}  \tag{H10a}\\
& \hat{n}_{k}=-\frac{1}{\sqrt{2}} \hat{u}_{k_{x}}+\frac{1}{\sqrt{2}} \hat{u}_{k_{y}}, \quad \frac{\pi}{2} \leqslant \theta<\pi  \tag{H10b}\\
& \hat{n}_{k}=-\frac{1}{\sqrt{2}} \hat{u}_{k_{x}}-\frac{1}{\sqrt{2}} \hat{u}_{k_{y}}, \quad \pi \leqslant \theta<\frac{3 \pi}{2}, \tag{H10c}
\end{align*}
$$

$$
\begin{equation*}
\hat{n}_{k}=\frac{1}{\sqrt{2}} \hat{u}_{k_{x}}-\frac{1}{\sqrt{2}} \hat{u}_{k_{y}}, \quad \frac{3 \pi}{2} \leqslant \theta<2 \pi, \tag{H10d}
\end{equation*}
$$

which is fully consistent with the piecewise-constant parametrization of Table V in Sec. IV C 1.

## b. Circular shape $(p=2)$

For a circular shape, the derivatives (H7) are null in all quadrants:

$$
\begin{equation*}
\frac{d k_{F}(\theta)}{d \theta}=0 . \tag{H11}
\end{equation*}
$$

Using Eq. (H11) into Eq. (H4), we retrieve

$$
\begin{equation*}
\hat{n}_{k} \equiv \hat{u}_{k_{F}}, \tag{H12}
\end{equation*}
$$

as it should be: the direction normal to the Fermi surface is the radial direction for a circular shape. Hence, in this special case, we identically retrieve the results of Sec. IV A.
[1] L. D. Landau and L. M. Lifshitz, Fluid Mechanics (Pergamon Press, Oxford, 1987).
[2] R. Gurzhi, Mutual electron correlations in metal optics, Zh. Eksp. Teor. Fiz. 35, 965 (1959) [Sov. Phys. JETP 8, 673 (1959)].
[3] R. N. Gurzhi, Hydrodynamic effects in solids at low temperature, Sov. Phys. Usp. 11, 255 (1968).
[4] L. Fritz, J. Schmalian, M. Müller, and S. Sachdev, Quantum critical transport in clean graphene, Phys. Rev. B 78, 085416 (2008).
[5] M. Müller, J. Schmalian, and L. Fritz, Graphene: A Nearly Perfect Fluid, Phys. Rev. Lett. 103, 025301 (2009).
[6] A. V. Andreev, S. A. Kivelson, and B. Spivak, Hydrodynamic Description of Transport in Strongly Correlated Electron Systems, Phys. Rev. Lett. 106, 256804 (2011).
[7] U. Briskot, M. Schütt, I. V. Gornyi, M. Titov, B. N. Narozhny, and A. D. Mirlin, Collision-dominated nonlinear hydrodynamics in graphene, Phys. Rev. B 92, 115426 (2015).
[8] L. Levitov and G. Falkovich, Electron viscosity, current vortices and negative nonlocal resistance in graphene, Nat. Phys. 12, 672 (2016).
[9] B. N. Narozhny, I. V. Gornyi, A. D. Mirlin, and J. Schmalian, Hydrodynamic approach to electronic transport in graphene, Ann. Phys. 529, 1700043 (2017).
[10] H. Guo, E. Ilseven, G. Falkovich, and L. S. Levitov, Higher-than-ballistic conduction of viscous electron flows, Proc. Natl. Acad. Sci. USA 114, 3068 (2017).
[11] E. V. Gorbar, V. A. Miransky, I. A. Shovkovy, and P. O. Sukhachov, Hydrodynamic electron flow in a Weyl semimetal slab: Role of Chern-Simons terms, Phys. Rev. B 97, 205119 (2018).
[12] J. M. Link, B. N. Narozhny, E. I. Kiselev, and J. Schmalian, Out-of-Bounds Hydrodynamics in Anisotropic Dirac Fluids, Phys. Rev. Lett. 120, 196801 (2018).
[13] P. Ledwith, H. Guo, A. Shytov, and L. Levitov, Tomographic Dynamics and Scale-Dependent Viscosity in 2D Electron Systems, Phys. Rev. Lett. 123, 116601 (2019).
[14] E. V. Gorbar, V. A. Miransky, I. A. Shovkovy, and P. O. Sukhachov, Hydrodynamics of Fermi arcs: Bulk flow and surface collective modes, Phys. Rev. B 99, 155120 (2019).
[15] E. I. Kiselev and J. Schmalian, Boundary conditions of viscous electron flow, Phys. Rev. B 99, 035430 (2019).
[16] B. N. Narozhny, Electronic hydrodynamics in graphene, Ann. Phys. 411, 167979 (2019).
[17] A. Levchenko and J. Schmalian, Transport properties of strongly coupled electron-phonon liquids, Ann. Phys. 419, 168218 (2020).
[18] F. De Luca, M. Ortolani, and C. Ciracì, Free electron nonlinearities in heavily doped semiconductors plasmonics, Phys. Rev. B 103, 115305 (2021).
[19] H. M. Baghramyan, F. Della Sala, and C. Ciracì, LaplacianLevel Quantum Hydrodynamic Theory for Plasmonics, Phys. Rev. X 11, 011049 (2021).
[20] D. Belitz and T. R. Kirkpatrick, Soft modes in Fermi liquids at arbitrary temperatures, Phys. Rev. B 105, 245146 (2022).
[21] L. W. Molenkamp and M. J. M. de Jong, Electron-electron-scattering-induced size effects in a two-dimensional wire, Phys. Rev. B 49, 5038 (1994).
[22] M. J. M. de Jong and L. W. Molenkamp, Hydrodynamic electron flow in high-mobility wires, Phys. Rev. B 51, 13389 (1995).
[23] J. Crossno, J. K. Shi, K. Wang, X. Liu, A. Harzheim, A. Lucas, S. Sachdev, P. Kim, T. Taniguchi, K. Watanabe, T. A. Ohki, and K. C. Fong, Observation of the Dirac fluid and the breakdown of the Wiedemann-Franz law in graphene, Science 351, 1058 (2016).
[24] D. Bandurin, I. Torre, R. K. Kumar, M. B. Shalom, A. Tomadin, A. Principi, G. Auton, E. Khestanova, K. Novoselov, I. Grigorieva, L. Ponomarenko, A. K. Geim, and M. Polini, Negative local resistance caused by viscous electron backflow in graphene, Science 351, 1055 (2016).
[25] R. Krishna Kumar, D. Bandurin, F. Pellegrino, Y. Cao, A. Principi, H. Guo, G. Auton, M. B. Shalom, L. A. Ponomarenko, G. Falkovich, K. Watanabe, T. Taniguchi, I. V. Grigorieva, L. Levitov, M. Polini, and A. Geim, Superballistic flow of viscous electron fluid through graphene constrictions, Nat. Phys. 13, 1182 (2017).
[26] J. A. Sulpizio, L. Ella, A. Rozen, J. Birkbeck, D. J. Perello, D. Dutta, M. Ben-Shalom, T. Taniguchi, K. Watanabe, T. Holder, R. Queiroz, A. Principi, A. Stern, T. Scaffidi, A. K. Geim, and S. Ilani, Visualizing Poiseuille flow of hydrodynamic electrons, Nature (London) 576, 75 (2019).
[27] M. J. Ku, T. X. Zhou, Q. Li, Y. J. Shin, J. K. Shi, C. Burch, L. E. Anderson, A. T. Pierce, Y. Xie, A. Hamo, U. Vool, H. Zhang, F. Casola, T. Taniguchi, K. Watanabe, M. M. Fogler, P. Kim, A. Yacoby, and R. L. Walsworth, Imaging viscous flow of the Dirac fluid in graphene, Nature (London) 583, 537 (2020).
[28] P. J. Moll, P. Kushwaha, N. Nandi, B. Schmidt, and A. P. Mackenzie, Evidence for hydrodynamic electron flow in $\mathrm{PdCoO}_{2}$, Science 351, 1061 (2016).
[29] J. Gooth, F. Menges, N. Kumar, V. Süß, C. Shekhar, Y. Sun, U. Drechsler, R. Zierold, C. Felser, and B. Gotsmann, Thermal and electrical signatures of a hydrodynamic electron fluid in tungsten diphosphide, Nat. Commun. 9, 4093 (2018).
[30] A. Jaoui, B. Fauqué, C. W. Rischau, A. Subedi, C. Fu, J. Gooth, N. Kumar, V. Süß, D. L. Maslov, C. Felser, and K. Behnia, Departure from the Wiedemann-Franz law in $\mathrm{WP}_{2}$ driven by mismatch in T -square resistivity prefactors, npj Quantum Mater. 3, 64 (2018).
[31] A. Jaoui, B. Fauqué, and K. Behnia, Thermal resistivity and hydrodynamics of the degenerate electron fluid in antimony, Nat. Commun. 12, 195 (2021).
[32] U. Vool, A. Hamo, G. Varnavides, Y. Wang, T. X. Zhou, N. Kumar, Y. Dovzhenko, Z. Qiu, C. A. Garcia, A. T. Pierce, J. Gooth, P. Anikeeva, C. Felser, P. Narang, and A. Yacoby, Imaging phonon-mediated hydrodynamic flow in $\mathrm{WTe}_{2}$ with cryogenic quantum magnetometry, Nat. Phys. 17, 1216 (2021).
[33] C. W. Hicks, A. S. Gibbs, A. P. Mackenzie, H. Takatsu, Y. Maeno, and E. A. Yelland, Quantum Oscillations and High Carrier Mobility in the Delafossite $\mathrm{PdCoO}_{2}$, Phys. Rev. Lett. 109, 116401 (2012).
[34] L. Landau, E. Lifshitz, A. Kosevich, and L. Pitaevski, Theory of Elasticity, Course of theoretical physics (ButterworthHeinemann, Oxford, 1986).
[35] I. Tokatly and O. Pankratov, Hydrodynamic theory of an electron gas, Phys. Rev. B 60, 15550 (1999).
[36] S. Conti and G. Vignale, Elasticity of an electron liquid, Phys. Rev. B 60, 7966 (1999).
[37] I. V. Tokatly and O. Pankratov, Hydrodynamics beyond local equilibrium: Application to electron gas, Phys. Rev. B 62, 2759 (2000).
[38] G. Giuliani and G. Vignale, Quantum Theory of the Electron Liquid (Cambridge University Press, Cambridge, 2005).
[39] D. Forcella, J. Zaanen, D. Valentinis, and D. van der Marel, Electromagnetic properties of viscous charged fluids, Phys. Rev. B 90, 035143 (2014).
[40] J. M. Link, P. P. Orth, D. E. Sheehy, and J. Schmalian, Universal collisionless transport of graphene, Phys. Rev. B 93, 235447 (2016).
[41] J. M. Link, D. E. Sheehy, B. N. Narozhny, and J. Schmalian, Elastic response of the electron fluid in intrinsic graphene: The collisionless regime, Phys. Rev. B 98, 195103 (2018).
[42] J. V. Alvarez, B. Djafari-Rouhani, and D. Torrent, Generalized elastodynamic model for nanophotonics, Phys. Rev. B 102, 115308 (2020).
[43] J. Dufty, K. Luo, and J. Wrighton, Generalized hydrodynamics revisited, Phys. Rev. Res. 2, 023036 (2020).
[44] D. Valentinis, Optical signatures of shear collective modes in strongly interacting fermi liquids, Phys. Rev. Res. 3, 023076 (2021).
[45] D. Valentinis, J. Zaanen, and D. Van Der Marel, Propagation of shear stress in strongly interacting metallic fermi liquids enhances transmission of terahertz radiation, Sci. Rep. 11, 7105 (2021).
[46] D. de Ceglia, M. Scalora, M. A. Vincenti, S. Campione, K. Kelley, E. L. Runnerstrom, J.-P. Maria, G. A. Keeler, and T. S. Luk, Viscoelastic optical nonlocality of low-loss epsilon-nearzero nanofilms, Sci. Rep. 8, 9335 (2018).
[47] D. Yoo, F. Vidal-Codina, C. Ciracì, N.-C. Nguyen, D. R. Smith, J. Peraire, and S.-H. Oh, Modeling and observation of mid-infrared nonlocality in effective epsilon-near-zero ultranarrow coaxial apertures, Nat. Commun. 10, 4476 (2019).
[48] G. E. H. Reuter and E. H. Sondheimer, The theory of the anomalous skin effect in metals, Proc. R. Soc. A 195, 336 (1948).
[49] R. G. Chambers, The anomalous skin effect, Proc. R. Soc. A 215, 481 (1952).
[50] H. Casimir and J. Ubbink, The skin effect. i. introduction; the current distribution for various configurations, Philips Tech. Rev. 28, 271 (1967).
[51] H. Casimir and J. Ubbink, The skin effect. ii. the skin effect at high frequencies, Philips Tech. Rev. 28, 271 (1967).
[52] H. Casimir and J. Ubbink, The skin effect. iii. the skin effect in superconductors, Philips Tech. Rev. 28, 366 (1967).
[53] F. Wooten, Chapter 4 - free-electron metals, in Optical Properties of Solids, edited by F. Wooten (Academic Press, 1972) pp. 85-107.
[54] E. H. Sondheimer, The mean free path of electrons in metals, Adv. Phys. 50, 499 (2001).
[55] M. Dressel and G. Grüner, Electrodynamics of Solids (Cambridge University Press, Cambridge, 2002).
[56] P. Matus, R. Dantas, R. Moessner, and P. Surówka, Skin effect as a probe of transport regimes in Weyl semimetals, Proc. Natl. Acad. Sci. 119, e2200367119 (2022).
[57] A. B. Pippard, The surface impedance of superconductors and normal metals at high frequencies. I. resistance of supercon-
ducting tin and mercury at 1200 Mcyc ./sec., Proc. R. Soc. A 191, 370 (1947).
[58] A. B. Pippard, The surface impedance of superconductors and normal metals at high frequencies. II. the anomalous skin effect in normal metals, Proc. R. Soc. A 191, 385 (1947).
[59] A. B. Pippard, The surface impedance of superconductors and normal metals at high frequencies. III. the relation between impedance and superconducting penetration depth, Proc. R. Soc. A 191, 399 (1947).
[60] Still, the relatively slight warping of the Fermi surface of $\mathrm{PdCoO}_{2}$, in the direction orthogonal to the Pd conducting planes, significantly impacts the skin effect in experiments [94]. Therefore, from the point of view of optical spectroscopy, $\mathrm{PdCoO}_{2}$ behaves as a highly anisotropic 3D material. In this paper, we focus on the ideal case of 2D anisotropic systems, in which electrodynamics and anisotropy are entirely confined to a 2D conductive plane.
[61] K. Kim, H. C. Choi, and B. I. Min, Fermi surface and surface electronic structure of delafossite $\mathrm{PdCoO}_{2}$, Phys. Rev. B 80, 035116 (2009).
[62] H.-J. Noh, J. Jeong, J. Jeong, E.-J. Cho, S. B. Kim, K. Kim, B. I. Min, and H.-D. Kim, Anisotropic Electric Conductivity of Delafossite $\mathrm{pdcoo}_{2}$ Studied by Angle-Resolved Photoemission Spectroscopy, Phys. Rev. Lett. 102, 256404 (2009).
[63] K. P. Ong, D. J. Singh, and P. Wu, Unusual Transport and Strongly Anisotropic Thermopower in $\mathrm{PtCoO}_{2}$ and $\mathrm{PdCoO}_{2}$, Phys. Rev. Lett. 104, 176601 (2010).
[64] H. Takatsu, J. J. Ishikawa, S. Yonezawa, H. Yoshino, T. Shishidou, T. Oguchi, K. Murata, and Y. Maeno, Extremely Large Magnetoresistance in the Nonmagnetic Metal pdcoo ${ }_{2}$, Phys. Rev. Lett. 111, 056601 (2013).
[65] N. Nandi, T. Scaffidi, P. Kushwaha, S. Khim, M. E. Barber, V. Sunko, F. Mazzola, P. D. King, H. Rosner, P. J. Moll, M. König, J. Moore, S. Hartnoll, and A. Mackenzie, Unconventional magneto-transport in ultrapure $\mathrm{PdCoO}_{2}$ and $\mathrm{PtCoO}_{2}$, npj Quantum Mater. 3, 66 (2018).
[66] A. P. Mackenzie, The properties of ultrapure delafossite metals, Rep. Prog. Phys. 80, 032501 (2017).
[67] A. K. Geim and I. V. Grigorieva, Van der Waals heterostructures, Nature (London) 499, 419 (2013).
[68] D. Basov, M. Fogler, and F. G. De Abajo, Polaritons in van der Waals materials, Science 354, aag 1992 (2016).
[69] P. Ajayan, P. Kim, and K. Banerjee, Two-dimensional van der waals materials, Phys. Today 69, 38 (2016).
[70] W. Ma, P. Alonso-González, S. Li, A. Y. Nikitin, J. Yuan, J. Martín-Sánchez, J. Taboada-Gutiérrez, I. Amenabar, P. Li, S. Vélez, C. Tollan, Z. Dai, Y. Zhang, S. Sriram, K. Kalantar-Zadeh, S.-T. Lee, R. Hillenbrand, and Q. Bao, Inplane anisotropic and ultralow-loss polaritons in a natural van der Waals crystal, Nature (London) 562, 557 (2018).
[71] F. L. Ruta, A. J. Sternbach, A. B. Dieng, A. S. McLeod, and D. N. Basov, Quantitative nanoinfrared spectroscopy of anisotropic van der Waals materials, Nano Lett. 20, 7933 (2020).
[72] T. Ideue and Y. Iwasa, Symmetry breaking and nonlinear electric transport in van der Waals nanostructures, Annu. Rev. Condens. Matter Phys. 12, 201 (2021).
[73] G. Varnavides, A. S. Jermyn, P. Anikeeva, C. Felser, and P. Narang, Electron hydrodynamics in anisotropic materials, Nat. Commun. 11, 4710 (2020).
[74] C. Q. Cook and A. Lucas, Electron hydrodynamics with a polygonal Fermi surface, Phys. Rev. B 99, 235148 (2019).
[75] R. Toshio, K. Takasan, and N. Kawakami, Anomalous hydrodynamic transport in interacting noncentrosymmetric metals, Phys. Rev. Res. 2, 032021(R) (2020).
[76] C. Q. Cook and A. Lucas, Viscometry of Electron Fluids from Symmetry, Phys. Rev. Lett. 127, 176603 (2021).
[77] B. Bradlyn, M. Goldstein, and N. Read, Kubo formulas for viscosity: Hall viscosity, Ward identities, and the relation with conductivity, Phys. Rev. B 86, 245309 (2012).
[78] E. H. Sondheimer, The theory of the anomalous skin effect in anisotropic metals, Proc. R. Soc. A 224, 260 (1954).
[79] A. B. Pippard, The anomalous skin effect in anisotropic metals, Proc. R. Soc. A 224, 273 (1954).
[80] K. Rossnagel, O. Seifarth, L. Kipp, M. Skibowski, D. Voß, P. Krüger, A. Mazur, and J. Pollmann, Fermi surface of $2 \mathrm{H}-\mathrm{NbSe}_{2}$ and its implications on the charge-density-wave mechanism, Phys. Rev. B 64, 235119 (2001).
[81] D. S. Inosov, V. B. Z. Zabolotnyy, E. D. V, A. A. Kordyuk, B. B. üchner, R. Follath, H. Berger, and S. V. Borisenko, Fermi surface nesting in several transition metal dichalcogenides, New J. Phys. 10, 125027 (2008).
[82] S. V. Borisenko, A. A. Kordyuk, V. B. Zabolotnyy, D. S. Inosov, D. Evtushinsky, B. Büchner, A. N. Yaresko, A. Varykhalov, R. Follath, W. Eberhardt, L. Patthey, and H. Berger, Two Energy Gaps and Fermi-Surface "Arcs" in $\mathrm{NbSe}_{2}$, Phys. Rev. Lett. 102, 166402 (2009).
[83] E. Lee, D. Kim, H. W. Kim, J. Denlinger, H. Kim, J. Kim, K. Kim, B. Min, B. Min, Y. Kwon, and J.-S. Kang, The $7 \times 1$ fermi surface reconstruction in a two-dimensional felectron charge density wave system: PrTe 3 , Sci. Rep. 6, 30318 (2016).
[84] J. S. Liu, S. C. Huan, Z. H. Liu, W. L. Liu, Z. T. Liu, X. L. Lu, Z. Huang, Z. C. Jiang, X. Wang, N. Yu, Z. Q. Zou, Y. F. Guo, and D. W. Shen, Electronic structure of the high-mobility two-dimensional antiferromagnetic metal $\mathrm{GdTe}_{3}$, Phys. Rev. Mater. 4, 114005 (2020).
[85] D. B. Tanner, Optical Effects in Solids (Cambridge University Press, Cambridge, 2019).
[86] P. Arnold, G. D. Moore, and L. G. Yaffe, Transport coefficients in high temperature gauge theories (I): leading-log results, J. High Energy Phys. 11 (2000) 001.
[87] J. M. Ziman, Electrons and phonons: the theory of transport phenomena in solids (Oxford University Press, Oxford, 1960), Chap. 7.
[88] A straightforward possible generalization to the present treatment allows the eigenvalues $\gamma_{k, m}$ to depend on $\boldsymbol{k}$ [94], which implies wave-vector dependent momentum-relaxing and momentum-conserving scattering rates. In this work, we consider $\gamma_{m}$ to be independent of $\boldsymbol{k}$.
[89] E. I. Kiselev and J. Schmalian, Lévy Flights and Hydrodynamic Superdiffusion on the Dirac Cone of Graphene, Phys. Rev. Lett. 123, 195302 (2019).
[90] E. I. Kiselev and J. Schmalian, Nonlocal hydrodynamic transport and collective excitations in Dirac fluids, Phys. Rev. B 102, 245434 (2020).
[91] J. Callaway, Model for lattice thermal conductivity at low temperatures, Phys. Rev. 113, 1046 (1959).
[92] N. W. Ashcroft and N. D. Mermin, Solid State Physics (Harcourt, Fort Worth, 1976).
[93] J. Y. Khoo, P. Falko, and I. Sodemann, The universal shear conductivity of Fermi liquids and spinon Fermi surface states and its detection via spin qubit noise magnetometry, New J. Phys. 23, 113009 (2021).
[94] G. Baker, T. Branch, J. Day, D. Valentinis, M. Oudah, P. McGuinness, S. Khim, R. Moessner, J. Schmalian, A. Mackenzie, and D. A. Bonn, Non-local microwave electrodynamics in ultra-pure $\mathrm{PdCoO}_{2}$, arXiv:2204.14239.
[95] M. D. Bachmann, A. L. Sharpe, A. W. Barnard, C. Putzke, T. Scaffidi, N. Nandi, S. Khim, M. Koenig, D. G. Gordon, A. P. Mackenzie, and P. J. W. Moll, Directional ballistic transport in the two-dimensional metal $\mathrm{PdCoO}_{2}$, Nat. Phys. 18, 819 (2022).
[96] L. Pitaevskii and E. Lifshitz, Physical Kinetics: Volume 10 (Butterworth-Heinemann, Oxford, 2012), Vol. 10.
[97] C. Kittel, P. McEuen, and P. McEuen, Introduction to Solid State Physics (Wiley, New York, 1996), Vol. 8.
[98] Through his argument, Pippard realized in the anisotropic case that the surface resistance is dominated by the portions of the Fermi surface that are parallel to the applied field [79], in agreement with the present study.
[99] M. S. Steinberg, Viscosity of the electron gas in metals, Phys. Rev. 109, 1486 (1958).
[100] R. Gurzhi and A. Kopeliovich, Electric conductivity of metals with account of phonon drag, Zh. Eksp. Teor. Fiz. 61, 2514 (1972) [Sov. Phys. JETP 34, 1345 (1972)].
[101] I. S. Burmistrov, M. Goldstein, M. Kot, V. D. Kurilovich, and P. D. Kurilovich, Dissipative and Hall Viscosity of a Disordered 2D Electron Gas, Phys. Rev. Lett. 123, 026804 (2019).
[102] A. Hui, S. Lederer, V. Oganesyan, and E.-A. Kim, Quantum aspects of hydrodynamic transport from weak electron-impurity scattering, Phys. Rev. B 101, 121107(R) (2020).
[103] D. Valentinis et al. (2023), in preparation.
[104] A. Lucas and S. Das Sarma, Electronic sound modes and plasmons in hydrodynamic two-dimensional metals, Phys. Rev. B 97, 115449 (2018).
[105] V. P. Silin, Theory of a degenerate electron liquid, Zh. Eksp. Teor. Fiz. 33, 495 (1957) [Sov. Phys. JETP 6, 387 (1958)].
[106] V. P. Silin, On the theory of the anomalous skin effect in metals, Zh. Eksp. Teor. Fiz. 33, 1282 (1957) [Sov. Phys. JETP 6, 985 (1958)].
[107] R. Moessner, N. Morales-Durán, P. Surówka, and P. Witkowski, Boundary-condition and geometry engineering in electronic hydrodynamics, Phys. Rev. B 100, 155115 (2019).
[108] G. Wagner, Boundary conditions for electron flow in graphene in the hydrodynamic regime, arXiv:1509.07113.
[109] A. C. Keser, D. Q. Wang, O. Klochan, D. Y. H. Ho, O. A. Tkachenko, V. A. Tkachenko, D. Culcer, S. Adam, I. Farrer, D. A. Ritchie, O. P. Sushkov, and A. R. Hamilton, Geometric Control of Universal Hydrodynamic Flow in a Two-Dimensional Electron Fluid, Phys. Rev. X 11, 031030 (2021).
[110] T. Holstein, Optical and infrared reflectivity of metals at low temperatures, Phys. Rev. 88, 1427 (1952).
[111] V. Sunko, Bulk states in $\mathrm{PtCoO}_{2}$ and $\mathrm{PdCoO}_{2}$, in Angle Resolved Photoemission Spectroscopy of Delafossite Metals (Springer International Publishing, New York City, 2019), pp. 77-88.
[112] P. H. McGuinness, E. Zhakina, M. König, M. D. Bachmann, C. Putzke, P. J. W. Moll, S. Khim, and A. P. Mackenzie, Low-symmetry nonlocal transport in microstructured squares
of delafossite metals, Proc. Natl. Acad. Sci. USA 118, e2113185118 (2021).
[113] R. Sarvari, Impact of Size Effects and Anomalous Skin Effect on Metallic Wires as GSI Interconnects, Ph.D. thesis, Georgia Institute of Technology (2008).
[114] R. Dingle, The anomalous skin effect and the reflectivity of metals I, Physica 19, 311 (1953).


[^0]:    Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license. Further distribution of this work must maintain attribution to the author(s) and the published article's title, journal citation, and DOI.

