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Abstract

A grand-potential-based phase-field model is used to simulate the solidification processes

of ternary eutectics and to study the effects of the anisotropic interfacial energies on the

evolved microstructures. In the course of the endeavor, thermodynamic properties of

the investigated material systems, such as the equilibrium concentrations and the Gibbs

energy values in the existing phases, are derived from the Calphad databases. The

directional solidification DS processes have been simulated in NiAl-10Mo and Bi-In-Sn

systems, based on the reported parameters of the experimental works in the literature.

The achieved results are validated by the Jackson-Hunt analysis and by comparisons to

the experimental data. The final microstructure in the NiAl-10Mo system contains Mo-

rich fibers embedded in a NiAl-rich matrix. It is observed that in the evolved fibers, the

cross sections have squared shapes when the anisotropy in the solid-solid interfaces is

active. The simulations in the Bi-In-Sn ternary eutectic system result in evolutions of

lamellae with αβαδ stacking sequences, when the interfaces are modeled isotropically. In

the latter system, the experimentally reported [αβ]a[αδ]b superstructures are observed in

the final products, when the anisotropy is activated in the αβ and/or αδ interfaces. For

a more precise study of the ongoing mechanisms, the rotating directional solidification

RDS process has been simulated and in the resultant circular trajectories, the roles of

the anisotropy are analyzed systematically. It is observed that in accordance with the

experimental results, the anisotropy in the αβ phase boundaries plays a more pronounced

role in the pattern formation, compared to the αδ boundaries. With respect to the

imprinted temperature gradients, the tilted growths of the solidified phases are observed

in the simulations in which the tilt angles increase when there is an increase in the

anisotropy strength. This analysis is performed by measuring the variations in the radii

of the circular trajectories. Finally, the titling phenomenon has been studied in the

directional solidification of an idealized ternary system, in order to reduce the complexities

related to the material properties. A formulation is derived to predict the tilt angle as a

function of the system and process parameters like the interfacial energies, the diffusion

coefficients, the temperature gradients and the solidification velocities.
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Kurzfassung

Mit einem auf dem großkanonischen Potential basierten Phasenfeldmodell werden die Er-

starrungsprozesse von ternären Eutektika simuliert und die Auswirkungen der anisotropen

Grenzflächenenergien auf die entstehenden Mikrostrukturen untersucht. Dabei werden

thermodynamische Eigenschaften der untersuchten Materialsysteme, wie die Gleichgewicht-

skonzentrationen und die Gibbs-Energiewerte in den vorhandenen Phasen, aus den Cal-

phad-Datenbanken abgeleitet. Die gerichteten Erstarrungsprozesse wurden in den Sys-

temen NiAl-10Mo und Bi-In-Sn basierend auf den in der Literatur berichteten Param-

etern der experimentellen Arbeiten simuliert. Die erzielten Ergebnisse werden durch

die Jackson-Hunt-Analyse und durch Vergleiche mit den experimentellen Daten vali-

diert. Das endgültige Mikrogefüge im NiAl-10Mo-System enthält eine NiAl-reiche Matrix,

die in Mo-reiche Fasern eingebettet ist. Es kann beobachtet werden, dass die Quer-

schnitte in den entstandenen Fasern quadratische Formen haben, wenn die Anisotropie

in den Festkörper/Festkörper-Grenzflächen aktiv ist. Die Simulationen im ternären eu-

tektischen Bi-In-Sn-System führen zur Entwicklung von Lamellen mit αβαδ-Stapelfolgen,

wenn die Grenzflächen isotrop modelliert werden. Im letztgenannten System werden die

experimentell berichteten [αβ]a[αδ]b-Überstrukturen in den Endprodukten beobachtet,

wenn die Anisotropie an den αβ- und/oder αδ-Grenzflächen aktiviert wird. Für eine

genauere Untersuchung der ablaufenden Mechanismen wurde der rotierende, gerichtete

Erstarrungsprozess simuliert und die Rolle der Anisotropie in den daraus resultierenden

kreisförmigen Verläufen systematisch analysiert. In Übereinstimmung mit den experi-

mentellen Ergebnissen wird festgestellt, dass die Anisotropie in den αβ-Phasengrenzen

eine stärkere Rolle bei der Musterbildung spielt als in den αδ-Grenzen. In Bezug auf

die aufgeprägten Temperaturgradienten wird in den Simulationen ein gekipptes Wachs-

tum bei den erstarrten Phasen beobachtet, wobei die Kippwinkel bei einer Zunahme der

Anisotropiestärke zunehmen. Diese Analyse wird durch eine Messung der Variationen der

Radien der kreisförmigen Verläufe durchgeführt. Schließlich wurde das Phänomen der

Kippung bei der gerichteten Erstarrung eines idealisierten ternären Systems untersucht,

um die Komplexität im Zusammenhang mit den Materialeigenschaften zu verringern. Es

wird eine Formulierung abgeleitet, damit es möglich ist, den Kippwinkel als Funktion der

System- und Prozessparameter wie der Grenzflächenenergien, der Diffusionskoeffizienten,

der Temperaturgradienten und der Erstarrungsgeschwindigkeiten vorherzusagen.
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Chapter 1

Introduction and motivation

The efficiency and versatility of the phase-field method as a powerful numeric technique

in the simulation studies of the microstructure evolutions have been proved in various

studies [1–3]. The simulations of dendritic [4–6], eutectic [7–11] and peritectic [12, 13]

growths, as well as the spinodal decompositions [14, 15], can be mentioned as examples

of the performed studies in the literature. Due to the considerable influence of the mi-

crostructure on the material properties [16–19], the mentioned studies have given new

intuitions about the macroscopic behaviors in the investigated material systems. As an

example, the occurred instabilities at the microscopic level are proved to have signif-

icant roles in the macroscopic behaviors [20, 21]. In the diffusion-controlled eutectic

reactions in the directionally solidified systems, different instabilities have been reported

as the following: bifurcations in the solidified lamellae [22, 23], growth of the eutectic

colonies [24–26], oscillations in the solidified phases boundaries [22, 27] and the tilting

of the formed phases with respect to the imprinted temperature gradients [28–30]. It

is mentioned that the anisotropy in the interfacial energies is a key parameter in the

formation of stable/unstable microstructural patterns [31–34]. As one example of the

stably evolved patterns, the fibrous microstructures in the directional solidification of

the NiAl-10Mo ternary eutectic system can be mentioned. The experimental evidence

in this system shows the formation of Mo-rich fibers embedded in the NiAl-rich matri-

ces. The formed fibers have cubic cross-sectional shapes due to the interfacial energy

anisotropies [35]. The effects of the process parameters like the solidification velocities

on the resultant patterns are investigated in this reference.

Despite the previous system, the eutectic reaction in the Bi-In-Sn ternary system is

another example in which the anisotropic behavior leads to instabilities in the evolved

solid phases. If the α, β and δ solid phases are formed in grains with isotropic interfa-

cial energies, αβαδ-type arrangements are observed. Otherwise, superstructures in the

general form of [αβ]a[αδ]b are reported in the experimental works of [22, 36–38], where

2
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a and b are higher-than-one natural numbers. Although these investigations reveal lots

of facts about the ongoing mechanisms in the considered material systems, there are still

open questions about the roles of the interfacial energy anisotropies on the evolved pat-

terns. Since in the experimental studies it is difficult to distinguish between the effects of

different material parameters, simulation studies can give new insights by producing the

possibility of such investigations in less complicated and more efficient ways. Therefore,

in this work, the solidification processes in the indicated ternary alloys are simulated.

A grand-potential-based [39, 40] phase-field model is used for this purpose. In general,

the processes are initially simulated assuming isotropic solid-solid interfaces to simplify

reaching the stable solid phase growths. Afterwards, the anisotropies are activated and

their influences on microstructure evolutions are studied. The main approach in the

conducted studies is a systematic variation of the anisotropy strength.

In ensuing chapters, initially, the phase-field model is introduced and its related tools

are explained. Then, the simulation setups for both directional and rotating directional

solidification processes are discussed which are benefited in the forthcoming studies. Next,

the literature reviews are performed focusing on both NiAl-10Mo and Bi-In-Sn ternary

systems in order to summarize the beneficial experimental, simulative and thermody-

namic data. The latterly indicated thermodynamic data are obtained from the Calphad

databases [41] including the equilibrium concentrations of the elements in the involved

phases and the information of the Gibbs free energies as the most required thermody-

namic data for the simulations. Afterwards, the directional solidification simulations are

conducted in the NiAl-10Mo system in two and three dimensions leading to the expected

cubic form of the evolved fibers in 3D. For the case of the Bi-In-Sn system, simulations

are completed in 2D and the anticipated results related to the anisotropic behaviors in

the interfacial energies are achieved in the formed microstructures. These results are

mainly the formation of previously mentioned [αβ]a[αδ]b-type superstructures. In the

rotating directional solidification studies, the tilted growths of the solidified phases with

respect to the imprinted temperature gradients are resulted. All results are validated

based on the theoretical and/or experimental evidence in the literature. Although, the

tilting in the last indicated case is the result of the anisotropic behavior in the interfacial

energies, but due to its complex nature, a further study is performed to detect its addi-

tional affecting parameters. In the course of this endeavor, an idealized ternary system is

chosen in which the Gibbs energies are modeled in the forms of second-order-polynomial

cones. These cones have the same physical properties for all involving phases to reduce

the complexity of the system. The energy paraboloid of the liquid phase is located in

the center of the ternary diagram and the other congruent paraboloids representing the

solid phases are placed at equal distances from the center. The directional solidification

simulations are performed with the systematic variations in the system and the process
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parameters. The report of the observed patterns and derivation of a function to estimate

the tilt angles is the final performed study in this work.





Chapter 2

Phase-field method

2.1 Phase-field model

From one point of view, the phase-field models implemented in the literature for sim-

ulation studies of solidification processes can be classified into two categories: free-

energy-functional-based models [42] and grand-potential-functional-based models [39, 40].

In these models investigating the multi-phase, multi-component alloys with N vari-

ous phases and K components, the evolved phase fields can be saved in the vector

φ(x, t) =
(
φ1(x, t), φ2(x, t), . . . , φN(x, t)

)
. Similarly, the vector c(x, t) includes the

concentration fields in form of
(
c1(x, t), c2(x, t), . . . , cK(x, t)

)
in a simulation domain

Ω ∈ Rd, d ∈ {1, 2, 3}. Fulfillment of the constraints
∑N

α̂=1 φα = 1 and
∑K

i=1 ci = 1 are

required in the representation of the mentioned fields. The Greek letters α, β, δ, . . . are

used as the phase names, except the letter γ which denotes the interfacial energies in

the following. In order to reach a physical formulation compatible with the occurring

effects within the phase transformation processes, an entropy functional S(e, c,φ) can be

defined in form of:

S(e, c,φ) =

∫

Ω

[
s(e, c,φ)−

(
εã(φ,∇φ) +

1

ε
w̃(φ)

)]
dΩ. (2.1)

In this formulation which is used to obtain a free-energy-based phase-field model, phys-

ical effects such as latent heat release, heat and mass transfers and the Gibbs-Thomson

relation can be taken into account. The parameter e denotes the internal energy of the

system and the parameter s denotes the bulk entropy density. ε is a term related to

the length of the diffused evolving phase-field interfaces. ã(φ,∇φ) and w̃(φ) are the pa-

rameters that formulate the surface entropy densities considering the thermodynamics of

the interfaces [42]. The free energy densities of the pure phases fα(T, c) are interpolated

6
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to form the total free energy f(T, c,φ) of the system and the internal energy density is

expressed as e = f + sT , where T stands for the temperature. The chemical potentials

of the involved phases are defined as µi = ∂f/∂ci; therefore, ∂s/∂ci is equal to −µi/T . A

general class of phase diagrams can be incorporated into the phase-field model due to the

presence of the free energies fα in the discussed formulations. Hence, an ideal solution

formulation for the bulk free energy density and later a more generalized Redlich-Kister-

Muggianu expression is introduced in [42]. The governing equations with respect to time

t, i.e. ∂e/∂t and ∂ci/∂t are solved based on these expressions and the conservation laws for

e and ci (i = 1, 2, . . . , K). The non-conserved phase-field variables φα, α = 1, 2, 3, . . . , N

are formulated by variational differentiation of S(e, c,φ) to ensure the increase of the

total entropy in the indicated reference.

If we focus on the interface formulation, two different approaches are presented in

the literature: In the first approach, the material in the diffuse interface is considered

to be in an intermediate state between the bulk phases. The introduced models in the

works of Wheeler et al. [43], Caginalp et al. [44] and Warren et al. [45] can be mentioned

as examples of such interface definitions in the literature. In contrast, the interface can

be considered as a mixture of two phases in which the bulk properties of both are pre-

served [46, 47]. Plapp showed in his work from 2011 that by exploiting a grand-potential

functional instead of the free energy functional as the start point of the phase-field mod-

eling, both approaches can be captured by the standard variational procedure [40]. Later,

Choudhury et al. [39] noticed some limitations for the formerly derived phase-field models

based on the free energy functionals which increased the motivation to use the grand-

potential-based phase-field models. As a summary of these limitations, it has been shown

that the role of grand-chemical-potential excess to the interfacial energy contribution in

the modeled systems cannot be neglected in some cases, and has a significant effect on

the evolved patterns. Therefore, the benefited phase-field model in the simulation studies

of current work is such a model, in which a grand-potential functional Ψ as the following

is considered [10]:

Ψ(φ,µ, T ) =

∫

Ω

[(
εa(φ,∇φ) +

1

ε
w(φ)

)
+ ψ(φ,µ, T )

]
dΩ. (2.2)

ψ(φ,µ, T ) is related to the driving force of the reaction which can be calculated based

on the existing experimental or thermodynamic data of the free energies. The individual

grand potentials are interpolated from this parameter as [39]:

ψ(φ,µ, T ) =
N∑

α̂=1

ψα̂(µ, T )hα̂(φ). (2.3)
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The hat symbols �̂ are introduced to distinguish the phases from their indices in this

formulation. hα̂ is the interpolation function and in the interface, the isotropic gradient

energy density is defined as:

a(φ,∇φ) =

N,N∑

α̂<β̂

γα̂β̂

∣∣∣qα̂β̂
∣∣∣
2

, (2.4)

in which γα̂β̂ represents the interfacial energy density and qα̂β̂ = φα̂∇φβ̂ − φβ̂∇φα̂
is the generalized gradient vector. The potential energy density is represented by the

equation:

w(φ) =
16

π2

N,N∑

α̂<β̂

γα̂β̂φα̂φβ̂ +

N,N,N∑

α̂<β̂<δ̂

γα̂β̂δ̂φα̂φβ̂φδ̂ , (2.5)

where γα̂β̂δ̂ is a higher-order parameter and is introduced to emerge in the binary

interfaces preventing the formation of a third phase [10]. It also affects the triple points

to form amended contact angles between the contacting phases [42]. In the next step,

minimization of eq. (2.2) is performed to obtain the following Allen-Cahn-type evolution

equations of the phase- and concentration- fields:

τε
∂φα̂
∂t

=− ε
(
∂a(φ,∇φ)

∂φα̂
−∇ · ∂a(φ,∇φ)

∂∇φα̂

)
− 1

ε

∂w(φ)

∂φα̂︸ ︷︷ ︸
:=rhs1,α̂

− ∂ψ(φ,µ, T )

∂φα̂︸ ︷︷ ︸
:=rhs2,α̂

− 1

N

N∑

β̂=1

(rhs1,β̂ + rhs2,β̂)

︸ ︷︷ ︸
Λ

, (2.6)

∂µ

∂t
=

[
N∑

α̂=1

hα̂(φ)

(
∂cα̂(µ, T )

∂µ

)]−1(
∇ ·
(
M(φ,µ, T )∇µ− Jat(φ,µ, T )

)

−
N∑

α̂=1

cα̂(µ, T )
∂hα̂(φ)

∂t
−

N∑

α̂=1

hα̂(φ)

(
∂cα̂(µ, T )

∂T

)
∂T

∂t

)
. (2.7)

In these equations which are solved concurrently, ∇ · (. . . ) is the divergence operator

of the term which exists in the brackets and τ is the kinetic coefficient as defined in [39].

The Lagrange multiplier Λ is defined to ensure the satisfaction of constraint
∑N

α̂=1 φα =

1. In eq. (2.7), vector µ has K − 1 amounts of the constituent chemical potentials.
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Considering the previously indicated constraint
∑K

i=1 ci = 1, the concentration vector

cα̂ is composed of K − 1 independent amounts in the same dimension as the chemical

potential vector. The mobility function M includes the diffusion coefficient matrix D to

characterize the diffusion-controlled processes and is defined as [39]:

M (φ,µ, T ) =
N∑

α̂=1

Dα̂
∂cα̂(µ, T )

∂µ
hα̂(φ). (2.8)

Due to the appeared larger interface widths in the phase-field model compared to

the physical values [40], the anti-trapping current Jat [48, 49] is exploited to suppress

the influences of these artificially enlarged interfaces. The thermodynamic databases

are coupled with this model to obtain the chemical potentials as derivatives of the free

energies with respect to the concentrations. Hence, the term gα representing the Gibbs

energies in these databases can be replaced by the term fα in the above formulations,

and by employing the inverse function, the concentration vectors can be calculated as the

functions of µ:

cα(µ, T ) =

[
∂gα(c, T )

∂cα

]−1

. (2.9)

The individual grand potentials ψα(µ, T ) are defined in the next step as:

ψα(µ, T ) = gα(cα(µ, T ), T )− µ · cα(µ, T ), (2.10)

which are benefited in the calculation of ψ(φ,µ, T ) based on eq. (2.3). Therefore,

the grand potentials are solely expressed in terms of the Gibbs free energies and their

derivatives [9]. By considering the volume and pressure of the system constant, the

thermodynamical consistency is guaranteed and the Gibbs energies become responsible

for the determination of the driving forces instead of the free energies. This procedure

will be discussed in more detail in chapter 5. In the thermodynamic Calphad databases,

the formulation of the Gibbs energies is expressed as:

g = g0 + idgmix + xsgmix. (2.11)

In this formulation, the terms g0 and idgmix denote the Gibbs energies due to the

mechanical and the ideal mixings of the involved phases, respectively. xsgmix is the

excess energies [9] which is a nontrivial term and not applicable for the concentration

estimations. Therefore, the first two terms are considered in the energy calculations.
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2.2 Anisotropy formulation

In simulation studies of the systems with noticeable anisotropies in the interfacial energies,

a cubic positive anisotropy formulation is applied as given in [42]. This is simply done by

adding ac(qα̂β̂) as a new term to eq. (2.4), expressing a more generalized gradient energy

density function:

a(φ,∇φ) =

N,N∑

α̂<β̂

γα̂β̂

(
ac(qα̂β̂)

)2 ∣∣∣qα̂β̂
∣∣∣
2

. (2.12)

ac(qα̂β̂) is defined as:

ac(qα̂β̂) = 1− ζα̂β̂


3− 4

∣∣∣qα̂β̂
∣∣∣
4

4∣∣∣qα̂β̂
∣∣∣
4


 , (2.13)

in which ζα̂β̂ is the anisotropy strength. Obviously, in the case of taking zero value, the

isotropic formulation of eq. (2.4) is returned. |q|44 =
∑d

i=1(q4
i ) and |q|4 =

[∑d
i=1(q2

i )
]2

are the additional utilized parameters in this formulation.

2.3 Implementations and tools

2.3.1 The solvers

The introduced model in section 2.1 is implemented in multi-physics phase-field-frameworks

Pace3D [50, 51] and waLBerla [52, 53]. Pace3D is the main benefited framework

in the current study which stands for ”Parallel Algorithms for Crystal Evolution in

3D”. This solver includes a large number of implemented models and by employing

massively parallel calculations, makes the possibility of large-scale simulations on the

high-performance computing HPC systems. The employed various optimization tech-

niques have made the possibility of simulating different tailored structures and studying

the internal interactions in different processes. Proper scalings of the solver have been ob-

served in Hazel Hen [54], ForHLR I and ForHLR II [55] supercomputers with up to 96100

employed cores [50]. For example, Pace3D has been utilized in a number of published

simulation studies, such as [56–58], and many others.
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waLBerla stands for ”Widely Applicable Lattice-Boltzmann from ERLAngen” and

is a massively parallel software forming an efficient and scalable framework. The parallel

algorithms are implemented on the block-structured grids which make the scaling possibil-

ities on different HPC clusters [59, 60]. The modularity and flexibility of this framework

have made the practical possibility to implement the intended phase-field model [61]. A

large number of simulation studies have so far been conducted using this software package.

The works of [62, 63] can exemplarily be mentioned among the published works.

2.3.2 Discretization technique

The governing equations 2.6 and 2.7 are discretized in space employing the finite difference

method and in time using an explicit Euler scheme [50, 61]. The simulation domain

Ω ∈ Rd, d ∈ {1, 2, 3} is divided into a block structure in order to make the parallelization.

Figure 2.1, schematically illustrates these procedures.

(a)

value of φα

∂a(φ,∇φ)/∂∇φα
∂a(φ,∇φ)/∂φα
∂f(T, c,φ)/∂φα
and ∂w(φ)/∂φα

y

x

(b)

µ(x, t)
D3C1

φ(x, t)

φ(x, t + dt)

D3C7

φ(x, t)
D3C19

µ(x, t + dt)

D3C19

φ(x, t + dt)µ(x, t)

D3
C7

Figure 2.1: Schematic illustrations of (a): the spatial positions to calculate parameters

of eq. (2.6) [50] and (b): the algorithm to calculate temporal evolutions of eqs. (2.6) and (2.7)

with the time step of dt [64].

In fig. 2.1(a), the updates of the phase fields, as well as their fluxes, are shown in a

two-dimensional scheme. The central cell which is highlighted in brown is the intended

cell of the calculations, while its neighboring cells are marked with the red dashed lines.

The values of each parameter in these cells are required to gain the desired amounts in

the central cell. Based on this figure, in order to solve eq. (2.6) numerically, the phase

fields have to be determined at the cell centers, whereas the fluxes are computed in the

cell edges [50, 65]. In fig. 2.1(b), the algorithm to calculate the phase-fields (eq. (2.6))

and the chemical potentials (eq. (2.7)) at time t+ dt is shown. This calculation is indeed

based on the available data at time t and dt denotes the considered time step in the

simulation studies. As it can be noticed, to gain the phase evolutions, only the data

of φ and µ at time t are required, whereas the chemical potential calculation needs an

additional φ data at time t+ dt. Hence, the φ calculations have to be done prior to the

chemical potentials [64]. In the depicted ”DnCm” notation, n indicates the dimensions
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and m stands for the total number of accesses to the cells. For example, D3C7 denotes a

calculation that is performed using data of a central cell plus 6 neighboring cells in three

dimensions.

2.3.3 Boundary conditions (BC )

In the boundary cells of the simulation domain, for which the necessary neighboring

cells of the calculations do not exist, the boundary conditions play vital roles in the

determination of the field values. If we consider the field U (x, t), U ∈ {φ,µ}, the

utilized boundary conditions and their definitions are listed in Table 2.1.

Table 2.1: The utilized boundary conditions B.S. in the simulation studies and their definitions.

Boundary condition name Definition

Dirichlet U(x, t)|x in boundary cells = constant

Isolate or Neumann ∂U(x,t)
∂x |x in boundary cells = 0

Periodic connects two adjacent domain boundaries

These BC formulations have been utilized in literature, for example in the works

of [9, 10, 61, 66, 67].

2.3.4 Moving window technique

In solidification problems, one approach to reduce the necessary computational power is

to shift the solidified phases out of the simulation domain, focusing computation on areas

of highest interest and importance, such as the solid-liquid interfaces [1]. This technique

is known as the moving window technique, which was introduced by Vondrous et al. [68]

in 2014. In this procedure, the further evolutions of the solidified phases beyond a certain

point are neglected as they are lower than the liquid phase evolution in orders of magni-

tude [64]. The schematic illustrations of the moving window are shown in Fig. 5 of [68] and

Fig. 2 of [64]. In both of the mentioned figures, the evolution equations are only solved

in the specified boxes, leading to a significant increase in the calculation efficiencies [68].
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2.3.5 Nucleation mechanism

In the performed simulation studies, whenever nucleation of a third phase (δ for example)

in the α−liquid interfaces has to be modeled, the following nucleation mechanism is

implemented in the utilized phase-field model:

ξδ =

{
ndist · A ∀φαφl > 0, dt mod i = 0

0, else.
(2.14)

ξδ is a noise term which is added to eq. (2.6) based on the works of Schoof et al. [69]

and Kellner et al. [70]. The extension of the originally introduced approach in [69]

is performed in [70], leading to the outstanding results in the simulation of the eutectic

colony formations as the investigated process. The simulations of eutectic and off-eutectic

compositions in the directionally solidified AlCu-5Ag system are other examples of its

successful applications [11]. This mechanism works by considering a nucleation criterion

in the noise term. Fulfillment of the criterion is tested after a number i of the time

steps dt within the simulation. This number is predefined by the user and named as the

interval. A is the amplitude and ndist is the function to uniformly distribute the noise. At

each nucleation step, the concentrations in the solid-liquid interfaces are calculated and

the deviations from the equilibrium concentrations are noticed. If this deviation is higher

than a predefined limit climit, the δ phase nucleation occurs due to the implementation

of the noise function. In the nucleated domain cells, the satisfaction of the constraints∑
α φα = 1 and cnew = cold are fulfilled to ensure consistency in the phase evolutions.
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Simulations setup

3.1 Directional Solidification (DS)

The directional solidification processes have to be simulated in this work, to study the

effects of the anisotropically modeled interfacial energies on the formed patterns. Thus,

the used simulation setup for such a procedure is the first discussed task in this chapter.

In order to simulate the DS processes, a Bridgman-type setting is benefited which is in-

troduced for the first time by Percy Williams Bridgman in the 1920s [71]. In this setting,

a cylindrical crucible is lowered vertically into a tubular furnace along its axis, with a

constant velocity [71, 72]. Subsequently, the imposed temperature gradient produces the

solidification front which is necessary for the formation of the bulks of the single-crystal

materials. Since then, different variations of this technique have been implemented, but

the main principles of the procedure have remained untouched [72]. As examples of the

single crystal growths by this technique in the literature, the evolutions of LaBr3:Ce [73],

LaCl3:Ce [73], Al-7wt%Si [74], Li2B4O7 [75], CdTe [76] and CdZnTe [76] systems can be

mentioned. In addition, various microstructures like the dendrites [28, 77, 78], eutec-

tics [79, 80] and peritectics [81–83] are obtained by this technique in different material

systems. It is widely used either for the high-temperature casting of Ni-based superal-

loys [84, 85] which is the main simulation topic of the current work.

In order to have an overview of the role of the imposed temperature profile in the DS

processes, the experimental setup is schematically illustrated in fig. 3.1. This illustration

includes two configurations for (a): the bulk, and (b): the thin samples, respectively.

In fig. 3.1(a), the vertical movement of the crucible with the constant velocity v, makes

the progress in the solidification process. The temperature gradient GDS in this setting

is provided by the surrounded heater and cooling coils in the y direction. The annular

baffles are placed to separate the furnace heaters and the heat sink. Maximum and

14
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Figure 3.1: Schematic illustrations of the experimental setups in directional solidification for

(a): bulk samples [72] and (b): thin samples [86].

minimum temperatures of the system are controlled by the coil temperatures [72]. The

next setup in fig. 3.1(b), which is used for the thin samples, is composed of the hot

and the cold blocks as well as a sample holder with the provided moving possibility by

a DS motor [72]. If a pulling direction from left to right is assumed, the solidification

front moves in the opposite direction, resulting in the growth from the right to the left.

Hence, x is the direction of GDS in this configuration and the isothermal gradient lines

are assumed to exist along y. For both configurations, the time- and the space-dependent

temperature profile can be formulated as:

T (x, t) = T0 +GDS(pos− vt), (3.1)

in which pos stands for the position (y in the setting of fig. 3.1(a) and x in the

setting of fig. 3.1(b)), t stands for the time and T0 is a base temperature defined by

the user. In fig. 3.2(a) the schematic illustration of this formulation is shown. Front

temperature Tf is adjusted in the interface which is below the melting temperature TM

by a slight amount. As it can be noticed, there is a linear dependency between the system

temperature and the distance increases. Additionally, an overall temperature reduction

in the simulation domain occurs as time passes. Due to the mentioned linear dependency

between the temperature and the space, ∇2T becomes equal to zero, which guarantees the

satisfaction of the heat equation in the steady-state. As utilizations of this formulation,

the simulative works of Hötzer et al. [67] and Kellner et al. [9, 70] can be mentioned.

Next, the simulation setups for which this temperature profile is used in the two- and

three-dimensions, are schematically illustrated in fig. 3.2(b) and 3.2(c). In both types,



Chapter 3. 16

the constituent solid phases which are filled initially are labeled by the Greek letters

α, β, δ, . . . , η. The fillings start from x = 0 until a user-defined altitude. The phases can

have different arrangements like the lamellar, the rod, or the Voronoi tessellations [9, 87]

which results in the free evolutions of the solidified phases. The rest of the domain is

filled with the liquid phase as illustrated in yellow in the figures. The boundary condition

formulations are as previously presented in section 2.3.3. The bottom of the simulation

domains (x = 0) is exposed to the Neumann boundary conditions. Whereas the opposite

sides (x = xmax) are exposed to the Dirichlet boundary conditions to resemble the infinite

liquid fluxes in the simulation domains. Other boundaries are modeled with the periodic

B.Cs resembling the repeat of the simulated microstructures in these directions.
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Figure 3.2: Schematic illustrations of (a): the temperature formulation in eq. (3.1), (b) and (c):

the utilized setups in the DS studies of two- and three-dimensional simulations.

This setup is used in the simulation studies of the different material systems in sec-

tions 6.1, 6.2 and 6.4.

3.2 Rotating Directional Solidification (RDS)

In fig. 3.3(a), the experimental setup of the rotating directional solidification RDS pro-

cedure as the next used setup in the simulation studies of current work is depicted. This
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experimental setup is initially introduced by Oswald et al. [88] as a precursor study of this

kind on 1993. Akamatsu et al. [89] made the additional investigations in the later years.

The true motivation for this setup and its beneficial utilization in the understanding of the

ongoing mechanisms in the solidification processes will be discussed later in section 4.2.

In this section, its related temperature equation is derived considering the heat conserva-

tion law and the physical rotation of the disk as illustrated in the schematic illustration

of fig. 3.3(a). Such disk rotation can be modeled by the rotation of the formulated tem-

perature profile within the performed simulations in Pace3D software (see section 2.3.1).

The rotation of the temperature profile instead of the simulation domain rotation, leads

to a reduction of the computational effort in the simulation studies.
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Figure 3.3: Schematic illustrations of (a): RDS setup based on the experimental work of Mo-

hagheghi et al. [90]. (b): The temperature profile in RDS simulations (eq. (3.4)) at time = 0.

Tmax and Tmin represent the temperatures of the hot and cold blocks or the considered maximum

and minimum temperatures in the simulations, respectively. The solidification/melting fronts

are located in the ”high-temperature gradient area” [91].

In order to formulate the temperature, the satisfaction of the heat equation in the

steady-state (∇2T = 0) should be considered as discussed previously for the DS setting

in section 3.1. In addition, for a correct representation of the ongoing physical effects in

the RDS processes, the following constraints should be considered:

(i) In the derived temperature function, the effects of the cold and hot isothermal blocks

have to be represented. In the domains in between the minimum and maximum

temperatures caused by these blocks, the function should cause the temperature

variation by some means to reflect the disk rotation effects either. As in the hot

and cold blocks a uniform heat distribution is assumed, a low-temperature gradient

in near-block segments of the rotating disk should be represented in the sought

formulation. In the other segments indicating the vicinity of the disk center, an

acute temperature change is crucial for the correct formation of the solidification
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and the melting fronts. Therefore, a linear function representing a constant tem-

perature gradient in the whole domain (like eq. (3.1) for the DS case), can not be

recommended. Utilizing a linear function can result in an enormous temperature

rise by the distance increase from the rotation center, leading to the destabilization

of the modeled material system. This especially specially comes into account in the

large domain simulations.

(ii) Precise calculation of the phase-field evolution equations (eqs. (2.6) and (2.7) in sec-

tion 2.1) should be ensured demanding continuous differentiability of the derived

temperature function with respect to the space and time.

Based on the mentioned constraints, the usage of three different linear functions com-

posing a piecewise function cannot be considered. Although such a piecewise function can

represent the temperature gradient variation in the simulation domain, the non-continuity

of its derivatives can cause problems in the correct calculation of the phase-field equations

in the connection points. Instead, the tan−1 function can be regarded as an option which

has the ability to fulfill the declared constraints. Such function is schematically depicted

in fig. 3.3(b) in which the cold and the hot blocks’ temperatures are represented by the

lower and the upper asymptotes, respectively. The mentioned asymptotes can represent

any desired minimum and maximum temperatures in the system rather than the blocks’.

In order to establish well-defined melting and solidification fronts, a sharper temperature

change in the middle disk area exists compared to the outer sides. The initial temper-

ature setting at time t = 0 is considered without the rotational effect as the starting

point of the formulation in the following. By applying the depicted coordinate system

in fig. 3.3(a), the temperature T as a function of y is constructed as:

T (y) = Tm + A0 · tan−1

(
GRDS · y
A0

)
, (3.2)

in which, the temperature at disk center Ω (x = 0, y = 0) is denoted by Tm and GRDS

is its gradient. The discussed asymptotic values are controlled by the constant coefficient

A0. As expected, dT
dy

is equal to GRDS at y = 0. The next step is to employ the rotational

matrix to model the disk-rotation effect. In course of this endeavor, a rotation angle of

θ equal to the ωt is considered, where ω stands for the angular velocity. The x′ − y′ is

attained as the new coordinate system:

[
x′

y′

]
=

[
cos(ωt) −sin(ωt)

sin(ωt) cos(ωt)

][
x

y

]
=

[
x · cos(ωt)− y · sin(ωt)

x · sin(ωt) + y · cos(ωt)

]
. (3.3)
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The final time- and space-dependent rotating temperature profile, is completed by the

combination of eqs. (3.2) and (3.3) as:

T (x, y, t) = Tm + A0 · tan−1

[
GRDS

A0

(
x · sin(ωt) + y · cos(ωt)

)]
. (3.4)

It is worth mentioning here that, in the utilization of eq. (3.4), the values of Tm, A0

and GRDS should be selected in a way to result in ∇2T ' 0 in the different points of the

simulation domain. As it will be discussed later in section 3.2, this condition is satisfied

well in the phase-field studies of the RDS process in the investigated system of the current

work.
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Figure 3.4: Schematic illustration of the RDS setup based on [91]. The simultaneous effects

of the temperature and concentration fields on the whole domain are shown by the semicircle

depictions for the sake of simplicity.

Figure 3.4, schematically illustrates the simulative setup in the RDS studies. The

left half of this figure shows the concentration field at the initial simulation step, i.e.

t = 0, whereas the right half shows the initial temperature field, respectively. Both

fields influence the entire domain throughout the simulation process. The half-domain
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illustration is only for the sake of brevity. The gray barrier section shown is to confine the

initial rectangular domain and form the desired circular simulation area. This is done due

to the fact that, the multi-physics phase-field-framework Pace3D typically deals with

the rectangular domains, and therefore, the barrier areas are formulated and utilized

in a similar manner to the works of [92–94]. In such areas, neither the temperature

formulation (eq. (3.4)) nor the field evolution equations (eqs. (2.6) and (2.7)) are solved.

Despite the works of [92–94], in which the simulated barriers have flat surface geometries,

in this work, the considered curved-shape barriers cause limitations in calculations of the

gradient normals to the boundaries as a linear problem. Hence, numeric instabilities can

take place in the barrier boundary sections due to the direct contact with the evolving

phase fields. As a solution, a layer of one solid phase with the thickness of one cell can

be placed between the barrier region and the simulation domain containing the evolving

phases, permanently. Therefore, the contact of the barrier with a converged and stable

phase field is guaranteed by this technique.

The melting and solidification conditions coincide in the middle of the simulation

domain, which results in zero growth velocity at the rotation center Ω. This area is

modeled with another barrier in order to prevent the growth of unwanted phases. The

same color labeling of fig. 3.3 is used in order to illustrate the temperature field on

the right-hand side of fig. 3.4. The green dashed lines specify the area with the higher

temperature gradient which contains both the solidification and melting fronts. In the

bottom half of the domain which has the lower temperature Tmin, the solid phases are

filled in the desired initial pattern. The lower half of the domain is filled with the liquid

phase which is exposed to the high temperature with the maximum value of Tmax. The

formulated temperature profile is rotated in this configuration in the opposite direction

of the disk rotation in the experimental works in order to resemble the same effects.

In section 3.2, the introduced setup is used in simulation studies of rotating directional

solidification in the ternary eutectic Bi-In-Sn system.
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Literature review on material

properties

4.1 Ni-Al-Mo ternary system

Due to their favorable material properties like the high melting points [95], low den-

sities and high thermal conductivities [96], NiAl-based alloys have come into focus for

industrial applications in recent years. The aerospace industry [97] and gas turbine man-

ufacturing [98] can specifically be mentioned for these applications in which the high-

temperature resistances of these alloys are required. Meanwhile, the reported weaknesses

in the strength and toughness of such alloys have opened new discussions in the enhance-

ment techniques. As part of this effort, adding a reinforcing element like Cr, Mo, W or V

to the initial binary alloy has worked as a beneficial technique in the performed studies.

The resultant ternary systems show improved compressive creep resistances and strain

rate properties with the retained advantages of the primary NiAl binary alloy in the inves-

tigated systems [99–102]. Additional studies have been conducted for further mechanical

properties enhancements in the literature. As an example, Misra et al. [103] have shown

the reinforcement possibility of the NiAl-based alloys with the formation of a softer fcc

phase. In their investigated Ni-30Fe-23Al and NiAl-31Cr-3Mo alloys, the local plasticity in

the lately formed fcc phases results in global plasticity in the alloys. In Ni-Al-Mo ternary

system, experimental investigations have been conducted to amend the corrosion resis-

tance by Galetz et al. [104] and Latreche et al. [105], as well as the oxidation resistance

by Li et al. [106]. Sheng et al. have revealed valuable information on the effects of the

fine microstructure on the mechanical properties in quaternary NiAl-Cr(Mo)/Nb alloys in

their works from 2008 [107] and 2009 [108]. In [107], the prepared alloys by the injection-

casting having finer microstructures are compared with the conventionally cast alloys.

22
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The investigation shows a 100% increase in compressive ductility and a 50% increase in

the yield strength at room temperature. Based on their later study [108], by doping

Hf and Ho to the system using the suction-cast technique, HfAlNi2 and HoNi2Al3 phases

are formed in the system. These formations which happen along the NiAl and Cr(Mo)

interfaces, make the microstructure finer leading to better microhardness and compres-

sive properties in the alloy. The directional solidification technique which is previously

discussed in section 3.1, can be a promising method to gain the enhanced mechanical

properties in the Ni-Al-Mo ternary alloy. The nontrivial eutectic reaction in this system

is described by an isopleth section and is noted as NiAl-10Mo in the following. The regular

formation of NiAl- and Mo-rich phases as the matrix and fibers are reported leading to

considerable improvements in the mechanical properties [109–111]. The DS experiments

performed by Zhang et al. [35], include different solidification velocities v with the con-

stant temperature gradient of GDS = 33.4 K mm−1. v is varied between 2 µm s−1 and

300 µm s−1, and the evolved patterns are reported. In the resultant microstructures, for

the slow growth rates (2 µm s−1 ≤ v ≤ 35 µm s−1) the formed interfaces have planar

morphologies, whereas in 40 µm s−1 ≤ v ≤ 300 µm s−1 the formation of cellular interfaces

is observed. In their study, the line-intersect method is used to measure the fiber spacings

λ. For each experiment, about 300 spacings and 100 fiber sizes are measured and the

resultant values show good correlations with the expected Jackson-Hunt-type behavior,

vλ2 = c [112]. The constant c has the value of 34.81 µm3/s in their report [35]. Addition-

ally, it is observed that the growth rates lower than 35 µm s−1 have more well-aligned

and regular eutectic structures. The average volume fractions of the fibers vf lie in the

range of 14.6-15.0% depending on the growth rate. It is also mentioned that the fiber

arrangements in the transverse sections are almost hexagonal with not circular cross-

sectional areas but rectangular. The conclusion from the later observation of the fiber

shape is the highly anisotropic behavior of the matrix-fiber interfacial energies [35].

In order to simulate this DS process, moreover to the discussed experimental data,

the thermodynamic properties of the system have to be determined. The implemented

database by Peng et al. [113] is used for this purpose. This database is constructed for the

quaternary Ni-Al-Cr-Mo system and includes the ternary NiAl-10Mo subsystem as well. A

combination of observations from solidification experiments and computational thermo-

dynamics is the main approach in the implementation of such databases. The Calphad

method [41] is used to model the liquidus surface of the system. In fig. 4.1 (bottom left)

the ternary diagram of the system is depicted, including the isopleth cut of the NiAl-10Mo

eutectic reaction as well as the liquidus projections. The matrix, the fiber and the liquid

phases are shown in dark blue, red and light blue colors, respectively. This color style will

remain unchanged in the forthcoming simulative micrographs in section 6.1 for the sake

of simplicity. In the utilized database, the element concentrations at the eutectic point
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are equal to the listed values in the top-left table of the figure. The illustrated phase

diagram in fig. 4.1 includes the discussed eutectic reaction, which results in a fibrous

microstructure as the solidification product. This reaction occurs at the temperature of

1875.47 K with ' 0.1 mol-% of Mo concentration [113]. Liquid-matrix and liquid-fiber

areas exist in the phase diagram as expected, in the hypo- and hyper-eutectic regions,

respectively. In the matrix phase, the concentration of Mo is near-zero which can cause

difficulties in the simulation studies. This point will be discussed later in the modeling

procedure of the system, prior to the simulations.
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Figure 4.1: Bottom left: The ternary diagram of the Ni-Al-Mo system including the liquidus

projections. Dashed line: The isopleth matrix-fiber connecting cut of NiAl-10Mo ternary eutectic.

Top left: The eutectic concentrations of the elements in the constituent phases at T = 1875.47 K.

Right: Two-dimensional phase diagram in the isopleth cut of the ternary diagram. All data are

based on the Calphad database of [113].

Based on the discussed experimental and thermodynamic data which are the simula-

tion prerequisites, the modeling and latterly the simulations of this system are performed

in sections 5.2 and 6.1.

4.2 Bi-In-Sn ternary system

Bi-In-Sn ternary eutectic is the next investigated material system in the current work. The

favorable properties of this system like its relatively low melting point (TM ' 332 K [114]),

have made it desirable and practical in the experimental studies of the solidification pro-

cesses by both DS (see section 3.1) and RDS (see section 3.2) techniques [22, 36–38, 90].
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This fact is due to the possibility of accurate in situ observations of the ongoing mech-

anisms in the solidification experiments. The works of [22, 36–38] can exemplarily be

mentioned in which the obtained microstructures are proclaimed in a variation of the

applied process conditions like the solidification velocities. The three-phase lamellar pat-

tern with αβαδ repeat unit is reported to be the dominant growth pattern in the stably

formed grains of the solidified products. In this representation, α stands for the BiIn2,

β stands for the β−In and δ stands for the γ−Sn crystalline phases, respectively.

The observed solid-liquid interfaces are reported to be non-faceted [86] and the stabil-

ity of the mentioned pattern is declared to be a result of the mirror symmetries in the

middle of the β and δ phases. This results in solute redistribution at the solidification

fronts [22, 36, 115]. Rex et al. [38] in their experimental and numerical work, investigated

the transient states referring to the initial stages of the formation of the constituent solid

phases in the undercooled melt. They observed the BiIn2 phase or BiIn2 together with

the γ−Sn phase, solidify initially and after passing a pulling distance, the third solid

phase appears. The solid-liquid interface temperature initially decreases in this process

as long as the two-phase configuration exists. By the appearance of the third solid phase,

the temperature rises spontaneously causing an irregular layer of the fine microstructure

which leads to the final stable arrangement of αβαδ multi-layers. Sample composition

and the solidification factors are recognized to be the key parameters in the number and

sequence of the transient states. The adjustment between numerical simulations which

are performed based on the phase-field method, and the experiments have led to conve-

nient results in the assessment of the thermophysical parameters in the system like the

nucleation undercooling and the diffusion coefficients of the existing elements in the liquid

phase [38]. Witusiewicz et al. [36], by studying the effects of the solidification velocities

on the pattern formation in their DS experiments, have observed well compatibility of

the evolved lamellar spacing values in the 2D samples with the Jackson-Hunt relation-

ship [112]. They have also indicated that, for the velocity of 0.5 µm s−1, with a constant

temperature gradient of 8 K mm−1, the most perfectly aligned regular microstructure re-

sults with the average lamellar spacing value of 23.4 µm. In bulk sample investigations,

they have noticed good agreements between their findings and the formerly reported re-

sults by Ruggiero et al. [37]. Bottin-Rousseau et al. [22], by choosing a restricted velocity

range have shown the agreement of the Jackson-Hunt relationship constant (c = vλ2) as

computed in their work, with the results of [36].

Another advantage of Bi-In-Sn ternary eutectic which makes it favorable for the ex-

perimental, as well as the simulation studies, is the reported 2D patterns in the stable

growth regions of the bulk or quasi-2D samples [86]. This point can decrease the cost of

the investigations by reducing the 3D samples into the two-dimensions. On one hand,

the mentioned reduction leads to the considerable savings in the required computational
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power of the simulation studies, but on the other hand it can be questioned that, how to

deal with the 3D nature of the occurring phenomena in the solidification processes like the

lamellae branchings [116–118] in the simulations? The answer lies in the introduced

simulative nucleation mechanism in section 2.3.5 as it can reproduce, similar physical ef-

fects in two dimensions. Hence, in the performed 2D simulations of this material system,

the expected physical effects of the experiments can be thoroughly resulted which will be

discussed later in section 6.2.2.

The next point is the role of anisotropy in the interfacial energies γ on the pattern

formation. In [89, 90], the grains with negligible anisotropies are labeled as the float-

ing grains, whereas the grains with significant anisotropic interfaces are labeled as the

locked grains. The evolved patterns of the locked grains can deviate from αβαδ, leading

to the formation of αβδ or [αβ]a[αδ]b superstructure in which a and b are the integers

higher than the unity [22]. In some cases, these patterns stay stable and do not vanish un-

til the end of the experiments. The possibility of the formation of the αβδ pattern in the

ternary eutectics is shown either by Choudhury et al., using the phase-field method [115].

But for the latter case, there are still open questions. Determination of the precise nature

of the instability process by both experimental and numerical techniques demands more

investigations. In the course of this endeavor, the RDS technique is a beneficial method

in addition to the DS method, for studying the material properties in this system. Mo-

hagheghi et al. in their RDS study investigating the thin samples [90], have observed

the same αβαδ stacking sequences as found in the DS experiments. The trajectories of

the solidified phases were circular as expected, due to the results of the rotating samples.

In spite of a broad variation range in the influencing parameters like the solidification

velocities and the thicknesses of the samples, this pattern is reported to be stable in this

reference. Additionally, the tilted growth of the solidified phases with respect to the ap-

plied temperature gradient direction has been reported in the locked grains [90]. Based

on the observations of Akamatsu et al. [89], the patterns are reproducible features of the

eutectic grains to which they belong. This indicates the dependency of the evolved mi-

crostructures on the characteristics of the interface boundary Wulff plots. Considering

”symmetric-pattern approximation” [119], which is the symmetricity in the solid-liquid

interfaces, the evolved trajectories in the RDS experiments should be circular in the

floating grains. In contrast, the locked grains lead to the cusp singularities in the Wulff

plots and the growths with the faceted lamellar patterns [89]. In these lamellae, the αβ

interface anisotropy is reported to have a more dominant influence on the development

of the inclined trajectories compared to the αδ interface anisotropy [90].

In the works of [22, 86] additional instabilities to the lamellae branchings like the

lamellae eliminations are also reported in the solidified phases depending on the ex-

perimental conditions. These instabilities mainly occur as responses of the system to
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variations in the solidification velocities and in most cases are recovered at further steps

of the experiments. Lamellae branching generally happens when the velocity exceeds

certain criteria, whereas lamellae elimination occurs when it is decreased below the lower

velocity limit of the system. In both cases, the system shows a tendency to return to

the stable αβαδ pattern by mechanisms like phase invasion (see Fig. 13 of [86]), phase

exchange (Fig. 14 of [86]) and continuous elimination of all phases (Fig. 7 of [86]).

It is worth mentioning that, although these mechanisms have 3D natures in the transi-

tional areas, but finally the resultant patterns show the 2D natures. The conclusions of

the performed literature review can be summarized as:

(i) Anisotropic behavior of the interfacial energies in the Bi-In-Sn ternary eutectic sys-

tem is a key factor in pattern formation. Therefore, in addition to the DS simula-

tions, the RDS simulations can lead to beneficial insights in the characterization of

the ongoing mechanisms in these processes.

(ii) The growth velocity is another important factor in the pattern formation and the

occurred instabilities within the solidification processes.

In both of the indicated points, there are still open questions demanding further

simulative investigations. In current work, the anisotropic behavior is focused on for a

more detailed study. The thermodynamic information of the system is obtained from [114]

which is implemented by Witusiewicz et al. based on the Calphad method [41]. The

commercial tool Thermo-Calc [120], is benefited to utilize the database and obtain the

desired data including the phase equilibria and the values of the Gibbs energies in the

constituent phases. In order to get an overview, the ternary diagram is shown in fig. 4.2

in which the liquidus projections are illustrated with the black solid lines. The figure also

includes the concentration of the elements in the eutectic reaction in different phases.

Yellow, blue, magenta and red circles specify positions of the solid α, β, δ and the liquid

phases in the eutectic reaction, respectively. This coloring code will remain unchanged

in the performed phase-field simulations of section 6.2 for the sake of simplicity.
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Figure 4.2: Ternary diagram of the Bi-In-Sn system [114] including the liquidus projections and

the concentrations of the elements in the eutectic reaction.

Based on the discussed experimental and thermodynamic data, the Gibbs energies of

the involved phases in the eutectic solidification process are modeled in section 5.3 and

the phase-field simulations are performed in sections 6.2 and 6.3 consequently.
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Gibbs energies modeling in ternary

systems

5.1 General method for Gibbs energies modeling

In order to perform the phase-field simulations of physical material systems, the ther-

modynamic data of the investigated systems have to be incorporated into the considered

models. The required data to calculate the driving forces of the reactions are mostly

obtained from the Calphad databases [41] in the current work. In these databases, the

pressure, the temperature and the concentrations are stored as variables to define the

Gibbs energy functions in the individual phases. Considering the existing Allen-Cahn

or Cahn-Hilliard phase-field models, various methods have been established for thermo-

dynamic data incorporation [7, 121–130]. Steinbach et al. [126], have used a method to

directly access the database at different steps of the running simulations in their study

from 2007. As the computational effort in such a direct coupling method can be rel-

atively high, the thermodynamic information calculations are accomplished at certain

time intervals. The required data in the quasi-equilibrium stages which are not obtained

in the investigated intervals are extrapolated subsequently. Next to the direct coupling

method, another approach is employed by Qin and Wallach [127] in which the desired

thermodynamic information is precomputed before the simulations by virtue of the MT-

DATA [131] and is saved in the data files. On one hand, this precalculation can reduce

the required computational effort, but on the other hand in case of additional data need

within the simulations, the interpolations are required for the approximations which can

lead to accuracy losses. As another data coupling approach, the direct incorporation of

the Gibbs energy functions from the Calphad databases in the utilized phase-field mod-

els is performed by Böttger et al. [128] and Zhu et al. [129]. In this approach, no external

30
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libraries are required as the exact determination of the thermodynamic information is

possible. The iterative methods are often required to solve these Gibbs energy functions

as they are usually saved in the Calphad databases with computationally intensive for-

mulations. Thus, further methods have been implemented in the literature to simplify the

original energy functions and compute the necessary thermodynamic information within

the simulations. As a common method, parabolic functions are used to approximate the

Gibbs energies. Like any other approximation method, the result accuracy is one of the

main questions in the utilization of this technique. It can be declared that the accuracy

depends on the considered concentration and temperature ranges, drastically. The capa-

bility of the parabolic functions may be reduced by an increase in the mentioned ranges.

This can be more pronounced if the functions are utilized in the wider concentration and

temperature ranges than their originally approximated ranges. In other words, defining

a broad temperature-composition space to attain and utilize such functions can be chal-

lenging. Welland et al. [122] have used the parabolically approximated functions in their

phase-field simulations and have compared them with an approximated minimiser ap-

proach. In the vicinity of the equilibrium conditions, both approximation methods have

shown satisfying accordances with the original Calphad data. Meanwhile, by growing

deviations from the equilibrium states, the approximated minimiser functions show bet-

ter accordances with the original data rather than the parabolic functions. However, for

most of the phase-field simulation studies in the physical processes, such as the investi-

gated solidification studies in current work, a limited temperature-composition range is

usually adequate to reproduce the desired thermodynamic data.

Considering the parabolically approximated functions, the advantages of their utiliza-

tion can be summed up as their lightweight computations (see Appendix 1 of [132]), their

appropriate representation of the thermodynamics and the possibility of their implemen-

tation in both free-energy-based [42, 126] and grand-potential-based [39, 40] phase-field

models. Therefore, different binary [7, 8, 122, 133, 134] and ternary [7, 9, 10, 87, 135, 136]

systems have been modeled by these functions in the literature. For the utilized grand-

potential-based model in the current work (see section 2.1), the necessary modeling pa-

rameters like the concentrations, the grand potentials and the chemical potentials, can

be obtained from the approximated functions. As an example, based on eq. (2.10) in sec-

tion 2.1, in the calculation of the grand potentials the concentrations should be derived

as the functions of the chemical potentials. In other words, µ−1(c) should be determined

in this formulation. This can be achieved simply (and computationally cheaply) by a

representation of the Gibbs functions in the forms of the second-order polynomials.

The utilized toolchain for modeling the Gibbs energies in this work is introduced by

Noubary et al. [132], which is implemented for the binary and the ternary material sys-

tems. In this semi-automated toolchain, a detailed definition of the investigated material
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systems, as well as the occurred phase transformations, are essential as inputs to the sim-

ulations. For this purpose, the utilized temperature and concentration ranges should be

defined. The concentration range is selected to be near-equilibrium in order to guarantee

the function’s validity in the case of minor deviations from the equilibrium conditions in

the simulations. The Least-squares method is benefited to derive the functions in this

framework. Additional thermodynamic information is considered in the function approx-

imation procedure to minimize the susceptibility of the model to external influences. This

consideration becomes highly important in cases of the more complex material systems

in which the primary formulations can not represent the expected thermodynamic in-

formation quite well. The flowchart of the general procedure is schematically depicted

in fig. 5.1. The framework is structured for utilization before the onset of the simula-

tions. Therefore, no direct connection to the Calphad databases is needed within the

simulation runs. The present components in the system and the reaction type should be

defined to the toolchain besides the exploited database. Based on the number of the de-

fined elements, the binary or ternary reaction is realized in the system. By specifying the

desired temperature range and concentration of the elements in the melt (mostly eutectic

concentrations), the phase transformations are defined. In order to assure the existence

of consistent driving forces and the correct solidification reactions in the simulations,

the investigated temperatures should be selected below the melting temperature of the

involved phases. It is worth mentioning here that, the accuracy of the resultant Gibbs

energy functions can be influenced by the amounts of the selected temperatures. Hence,

for a precise approximation, multiple runs of the toolchain with different defined ranges of

the temperatures may be required for all involved phases. The following steps summarize

the general procedure of temperature-dependent Gibbs energies approximation. It also

includes an optional step for the modification of the results if necessary.

step 1 Considering the investigated temperatures and concentrations in the melt, the equi-

librium between the constituent phases is computed and the corresponding concen-

trations ceqα are calculated. This calculation can be done by a software that can

handle the Calphad databases. For the modeled systems of the current work, the

Thermo-Calc software package [120] is utilized. But the other software packages

like OpenCalphad [137], Pandat [138], Pycalphad [139] and the FactSage [140] can

be used either.

step 2 The Gibbs energies of the involved phases are obtained separately from the database

in the considered temperatures. In the course of this endeavor, a predefined con-

centration range is necessary around the equilibrium concentrations. This range is

designated by the user and separate files are created in the toolchain to save the

results.
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step 3 Numerical least squares method is employed to approximate the Gibbs energy func-

tions based on the saved files in the previous step at each temperature for the

existing phases independently.

step 4 Temperature-dependent Gibbs energy functions are obtained by the interpolation

of the single-temperature results in each involved phase.

step 5 As the equality of the chemical potentials is one of the essential criteria for the

thermodynamic equilibrium in the system, the chemical potentials are calculated

from the approximated functions and their values are compared at the utilized

temperatures.

modi (Optional) The fitted Gibbs energy functions are modified if the calculated chem-

ical potentials deviate from each other considerably at step 5. This modification

is performed by parameter variations based on additional thermodynamic criteria

which are not considered in the previous steps.

Gibbs energy fitting tool tdb-File

equilibrium
concentration
for each phase
ceqα ,ceqβ ,. . . ,ceqliq

Phase equilibrium calculation step 1

Gibbs energy table
for each phase

Gibbs energy calculation for each phase step 2

Gibbs energy functions fitting for each phase step 3concentration depending
Gibbs energy func-
tions for each phase

Gα(c),Gβ(c),. . . ,Gliq(c)

Temperature fitting for each phase step 4

Testing of the fitted Gibbs functions for each phase step 5

Parameter for phase-
field simulations

temperature and con-
centration depending
Gibbs energy func-
tions for each phase

Gα(c, T ),Gβ(c, T ),. . . ,
Gliq(c, T )

Modification
of the fitted
functions for
each phase
(optional)

Figure 5.1: Flowchart of the Gibbs energies approximation algorithm, used in the current work

based on [132].

The Pace3D solver (introduced in section 2.3.1), includes C-based tools to generate

macrofiles based on this toolchain. Further verification of the results from the Calphad
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databases is possible in the solver as well. The used numerical least-squares method in

step 3 can cause some deviations from the exact equilibrium conditions. Meanwhile, the

investigated concentration range adjustment, as well as the modification of the number

of the calculation points in step 2, can enhance the accuracy of the calculations. Hence,

by this accuracy enhancement, good correlations between the original and the derived

thermodynamic data in the vicinity of the equilibrium concentrations can be achieved.

For the investigated binary B and ternary T systems, the various approximation functions

in step 3 can be chosen apart from the discussed parabolic functions. A list of possible

functions is presented in Table 5.1. As it can be observed, the listed functions lead to

unique solutions for the required derivations.

Table 5.1: The utilized approaches to obtain the approximated Gibbs energy functions in

step 3 of the toolchain based on [132].

Label Approach type Equation

Bi Ideal solution f(x, T ) = a0 x+ a1 +RT (x ln(x) + (1− x) ln(1− x))

Bl Logarithmic f(x) = a0 ln(x)

Bp Parabolic f(x) = a0 x
2 + a1 x+ a2

Ti Ideal solution f(x0, x1, T ) = a0 x0 + a1 x1 + a2 +RT (x0 ln(x0) + x1 ln(x1)

+(1− x0 − x1) ln(1− x0 − x1))

Tp Parabolic f(x0, x1) = a0 x
2
0 + a1 x

2
1 + a2 x0 x1 + a3 x0 + a4 x1 + a5

step 5, is the accuracy checkpoint of the approximated Gibbs energy functions in

representing the thermodynamic equilibrium and the degree of conformity between the

functions and the Calphad databases. This checking is performed in the desired work

domain, i.e. the investigated element concentrations and the temperatures. Accordingly,

a visual comparison of the obtained energy data with the original Calphad information

can be done as shown later in fig. 5.3 of section 5.2. In the expected equilibrium points,

the average and maximum deviations between the functions as well as the chemical po-

tentials can be calculated and compared in order to check the correct establishment of

the equilibrium conditions quantitatively. The rebuilding of a phase diagram based on

the approximated functions and a comparison with the original Calphad data is an-

other approach to check the accuracy of the results in the nonvariant reactions. This is

performed for example in fig. 5.4 of section 5.2. Any failure in satisfactorily reproducing

the original data by the approximated functions indicates the modification necessity by

considering additional thermodynamic criteria. These criteria can be summarized as:

(i) The equal chemical potentials in the constituent phases of the system, at the equi-

librium concentrations.
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(ii) The common tangent existence between the solid phases in the expected equilibrium

concentrations at the desired temperature.

Assuming a total number of N phases in the system, in which the liquid is the last

phase, and by consideration of the chemical potential of phase i as µi = ∂gi
∂x

in the binary

as well as µij = ∂gi
∂xj

, j = 1, 2 for the ternary systems, the following equations ensure the

equality of the chemical potentials:

µ1 = µ2 = · · · = µN binary systems

µ10 = µ20 = · · · = µN0 , µ11 = µ21 = · · · = µN1 ternary systems.
(5.1)

The existence of a common tangent is guarantied by:

gi|xeqi + µi|xeqi ·
(
xeqi+1 − xeqi

)
= gi+1|xeqi+1

binary systems

gi|xeqi0 ,xeqi1 + µi0|xeqi0 ,xeqi1 ·
(
xeq(i+1)0 − x

eq
i0

)
+ ternary systems

µi1|xeqi0 ,xeqi1 ·
(
xeq(i+1)1 − x

eq
i1

)
= gi+1|xeq

(i+1)0
,xeq

(i+1)1
i = 1, 2, ..., N − 2 .

(5.2)

The newly generated Gibbs energy formulations after these modifications are validated

by repeating steps 4 and 5. In this stage, good accordances between the newly formulated

Gibbs energy functions and the original Calphad data are expected as the later con-

straints are applied. It is worth mentioning here that, the performed modification should

not be regarded as the Calphad data adjustment. The final purpose of the approxi-

mation is to obtain a simplified and computationally efficient (see Appendix 1 of [132])

representation of the Calphad data suitable for simulation studies. The later modifi-

cation is to enhance the applicability and the correlation of the modeled Gibbs energy

functions with the anticipated physical properties of the material systems. It is also

worth mentioning that, the discussed approach is not unconditionally appropriate for

all material systems. The toolchain in the approximation of the Gibbs energy functions

is restricted to binary and ternary material systems without the stoichiometric phases.

However, in cases of the systems without stoichiometric phases having well-defined equi-

librium conditions, satisfying results are expected.

In the following sections, the toolchain is utilized in Gibbs energy approximations of

NiAl-10Mo and Bi-In-Sn ternary eutectic systems. Additionally, the resultant functions

are validated in step 5 of the toolchain by comparison with the original Calphad data.

The phase-field simulations of the solidification processes are performed subsequently in

the indicated systems.
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5.2 NiAl-10Mo ternary system

The Calphad database of Peng et al. [113] is the basis of the Gibbs energy function

approximations for the NiAl-10Mo system in this section. Following the approximation

steps in the previous section, in step 1 the components Mo, Al and Ni are defined to

the toolchain. The eutectic compositions are set to these elements, i.e. 10.3 mol-% Mo,

44.8 mol-% Al and 44.8 mol-% Ni. The eutectic temperature is defined as 1875.47 K based

on the database. The system pressure is fixed to the atmospheric pressure and a total

number of one mole of the components is defined in the system. Several points below

the melting point are considered in the calculation of the equilibriums. In Table 5.2,

equilibrium concentrations have been shown for the exemplary temperature of 1871 K in

this step.

Table 5.2: The equilibrium concentrations of the involved solid phases in the eutectic reaction

of NiAl-10Mo system at the exemplary temperature of 1871 K [113]. The concentrations of the

non-variant reaction at the eutectic temperature are reported as the liquid concentrations.

Phase cMo in mol-% cNi in mol-% cAl in mol-%

fiber (Mo-rich) 91.2 0.16 8.64

matrix (NiAl-rich) 0.092 50.464 49.444

liquid 9.4 46.7 43.9

For the calculation of the Gibbs energies in step 2, a regular mesh around the equi-

librium concentrations is used. This mesh contains a user-specified number of points with

the step widths of ∆x = 0.1mol−%Mo, ∆y = 0.1mol−%Al surrounding the equilibrium

concentrations. The mesh is delimited by a circle whose radius is set to 0.5mol−%. De-

pending on the position of the equilibrium points, only points in the simplex are chosen.

The positions of these equilibria and their surrounding points in the liquidus projection

of the Ni-Al-Mo system are depicted in fig. 5.2.

In order to approximate data points in step 3, ternary parabolic curves (Tp in Ta-

ble 5.1) are used in the individual temperatures. By combining the approximated func-

tions in these temperatures, the new temperature-dependent Gibbs energy formulations

are derived in step 4. The resulting parameters as well as the Gibbs energies and the

chemical potential values are listed in Table A.1 of Appendix A. The exemplary tem-

perature of 1871 K is selected for visual comparison with the Calphad data and the

obtained results are illustrated in fig. 5.3(a). Iso-concentration lines (cMo = const.), are

illustrated in this figure and the values of the Mo concentrations are indicated beside

each line. The single squares denote the values based on the Calphad data which have

close matches with the fitted functions in the vicinity of the equilibrium points in the
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Figure 5.2: The liquidus projections of the ternary system Ni-Al-Mo based on [113]. In the

magnified regions, the calculation points with a spacing of ∆x = 0.1mol−%Mo, ∆y = 0.1mol−
%Al around the equilibrium (bold point) for each phase are shown in the temperature T = 1871

K. The dashed line indicates the later used isopleth section for the NiAl-10Mo ternary eutectic.

involved phases. Similar good accordances for the other aforementioned temperatures

are observed which proves the accuracy of the fitted Gibbs energies in reproducing the

Gibbs energies. In Table A.1, the obtained functions are referred as gapp and a maximum

deviation of 0.01% between the approximated Gibbs energies and the original data gcal

is found in the fiber phase.

For an additional check of the fitted functions, chemical potentials are calculated for

the considered phases at the mentioned temperature. These chemical potentials differ

between the phases and hence they do not reproduce the accurate equilibrium from

step 1. The difference for µ0 is up to 18%, whereas it leads to a slightly lower value

of 13% for µ1. To analyze these differences, the phase diagram around the equilibrium

concentrations is reconstructed by using the common tangent rule and a comparison

between the results and the originally derived phase diagram from the Calphad database

is done in fig. 5.4. The illustrated Calphad data in this figure is the dashed line cut

of the ternary diagram in fig. 5.2, or the phase diagram of fig. 4.1 in section 4.1. The

segments I, II and III are the areas in the vicinities of the fiber, liquid and the matrix phase

equilibriums. It is observed that the phase boundary of the NiAl-rich matrix is located at

an unphysical negative Mo concentration of ' −0.04 mol-%. In order to circumvent this

problem, as well as the deviations of the chemical potentials, the optional modification
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Figure 5.3: Comparisons between the generated Gibbs energy curves (solid lines) with the Cal-

phad database in the NiAl-10Mo system [113] for matrix, fiber and liquid phases. The tem-

perature is 1871 K and the concentrations of Mo are shown next to each curve. (a): The

initial approximation results before modification (Table A.1), (b): The modified Gibbs energy

functions (Table A.2) based on [132].
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step, modi in section 5.1, is performed to adjust the fitting coefficients (a0, ..., a5) in the

involved phases. As declared previously, in this procedure the coefficients are modified

using eqs. (5.1) and (5.2) to reach similar chemical potentials with the minimum deviation

of the Gibbs energies from the original Calphad data for all phases.

I II III

0.00 0.70 1.40
1873

1875

1877

1879

6.0 10.0 14.0
1873

1875

1877

1879

90.1 90.6 91.2
1873

1875

1877

1879
T T T

C C C

Figure 5.4: Rebuilding of the Calphad phase diagram in the NiAl-10Mo system (the blue lines)

as illustrated in fig. 4.1 (the black lines). This is performed by the initially approximated Gibbs

energy formulations in Table A.1. T is the temperature in Kelvin and C is the concentration of

Mo in mol-%. The segments I, II and III are the areas in the vicinity of the fiber, liquid and

matrix phases, respectively.

Further, the existence of a common tangent plane is ensured for all solid phases to

settle the equilibrium conditions. The obtained result of the modification procedure is

compiled in Table A.2 of Appendix A and is named as the modified Gibbs energy functions

gmod. Based on this table for the previously used exemplary temperature of 1871 K, a

maximum deviation of 0.02% in the reproduction of the Gibbs energies is resulted in the

matrix phase between the Calphad data and the approximated functions. Meanwhile,

equality in the chemical potentials is almost achieved at the equilibrium concentrations

between the different phases (max deviation=0.18%). By this fact, the suitability of the

approximated functions in the representation of thermodynamics can be indicated.

In a similar manner to the initially obtained Gibbs energy formulations, for the mod-

ified functions the approximated Gibbs energies are compared with the Calphad data

in the vicinity of the equilibrium concentrations in fig. 5.3(b). As it can be noticed, good

correlations are achieved for the fiber and the liquid phases. The Gibbs energy of the

matrix phase shows larger deviations with a maximum value of 0.02%, due to the made

modification in the system. However, in the vicinity of the equilibrium points, the fitted

functions match well with the Calphad database. A similar comparison like fig. 5.4

is performed in fig. 5.5 between the Calphad data and the rebuilt phase diagrams by

means of the modified Gibbs energy functions, which shows the solved problem of the

negative Mo concentration in the matrix phase.
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Figure 5.5: Rebuilding of the Calphad phase diagram in the NiAl-10Mo system (the blue lines)

as illustrated in fig. 4.1 (the black lines). This is performed by the modified Gibbs energy

formulations in Table A.2 (blue lines). T is the temperature in Kelvin and C is the concentration

of Mo in mol-%. The segments I, II and III are the the areas in vicinity of the fiber, liquid and

matrix phases, respectively.

In section 6.1, the phase-field simulations of the eutectic solidification in the NiAl-10Mo

system are performed utilizing the achieved Gibbs energy formulations.

5.3 Bi-In-Sn ternary system

In a similar procedure to the previous section, the Gibbs energies are modeled for the

Bi-In-Sn ternary system, utilizing the explained general procedure in section 5.1. The ben-

efited database is established by Witusiewicz et al. [114] based on the Calphad method

and is introduced previously in section 4.2. In the first step of the Gibbs energy functions

approximation procedure, a temperature series below the eutectic point is selected and

the equilibrium concentrations in the involved phases (α, β, δ and liquid) are calculated at

the individual temperatures. The Thermo-Calc [120] commercial tool is used for this pur-

pose. In this case, the resultant equilibrium concentrations in T = 331 K, as an exemplary

temperature, are reported in Table 5.3. A good correlation between these concentration

values and the experimentally reported compositions [36, 86] belonging to the near eutec-

tic states, exists. As it can be observed, the concentration deviations for the undercooling

of 1 K in the involved phases, are mainly pronounced for the δ phase with a maximum

of ' 7% in cBi. This is a sign of the solubility shift in this phase. The next step is the

calculation of the Gibbs energies in the vicinity of the equilibrium concentrations for the

individual temperatures separately. The step width of ∆cBi = ∆cIn = 0.1 mol-% with a

radius of 0.5 mol-% is selected for this purpose. The second-order polynomials (Tp in Ta-

ble 5.1) in form of g(cBi, cIn) = a0 cBi
2 +a1 cIn

2 +a2 cBi cIn +a3 cBi +a4 cIn +a5 are employed

to obtain the Gibbs formulations in the next step. The constant coefficients a0, . . . , a5 are
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calculated with the additional criteria of eqs. (5.1) and (5.2) for sake of the accurate repre-

sentations of the thermodynamics. The results are saved separately at each temperature,

respectively. As the final step, the constants ai, i = 0, 1, ..., 5 are interpolated linearly to

achieve the ai(T ), i = 0, 1, ..., 5 coefficients, forming the temperature-dependent Gibbs

energy formulations for each phase. The resultant parameters for the α, β, δ and the liq-

uid phases are summarized in Table A.3 of Appendix A. In addition, in the temperature

of 331 K, the approximated values for the Gibbs energies gapp can be compared with the

Calphad data. The approximated chemical potentials in the equilibrium points which

are defined as µeqapp,i = ∂gapp/∂ci , i = Bi, In, are calculated either to be compared in dif-

ferent phases. As the comparison result, the chemical potential deviations are less than

2%. For the Gibbs energy values, these deviations yield below 0.1% indicating a good

representation of the thermodynamics by the approximated functions.

Table 5.3: The equilibrium concentrations of the involved phases in the eutectic reaction at the

exemplary temperature of 331 K based on [114]. The concentrations of the non-variant reaction

at the eutectic temperature are reported as the liquid concentrations.

Phase cIn in mol-% cBi in mol-% cSn in mol-%

α (BiIn2) 66.67 32.01 1.32

β (β − In) 66.96 8.02 25.02

δ (γ − Sn) 39.21 14.84 45.95

liquid 60.36 20.37 19.27

In fig. 5.6, the established equilibrium concentrations for different phases are compared

with the Calphad data in a larger temperature range below the melting point. As it

can be seen, the approximated functions represent the equilibrium conditions quite well

including the occurred solubility shifts. This fact is more pronounced in the δ phase, in

which ' 25% change in the concentration of In and ' 100% change in the concentration

of Bi exists in the considered temperature range of 10 K.

The achieved correlations, ensure the validity of the approximated functions in the

ensuing simulative investigations of section 6.2 which are conducted in a much narrow

temperature range compared to fig. 5.6.

5.4 Summary and conclusions

In this chapter, a general method is introduced to approximate the Gibbs energy func-

tions from the Calphad databases for the binary and ternary material systems. These

functions are generated in the forms of the second-order polynomials which are suitable
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Figure 5.6: The comparisons between the equilibrium concentrations in the involved phases of

the eutectic reaction in the Bi-In-Sn system, based on the Calphad data (solid points) [114]

and the approximated functions in this work (solid lines) [91].

to be used in the grand-potential-based phase-field models. In the constructed toolchain,

the databases in the forms of *.tdb-files are defined as the inputs and are used to gain

the equilibrium concentrations in the involved phases of the investigated reactions. The

values of the Gibbs energies in the equilibria and near-equilibrium concentrations are

calculated in the individual user-specified temperatures, separately. As the final goal of

the toolchain is to obtain the temperature- and concentration-dependent energy func-

tions, the individual temperature results are combined by employing linear interpolation.

To validate the resultant formulations, the equilibrium concentrations are re-calculated

based on them and the achieved values are compared with the original Calphad data.

This can be performed in form of rebuilding the different segments in the phase diagrams

which are in the considered temperature-concentration ranges of the investigated mate-

rial systems. Afterwards, in cases of deviations from the expected equilibrium conditions,

additional thermodynamic criteria are considered to modify the initially obtained Gibbs

energy formulations.

As the physical systems, the eutectic reactions in the NiAl-10Mo and Bi-In-Sn ternaries

are investigated and the accomplished functions are saved to be used in the performed

phase-field studies in the upcoming sections. These functions are tested in the represen-

tation of the thermodynamics and their accuracies are validated.
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Phase-field simulations

6.1 DS simulation studies of NiAl-10Mo system

In this section, the simulation studies of directional solidification in the NiAl-10Mo eutec-

tic system are performed based on the obtained Gibbs energy formulations in section 5.2.

Multi-physics multi-phase Pace3D framework (see section 2.3.1) has been used in the

simulation studies. The work of Zhang et al. [35] is benefited to get the relevant exper-

imental data and to validate the obtained simulation results. The forthcoming studies

consist of three parts: Initially, two-dimensional small domain simulations (the domain

of one fiber spacing λ) with a regularly-defined arrangement of the matrix and the fiber

phases in the solid states next to each other beneath the liquid phase, are performed. This

setup is schematically illustrated in fig. 3.2(b) of section 3.1, including the Mo-rich phase

as the fiber and the NiAl-rich phase as the matrix. This arrangement is realized as the

simplest arrangement to attain the stability of the solid-phases growth and to validate the

obtained results in a less complex setting. The mentioned validation is achieved by means

of the Jackson-Hunt analysis [112] and by comparing the evolved microstructures with

the reported experimental data in the literature (summarized in section 4.1). Next, a two-

dimensional simulation with the Voronoi tessellation of the initial solid seeds growing into

the liquid phase is performed. By means of this simulation, the tendency of the randomly

distributed fibers in the initial filling for the free evolution is shown. This simulation is

conducted in a similar manner to the works of [9, 67, 87]. Finally, a three-dimensional

simulation is completed with the introduced 3D setup in fig. 3.2(c), in which the effect of

the anisotropy of the interfacial energies in the evolving fiber shapes, is checked. Simula-

tions of the NiAl-10Mo system are performed in the solidification velocities of 15 µm s−1,

25 µm s−1 and 30 µm s−1 in 2D, and 30 µm s−1 in 3D, respectively. These velocities are

the investigated values in the experimental work of Zhang et al. [35]. The volume fraction

44
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of the fibers is set to the value of vf = 0.15 based on the mentioned reference. Consider-

ing the rectangular or the cuboid simulation domains, different boundary conditions are

applied in the domain bounds as illustrated in fig. 3.2(b,c) and explained in section 2.3.3.

The cubic positive anisotropy formulation (described in section 2.2) is activated with

the anisotropy strength of 0.07 (ζα̂β̂ in eq. (2.13)) in the upcoming simulations. The

moving window technique is benefited (see section 2.3.4) to reduce the necessary compu-

tational power for the studies. The utilized material and process parameters are listed

in Table B.2 of Appendix B.

6.1.1 Jackson-Hunt analysis in 2D

In the experimental work of [35], for the solidification velocity v = 30 µm s−1, the average

measured fiber spacing is reported to be λ = 1.106 µm. These velocity and λ values

are set as the process parameters in the first series of the investigated simulation studies

in this section. In order to establish the necessary driving force for the reaction, an

undercooling of ∆T = 5 K is considered. The obtained microstructure is illustrated

in fig. 6.1 which shows the concentration fields. In the top segment of this figure, the

growth of the fiber and the matrix phases (red and dark blue) in the liquid phase (light

blue) is shown. As it can be noticed, after the initial oscillations in the solidified phase

boundaries such a stable growth is achieved. The mentioned oscillations occur due to the

establishment of the curved interfaces in the initial time steps of the simulation just after

t = 0. In fig. 6.1 (bottom), the measured Mo concentrations in the middle of the evolving

phases are plotted with respect to the growth distance. These plotted values are in good

correlations with the original Calphad data as shown previously in fig. 4.1 of section 4.1.

The deviation area in the 0 6 growth distance 6 0.9 µm, belongs to the mentioned

initial steps of the simulation in which the steady-state condition is not reached yet.

Similarly, in the 5.5 µm 6 growth distance 6 6 µm which belongs to the near-solid-liquid

interface regions, concentration deviations come to exist due to the phase area variations

in these regions. In the other investigated solidification velocities, i.e. v = 15 µm s−1 and

v = 25 µm s−1, similar stable growths like fig. 6.1 are reached, respectively.

In order to study the liaison between the adjusting undercooling ∆T and the evolved

fiber spacing values in different growth velocities, the Jackson-Hunt analysis is performed

in the following. This analysis is popular for its favorable achievements in the inter-

pretation of the growth dynamics in the solidification processes [110, 141]. The theory

is initially introduced by K. A. Jackson and J. D. Hunt in their study in 1966 [112].

They described the liaison between the undercooling, the fiber/lamellar spacing and the

solidification velocity in the binary eutectic reactions as:
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Figure 6.1: 2D simulation result of the eutectic solidification in the NiAl-10Mo ternary system

with the growth velocity v = 30 µm s−1. Top: the illustration of the Mo-rich fiber embedded in

the NiAl-rich matrix, below the liquid phase in a single lamella based on [132]. Bottom: the

plots of the concentration fields in the middle of the individual phases.

∆T = K1vλ+
K2

λ
, (6.1)

in which K1 and K2 are constants based on the material parameters and the phase

fractions of the solidified phases. As a result of eq. (6.1), the undercooling decreases

by the increase of λ, until reaching a global minimum. Further increase of the lamellar

spacing, leads to the increase of the undercooling. By solving ∂∆T/∂λ = 0, the Jackson-

Hunt spacing λJH is gained as:

λJH =

√
K2

K1v
. (6.2)

McCartney et al. [142] in their study from 1980, extended this theory to the solidifi-

cation of the ternary eutectics with the growth of two solid phases. In 1999, Himemiya

and Umeda [143] generalized the theory further to the ternary eutectics with three solid

phases α, β, and δ arranged in αβδ or αβαδ stacking sequences. In their study, the

regular lamellar, the hexagonal rod and the semi-regular brick-type microstructures are

investigated. It is concluded that the lamellar model is useful in the easy prediction of the

undercooling-spacing relations, regardless of the real morphology of the solidified system.

In 2011, Choudhury et al. [115] extended the Jackson-Hunt relation for the arbitrary

periodic lamellar microstructures in the ternary eutectics with three distinct solidifying
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phases. In the latter study, a system with α, β and δ solid phases is considered and the

general expressions of the concentration fields c ahead of the individual solid phases in

the solidification front are derived. This is done by utilizing the Fourier series expansion

for the concentrations and the solutions of the stationary diffusion equation in form of

v∂c + D∇2c = 0. The average front temperatures for the involved phases are obtained

by the Gibbs-Thomson equation along the front cells resulting in the calculation of the

undercoolings in forms of ∆Tα,∆Tβ and ∆Tδ [115]. In order to obtain the constants of

the Jackson-Hunt relation (K1 and K2 in eqs. (6.1) and (6.2)), the front undercoolings

can be assumed to be equal; ∆Tα = ∆Tβ = ∆Tδ. This assumption can correlate well

with the reality in the simulation studies of the NiAl-10Mo system in current work, as the

utilized temperature profile (eq. (3.1)) is not varying in directions perpendicular to the

growth direction and its gradient is quite low in the solidification direction. Therefore, a

Jackson-Hunt analysis is conducted in the following and the acquired results are compared

with the expected analytic solution and the existing experimental data. A similar proce-

dure is followed by Kellner et al. [9] in their simulation studies of the NiAl-34Cr system.

Hence, in the investigated solidification velocities (15 µm s−1, 25 µm s−1 and 30 µm s−1),

the spacing values are varied in the predefined ranges around the experimentally reported

average fiber spacing values λexpave [35] and the adjusted undercoolings are measured. The

mentioned variations are in the approximate ranges of λ ∈ [0.6 · λexpave , 1.5 · λexpave] for each

single growth velocity. Figure 6.2(a) shows the obtained undercooling-spacing plots. The

solid curves in this sub-figure, are based on the simulation results which are labeled in

each solidification velocity by different colorings. The general shapes of these curves

are in good agreement with the expected Jackson-Hunt-type curve shapes including the

global minimums λsimJH . Additionally, λexpmin and λexpmax are the experimentally measured

minimum and maximum values of the formed fiber spacings based on Table 1 of [35]. In

all of the resultant curves, the values of λsimJH are located in the [λexpmin , λ
exp
max] intervals and

generally in the vicinity of the λexpave. A deviation of 13% occurs as the maximum devia-

tion belonging to the smallest velocity, but the result is still in the desired experimental

range. This indicates a good correlation with the simulations and the experiments in the

representation of the fiber spacings.

In fig. 6.2(b), the obtained values of λsimJH , are plotted against the investigated so-

lidification velocities to make a comparison with the anticipated analytic solution based

on [115], as well as the experimentally reported average values for the fiber spacings

in [35]. Good correlations between the analytic solution and the simulation results are

achieved with a maximum deviation of 3.3% in the solidification velocity v = 25 µm s−1.

Further comparisons with the experimental results show larger deviations in the depicted

data points with a maximum of 12.5% in v = 15 µm s−1. In Table 6.1, a comparison be-

tween the evolved phase fractions in the simulation results and the experimental studies
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Figure 6.2: The Jackson-Hunt analysis results of the simulation studies in the NiAl-10Mo system

based on [132]. (a): comparison of the obtained minimums in the simulations with the minimum,

the maximum and the average experimental values of [35]. (b): comparison of the simulation

results with the analytic solution proposed in [115] and the average values of the fiber spacings

in [35]. exp: experimental, sim: simulation, max: maximum, min: minimum, ave: average.

of [35] is performed as the closing analysis of this section. The simulative phase fractions

are measured in the results with the minimum values of the undercooling or in the other

words, the simulations with λsimJH as their fiber spacings. Good accordance is observed

in the compared amounts with a maximum deviation of 6.0% belonging to the growth

velocity of 30 µm s−1.

Table 6.1: Comparison of the evolved phase fractions in the simulation studies with the experi-

mental results of [35] based on [132].

solidification phase fraction of Mo-rich fiber

velocity in µm s−1 experimental simulation dev.

15 14.7 % 14.74 % 0.3 %

25 14.8 % 14.7 % 0.7 %

30 14.9 % 14.0 % 6.0 %

As deductions of this section, it can be declared that the simulation results have good

correlations with the theoretical and the experimental spacing-undercooling and volume-

fraction relations. The available analytic/experimental data indicate the applicability of

the performed simulations in representing the anticipated physical properties in the NiAl-

10Mo system. The validated simulations are regarded as the prerequisite to performing

a two-dimensional simulation in the larger domain or a three-dimensional simulation in

the upcoming sections.
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6.1.2 Free growth of the solidified phases in 2D

In order to study the free evolution of the fibers, a 2D simulation is performed with

a Voronoi tessellation of randomly distributed Mo-rich nuclei in the NiAl-rich matrix.

This simulation aims to check the tendency of the system for evolving into the expected

fibrous microstructure, without the initial filling of the solid phase bulks. Another aspect

to analyze in this case is the achieved fiber spacings. The use of Voronoi tessellations

in simulation studies of the DS processes has also been followed for the Ni-Al-Cr and

Al-Ag-Cu systems [9, 67, 87] or in the studies of the eutectic colonies formation [70] in

the literature. In the course of this endeavor, the solidification velocity is set to a value

of 30 µm s−1, which is the fastest growth rate investigated in the previous section. This

velocity set is due to the favored saving of the running time and computational power

in the higher velocities. Like the simulations in section 6.1.1, the setup and boundary

conditions used in this simulation are the same as the schematic illustration in fig. 3.2(b).

A domain of 11.06 µm is considered in the following which is ten times larger than λexpave. A

total number of 144 CPUs are utilized on the IAM-MMS HPC cluster for this simulation

which has taken an approximate computational time of two months. Figure 6.3 shows the

evolved morphologies at the different growth distances xgrowth as well as the corresponding

solid-liquid SL interface profiles. In this configuration, the sizes of the initial nuclei are

selected small enough in order not to affect the growing fiber sizes (see fig. 6.3, bottom

right). At the xgrowth = 8.8 µm, 8 evolving fibers exist and the SL interface is more

or less flat. By reaching a growth distance of 18.5 µm, one rod is eliminated and the

interface profile takes a convex shape causing changes in the resultant fiber spacings in

the further growths of 18.5 µm ≤ xgrowth ≤ 26.64 µm. In the growth distance of 61.55 µm,

the SL interface flattens more. The additional oscillations in the spacing values and the

interface shape are observed after reaching the xgrowth = 73.6 µm. Consequently, the SL

interface becomes almost flat and remains stable in further distance increases, by reaching

xgrowth = 80.88 µm. The growth distance of 167.9 µm is an illustrated example of such

distances.

It can be concluded that the solid-liquid interface evolves from an initially curved

shape to an almost planar solidification front as expected for the directional solidification

of the ternary eutectics. The experimentally observed fiber spacings in this solidification

velocity range from 0.9 µm to 1.4 µm in the experimental work which corresponds 12

and 7 fibers in the 11.06 µm domain. Hence, it is found that the simulation results are

consistent with the experiments.
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Figure 6.3: 2D simulation of the fibrous microstructure in eutectic solidification of the NiAl-10Mo

system with Voronoi tessellation of the initial nuclei. The solidification velocity is 30 µm s−1.

The solid-liquid interface profiles as well as the evolving microstructures in different growth

distances are illustrated on the left. The concentration of Mo in the involved phases is depicted

in this figure.
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6.1.3 3D simulation

A hexagonal arrangement of the fibers in the matrix phase is expected in the 3D simula-

tions based on the reported experimental evidence in the literature (see section 4.1). The

setup is similar to the schematic illustration of fig. 3.2(c), in which the lateral four sides

of the simulation domain are modeled with the periodic boundary conditions (see sec-

tion 2.3.3). The simulation is performed with a predefined set of one fiber in the middle

and a quarter of fiber in the corners of the domain. By mirroring the domain, a steady-

state hexagonal arrangement can be established in the phase-field simulation. Figure 6.4

shows the evolved microstructure. The fiber spacing is equal to 1.106 µm, which is the

average of the experimentally measured values for the solidification velocity of 30 µm s−1.

This simulation is initially started with the circular-shaped fibers and the resultant square

shape is established due to the anisotropy of the interfacial energies between the matrix

and fibers. A total number of 54 CPUs are used in the bwUniCluster at KIT, taking an

approximate running time of one month.

λ=1.106µm
x =

3.67
µm

x =
1.2

5µ
m

x =
0.6

5µ
m

x
y

z

Figure 6.4: Evolution of the fibers in the eutectic solidification of the NiAl-10Mo system from

the initial circular filling to the final square shape. The shape change is due to the anisotropy

of the interfacial energies.
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The expected role of the anisotropic interfaces on the formed pattern can be noticed

in this simulation.

6.1.4 Summary and conclusions

In this section, phase-field simulations of the directional solidification in the NiAl-10Mo

ternary eutectic system are performed. The necessary thermodynamic data for the simu-

lations are obtained from the Calphad database. The simulation results are validated by

means of the Jackson-Hunt analysis and by comparison with the applicable experimental

results in the literature. A two-dimensional simulation with Voronoi tessellation of the

initial solid phases is performed and the free evolution of the solid phases in the liquid

phase is yielded. The most important role of the anisotropic interfaces in this system is

noticed in the fiber formations in the three-dimensional simulation. The initially filled

circular fibers evolved into square shapes due to this effect. Such a fiber shape has previ-

ously been observed in the experimental works in literature and the simulation result has

shown a good correlation. This is the most important anisotropy-related phenomenon

thet is observed in the simulation study of this system.

6.2 DS simulation studies of Bi-In-Sn system

The performed literature review in section 4.2, including the experimentally observed

patterns in the directional and rotating directional solidification processes of the Bi-In-

Sn system, as well as its Calphad-based thermodynamic model, serve as the necessary

foreknowledge in the ensuing simulation efforts. The approximated Gibbs free energy

formulations in section 5.3 are employed to determine the system properties like the es-

tablished phase equilibria, the values of the chemical potentials and the driving forces in

the ongoing solidification processes. The DS simulations are performed prior to the RDS

sims due to their simpler settings in the representation of the experimental conditions.

This step is considered a validation of the modeled system for the later rotating directional

solidification studies. The simulations are performed in the Pace3D framework as intro-

duced in section 2.3.1. Likewise the accomplished procedure in the simulation studies of

the NiAl-10Mo system, the Jackson-Hunt analysis is performed by the spacing variations

and by measuring the resultant undercoolings. In this case, the considered λ-variation

range is [0.7 · λexpJH , 1.5 · λexpJH ]. The schematically illustrated setup in fig. 3.2(b), is utilized

to perform these simulation series. In this configuration, the initial solid phases beneath

the liquid phase are filled in αβαδ arrangements based on the discussed experimental

observations in section 4.2. The theoretical formulation of the boundary conditions is
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shown in section 2.3.3, and their settlements in the domain are the same as fig. 3.2(b).

The system temperature is varied with eq. (3.1), which affects the simulation domain

linearly as illustrated schematically in fig. 3.2(a). In this formulation, the ultimate top

segment of the domain modeled by the Dirichlet boundary condition, has the highest

temperature, whereas the ultimate bottoms expressed with the Neumann BC has the

lowest temperature. The elucidated moving window technique in section 2.3.4, makes

the possibility of the growth consistency in the solidified phases resulting in the constant

establishments of the solidification velocities and front temperatures.

Next, based on the achieved analytic validation, free microstructure evolutions in the

larger simulation domains (λ ' 10 · λexpJH) are performed. In order to give such a free

evolution possibility to the system, Voronoi tessellations of the solid phases are set as the

initial fillings and the nucleation mechanism (see section 2.3.5) is activated. The size of

the initial solid-phase seeds is considerably small compared to the expected final lamellae.

As a result, experimentally proclaimed phenomena like phase invasion or phase exchange

(see section 4.2) are observed before the evolution of the final phase arrangements. The

formed patterns are characterized by the variation of the system parameters, mainly the

anisotropy strength in the interfacial energies.

In upcoming sections, the performed simulation procedure is discussed and the ac-

quired results are reported.

6.2.1 Jackson-Hunt analysis in 2D

Considering the process conditions of the performed directional solidification experiments

in the literature (see section 4.2), the growth velocity of v = 0.5 µm s−1 with the constant

GDS = 8 K mm−1 can be a good choice for the process conditions in the simulation

studies. This is due to the reported regularity and stability in the formed microstructures

in this condition. The upcoming Jackson-Hunt studies use a base value of 23.4 µm for the

domain widths, which corresponds to the average value of the experimentally measured

lamellar spacings λexpJH . Hence, the domain size variation is set to be in the range of

15 µm to 35 µm. Additionally, two other amounts for the growth rates in the vicinity

of v = 0.5 µm s−1 are considered to form the total velocity set of {v1 = 0.394 µm s−1,

v2 = 0.5 µm s−1, v3 = 0.678 µm s−1} for the investigations. This set is selected due to the

future need in the simulation studies of the RDS process in section 3.2, which lead to the

appearance of these velocities in different rotating-disk segments. In the Jackson-Hunt

studies, the lamellar spacings varied from 20 µm to 36 µm for v1 and from 14 µm to 30 µm

for v3, respectively. The material and process parameters are summarized in Table B.2

of Appendix B. Simulations in this section are performed assuming isotropic interfacial
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energies, i.e. ζα̂β̂ = 0 in eq. (2.13). 35 million time steps, using 20 CPUs for each

simulation, is the performance cost of the study with calculation times of up to 48 hours.

Figure 6.5, depicts the obtained results including the evolved microstructure as well

as the Jackson-Hunt plots for the considered growth rates. In fig. 6.5(top), the achieved

microstructure resulted from the stable growth of the solidified α, β and δ phases into the

liquid phase is illustrated. The microstructure belongs to the solidification velocity v2.

Furthermore, for the other simulated velocities, similar stable growths with αβαδ stacking

sequences are achieved. The domain size is 75×150 cells (equal to 23.4×46.8 µm) which

is extended to 23.4 × 237.12 µm, by using the moving window technique. As it can be

noticed, in the initial simulation steps, oscillations in the solid phase boundaries occur

as the effect of the curved solid-liquid interface establishments. This effect is vanished in

the further pattern evolution resulting in the final arrangements of the solid phases with

almost flat solid-solid interfaces. The coloring indicates the concentrations of Bi in the

phases for which good agreements with the Calphad data of fig. 5.6 are understood.

In fig. 6.5(bottom), the Jackson-Hunt curves for the investigated growth velocities are

depicted, based on the measured undercoolings at different spacings. The general shapes

of the curves correlate well with the anticipated JH behavior which includes a global

minimum, λsimJH , in the undercooling-spacing plots. Such behavior has been observed

either, in the simulation investigations of other material systems like Ni-Al-Cr in the

literature [9]. The resultant values of λsimJH for v1, v2 and v3 are equal to 24.96 µm,

21.84 µm and 19.34 µm, respectively.

Considering the reported mechanisms in the experimental works like the lamellae

branching and the phase exchange (see section 4.2) which affect the final microstructure,

the introduced nucleation mechanism in section 2.3.5 has to be activated to make the

possibility of similar events. Hence, the conducted simulations with the solidification

velocity of v2 = 0.5 µm s−1 are redone with the active nucleation possibility. The achieved

results are compared with the original configuration, consequently. It is observed that,

in the cases of too small lamellar spacings (λ � λsimJH ), which result in the eliminations

of the α and/or δ solid phases, the expected αβαδ arrangements are recovered by further

nucleations of the ousted phases. In contrast, in the simulations with larger lamellar

spacings, as the initial stable growths of the solid phases are not disturbed, no further

nucleations take place. Figure 6.6 shows the mentioned results for the exemplary spacing

values of 15.5 µm and 21.84 µm. Three highlighted areas are illustrated in order to show

the pattern recovery in this example. Initially, one α lamella is eliminated resulting in a

small domain with the αβδ pattern. Later, the δ phase is nucleated leading to a region

with the αδβ pattern which is substituted by the final αβαδ unit after a small pulling

distance. This is achieved by further nucleation of an α lamella. With the increase of

the spacing to λ = 21.84 µm = λsimJH , such instabilities are not observed anymore due to
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Figure 6.5: Top: the simulation result of the DS process in the Bi-In-Sn ternary eutectic system

with v = 0.5 µm s−1 and GDS = 8 K mm−1. α: BiIn2, β: β−In and δ: γ−Sn crystalline phases

are illustrated with the yellow, blue and violet colors, respectively. Bottom: Jackson-Hunt plots

showing the undercooling-spacing relations at the different growth rates. JH: Jackson-Hunt,

sim: simulation based on [91].

the sufficient available spacing for the stable growths with the αβαδ repeat units. The

previously performed simulations for the Jackson-Hunt study are redone in a domain

range of 16 ≤ λ ≤ 34 µm, whose resultant undercoolings show a maximum deviation

of 1%. The achieved negligible deviation concludes in the validation of the employed

nucleation mechanism to be utilized in the forthcoming simulation studies.

6.2.2 Free growth of the solidified phases in 2D

The investigated two-dimensional simulations in larger spacings (λ � λexpJH , λsimJH ), serve

as the basis of the phenomenological studies on ongoing mechanisms in free pattern

evolutions. Ad hoc, in an analogous manner to the investigations of section 6.1.2, the

initial solid phases are filled beneath the liquid phase in Voronoi tessellations. In contrast

to the Ni-Al-Mo system in which two active solid phases are involved in the solidification

reaction, in this case, the initial phase fillings are comprised of α, β and δ crystalline

phases. Therefore, the resultant phase arrangement is another factor that should be noted

in this case. The considered nucleation mechanism in section 6.2.1 is active here either to

facilitate the free evolution possibility. Due to the significant effects of interfacial energy

anisotropies in the resultant microstructures (see section 4.2), various simulations with
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Figure 6.6: An exemplary illustration of the α and δ phase nucleations leading to the recovery

of the αβαδ pattern in the small spacings (λ � λsimJH ). The solidification velocity is v2 =

0.5 µm s−1. At the higher spacing values (for example λ = 23.4 µm) the similar results to fig. 6.5

are acquired without further instabilities.

differing anisotropy parameters are performed. The anisotropy strength which is defined

by ζα̂β̂ in eq. (2.13), is the main investigated parameter in upcoming studies. Based

on Table B.2 of Appendix B in which the system and process parameters of the simulations

are listed, the nondimensionalized values of the solid-solid interfacial energies are γαβ =

γβδ = 9.26·10−4 [-] and γαδ = 2.78·10−4 [-] for the upcoming simulations. Consequently, by

applying different values for ζαβ and ζαδ which affects the interface profile (see eq. (2.12)),

the interfacial energy plots can be drawn for different configurations. Figure 6.7 illustrates

these plots which lead to the stable growth of the phases in the upcoming simulations.

ζαβ and ζαδ are varied in ranges of 0.025 to 0.3 and 0.025 to 0.45, respectively. In the

simulations for which βδ interfaces are modeled anisotropically, the strengths are set

equal to the ζαβ values. Obviously, if β and δ phases grow neighboring to each other,

these amounts come in the calculations which can only happen in Voronoi tessellation

fillings or neighboring nucleations of these phases. The simulations are performed in

domains of 750×400 cells which are extended to 750×2400 cells by applying the moving

window technique (see section 2.3.4). 192 CPUs are used in the HPC cluster of IAM-MMS

institute taking an average computational time of 10 days to calculate 150 million time

steps in each simulation. The solidification velocities are set to the value of 0.5 µm s−1

and the other parameters are kept unchanged as same as the performed simulations

in section 6.2.1. There is no dynamic parameter change in the performed simulations.

I.e. the specified anisotropy parameters are set before the onset of the simulations and

kept constant until the final evolution is completed.
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Figure 6.7: The interfacial energy plots of the anisotropic interfacial energies for (a): αβ and

(b): αδ phase boundaries. ζ stands for the anisotropy strength in eq. (2.13).

In the performed studies, initially, a simulation with the isotropically modeled inter-

faces is performed. Next, the anisotropy is activated and primitively is considered only in

αβ interfaces. Its strength is increased in a stepwise manner and for each strength, a sin-

gle simulation is performed. Afterward, a similar procedure is repeated for αδ interfaces

to detect the resulting effects on the microstructures and to compare the evolved patterns

with the αβ anisotropy. Finally, the anisotropy is activated in all phase boundaries and

the evolved patterns for the highly anisotropic systems are studied.

As a start point, in fig. 6.8, the isotropic simulation result is compared with an

anisotropic case with ζαβ = 0.025. Other interfaces are modelled isotropically in this sim-

ulation. The investigated strength is the minimum value in the depicted plots of fig. 6.7.

As it can be observed, both simulations result in the evolution of 7 stable lamellae with

αβαδ stacking sequences. The intermediate perturbations in the isotropic simulation

before reaching the final arrangement are less than in the anisotropic case, indicating

its more steadiness. a1 depicts a magnified area including nucleation of α phase and its

growth between β and δ lamellae. This nucleation plays an essential role in the final

formation of an αβαδ unit.

Similarly, in a2, α and δ phases nucleate and grow stably till the end of the simula-

tion. In the left bottom of a2, there is the nucleation of α on a thick bulk of the β phase

which causes an instant elimination of β lamella, but it nucleates again and grows. All

of these events do not lead to the deviation of the resultant microstructures from the
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Figure 6.8: Simulation results of the DS process in the Bi-In-Sn ternary system with the Voronoi

tessellation of the initial solid phases. (a): the isotropic interfacial energies (ζαβ=ζαδ=ζβδ=0),

(b): the anisotropy in the αβ interfaces (ζαβ=0.025, ζαδ=ζβδ=0). In both simulations, the

magnified areas show the instabilities in the phase evolution processes.
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expected pattern of the floating grains. Hence, it can be concluded that, for the investi-

gated anisotropy strength, the system undergoes the transitional instabilities, but retains

the isotropic behavior finally, apparently due to the weakness of the employed anisotropy.

The other anisotropy strength values, shown in the interfacial energy plot of fig. 6.7(a),

are also examined and the acquired microstructures are presented in figs. 6.9 and 6.10.

αδ and βδ interfaces are assumed to be isotropic in this configuration. In fig. 6.9, ζαβ is

varied in increments of 0.05, 0.10 and 0.15. Sub-figure (a) denotes the value of 0.05, in

which three micrograph magnifications are displayed. In a1 and a2, α-phase nucleation

on the β phase occurs causing a sharp elimination of the β. Despite a2 in fig. 6.8, the

β lamellae are overgrown here, due to the higher employed anisotropy strength. These

eliminations lead to the formation of two [αβ]1[αδ]2-type patterns which are specified by

the green rectangles on the right side of the figure. This pattern is one of the indicated

superstructures in the experimental works, as discussed previously in section 4.2. a3 de-

picts α nucleation in between β and δ phases causing the formation of one αβαδ unit.

This behavior is similar to previously shown a1 in the isotropic simulation of fig. 6.8(a).

The mechanism is observed again in the higher anisotropy strength of 0.10 as shown in

b1 magnification in sub-figure 6.9(b), which leads to the construction of [αβ]1[αδ]2 and

[αβ]2[αδ]2 motifs. In the formation of the later motif which is specified by the red rect-

angle, elimination of the β phase occurs caused by the nucleation of a δ lamella on it.

The occurred elimination-nucleation events which have essential roles in the formations

of the final pattern can be regarded as a reproduction of the experimentally observed

recovery mechanisms (see section 4.2) like the phase invasion or the phase exchange. It

is worth emphasizing here that, although the physical natures of these mechanisms are

three-dimensional in the experimental works (see fig. 8 of [86] for example), by activating

the nucleation in the simulation studies the final products can be reproduced and studied

in a much cheaper way. This cheapness is due to the possibility of a reduction in the sim-

ulation dimensions from 3D to 2D. As for other examples, the b2 magnification in fig. 6.9

shows the phase-exchange phenomenon. A similar phase exchange has happened in b3 ei-

ther which has resulted in the formation of another [αβ]1[αδ]2 sequence. In the magnified

area c1 belonging to the higher anisotropy strength of 0.15, another α nucleation between

β and δ lamellae has happened likewise to a3 and b1 magnifications. In c2, one stable

growth of αδαδ unit from the initial steps of the simulation occurs as nice evidence of the

inherent tendency of the anisotropic system to form this pattern. In c3, by elimination of

the β phase, the final formation of an αβαδ pattern from [αβ]2[αδ]1 has resulted which

indicates disinclination of the system to form this superstructure. In addition, one βαδ

arrangement has evolved in this anisotropy configuration either, which is specified by a

pink rectangle.
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In fig. 6.10, ζαβ is increased to values of 0.20 and 0.25 and the evolved microstructures

are shown in sub-figures 6.10(d) and 6.10(e). Further increase of ζαβ leads to instabilities

in the evolved phases and breakage of the simulations subsequently. Therefore, ζαβ = 0.25

is the maximum possible anisotropy strength in this configuration. As these figures show

the results of the same study, the sub-labeling of the sub-figures with small letters a, b,...

is continued from fig. 6.9 to fig. 6.10.
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Figure 6.9: Effects of the anisotropic αβ interfaces on the pattern formation in the DS simula-

tions of Bi-In-Sn system. ζαβ is varied in a range of 0.05 to 0.15 based on the interfacial energy

plot of fig. 6.7(a) and ζαδ = ζβδ = 0. Magnified areas: the formed [αβ]1[αδ]2, [αβ]2[αδ]2 and

βαδ patterns are specified with the green, red and pink rectangles, respectively. a1, a2: the β

elimination forming the [αβ]1[αδ]2. a3, b1 and c1: the α nucleation between the β and the δ.

b2: β-to-δ phase exchange. b3, c2: the stable growth of αδαδ. c3: the β elimination reducing

the [αβ]2[αδ]1 to the αβαδ.
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In fig. 6.10, the evolved [αβ]1[αδ]2 motifs are specified by the same coloring as the

previous figures. In segments d2, e1 and e2, α phase nucleations between the β and the δ

lamellae happen. The nucleated α phases grow stably in all cases. In e2, the β phase is

eliminated in further simulation steps but in the other cases, it evolves steadily. In d1,

β-to-δ phase exchange has happened with two evolving δ phases showing more tendency

of the system to form [αβ]1[αδ]2 patterns compared to the previous cases.
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Figure 6.10: Effects of the anisotropic αβ interfaces on the pattern formation in the DS simula-

tions of the Bi-In-Sn system. ζαβ is varied in increments of 0.20 to 0.25 based on the interfacial

energy plot of fig. 6.7(a) and ζαδ = ζβδ = 0. Magnified areas: the formed [αβ]1[αδ]2 patterns

are specified with the green rectangles. d1, e2: the β-to-δ phase exchange. d2, e1: the α growth

between the β and the δ phases.

In a comparable manner, the effects of anisotropic αδ interfaces on pattern formation

are investigated in the following. In these cases, the values of ζαβ and ζβδ are set to zero,

and ζαδ is varied based on the interfacial energy plot in fig. 6.7(b). The variation range is

from 0.025 to 0.45, and the obtained micrographs are shown in figs. 6.11 and 6.12. Similar

mechanisms to the anisotropic αβ cases are observed here as well. For example, in the

magnified segments b1, b2, c2, d1, e1, f1 and g2, the α phase is nucleated and has grown

stably between the β and the δ phases. Or in d3, e1, f1 and h1, nucleation of the α phases

on the β lamellae has happened, leading to sharp eliminations of the β phases. In c1, c3

and e2, α eliminations in the initially formed [αβ]2[αδ]1 patterns occur, reducing them

to the regular αβαδ patterns. In some other cases, as specified by the cyan rectangles,
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stable growths of [αβ]2[αδ]1 superstructures until the end of simulations are observed,

for example, in sub-figures 6.11(c,d) and 6.12(f). αβδ is another pattern that is uniquely

evolved in this configuration and is specified with the brown rectangles.

The resultant microstructure for ζαδ = 0.025 is represented in sub-figure 6.11(a),

in which the nucleations of α and δ phases on the β phase have caused a 2D lamella

branching. The resultant αδαδ stacking has grown steadily till the end of the simulation

forming an [αβ]1[αδ]2 arrangement. In the magnified segment b1, an unstable sawtooth

microstructure is formed due to the repeated nucleation-eliminations of the δ phase as a

result of anisotropic αδ interfaces. This pattern is not repeated in further simulation steps

of the evolved δ lamella which is grown stably with almost flat phase boundaries. In d1 and

d2, α-to-δ and β-to-δ phase exchanges take place due to nucleations of δ on the initially

set α and β phases. In area f2 of fig. 6.12, a stable [αβ]2[αδ]1-type pattern is formed from

the initial steps of the simulation growing steadily till the end of the simulation. Another

β-to-δ phase exchange happened in g1 in the drastically anisotropic strength of 0.35. In

this configuration, [αβ]2[αδ]2 is formed as the biggest observed superstructure in these

simulations. In the next step, the ζαδ is increased to 0.45 as the maximum investigated

strength in this configuration. In further increased strength values, the simulations lose

their stabilities and break consequently. As a primary conclusion, by comparing the

possible variational ranges of ζαβ and ζαδ, it can be declared that the susceptibility of the

system to ζαβ changes is higher than ζαδ. This observation is in good accordance with

the discussed experimental evidence in section 4.2.

In the following, to get a deeper impression of the roles of anisotropy in the pattern

construction, it is activated in all phase boundaries simultaneously. Based on previous

observations, ζαβ can have a maximum value of 0.25, whereas ζαδ can still be increased up

to 0.45. In order to have the maximum possible anisotropic behavior in the system, ζβδ is

active either in the performed simulations. In figs. 6.13 and 6.14 all anisotropy strengths

are varied in ranges of 0.025 to 0.20 by equal values in the individual simulations. a1

magnifies the elimination of one β lamella by nucleations of two α and one δ lamellae. The

nucleated phases grow steadily till the end of the simulation. a2 magnifies the eliminations

of β lamellae in different simulation segments reducing the initially constructed [αβ]2[αδ]1

patterns to αβαδ. In b1, the βδ pattern is exchanged to δαβ, due to the nucleations of

the secondary phases on the initial phases. In b2, the α phase nucleates on the β but

this nucleation does not lead to the complete elimination of the β, as β nucleates itself

and grows steadily. b3 magnifies a β-to-δ phase exchange, together with another stable

growth of the δ phase from the onset of the simulation which leads to the formation of an

αδαδ unit. The β-to-δ phase exchanges are conventionally observed in the experimental

work [86].
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Figure 6.11: Effects of the anisotropic αδ interfaces on the pattern formation in the DS simu-

lations of the Bi-In-Sn system. ζαδ is varied in a range of 0.025 to 0.15 based on the interfacial

energy plot of fig. 6.7(b) and ζαβ = ζβδ = 0. Magnified areas: the formed [αβ]1[αδ]2, [αβ]2[αδ]1

and αβδ patterns are specified with the green, cyan and brown rectangles, respectively. a1:

δ-lamella branching. b1, b2, c2, d1: the α nucleation between the β and the δ. c1, c3: the

reduction of [αβ]2[αδ]1 to αβαδ. d1, d2: the α-to-δ and the β-to-δ phase exchanges. d3: the

sharp β elimination by the α nucleation.
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Figure 6.12: Effects of the anisotropic αδ interfaces on the pattern formation in the DS simu-

lations of the Bi-In-Sn system. ζαδ is varied in a range of 0.20 to 0.45 based on the interfacial

energy plot of fig. 6.7(b) and ζαβ = ζβδ = 0. Magnified areas: the formed [αβ]1[αδ]2, [αβ]2[αδ]1

and [αβ]2[αδ]2 patterns are specified with the green, cyan and red rectangles, respectively. e1,

f1, g2: the α-nucleation between the β and the δ lamellae. e2: reduction of the [αβ]2[αδ] to

the [αβαδ. f2: the stable [αβ]2[αδ] pattern from the initial simulation steps. g1: β-to-δ phase

exchange. e1, h1: the α-nucleation on the β and the sharp β elimination.
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Figure 6.13: Effects of the anisotropic interfaces on the pattern formation in the DS simulations

of the Bi-In-Sn system. ζ = ζαβ = ζαδ = ζβδ is varied in a range of 0.025 to 0.10 based on the

interfacial energy plots of fig. 6.7. Magnified areas: the formed [αβ]1[αδ]2 and αβδ patterns are

specified with the green and brown rectangles, respectively. a1: β → α+ δ. a2: reduction of the

[αβ]2[αδ]1 to the αβαδ. b1: βδ → δαβ phases exchange. b2: nucleation of the α on the β not

leading to the complete β elimination. b3: the β-to-δ phase exchange.
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Figure 6.14 illustrates the evolved microstructures for the anisotropy strengths of 0.15

and 0.20. In d1, the α phase is nucleated between the β and the δ lamellae in two different

segments of the simulation domain like the previous observations of this phenomenon.

In d2, an initially formed [αβ]2[αδ]1 is reduced to αβαδ by elimination of the β lamella.

e1 shows the formation of a stable αδαδ pattern in which one δ lamella has grown stably

from the beginning of the simulation but the other one is the result of β phase elimination

caused by a nucleation-elimination event.
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Figure 6.14: Effects of the anisotropic interfaces on the pattern formation in the DS simulations

of the Bi-In-Sn system. ζ = ζαβ = ζαδ = ζβδ is varied in values of 0.15 and 0.20 based on the

interfacial energy plots of fig. 6.7. Magnified areas: the formed [αβ]1[αδ]2 patterns are specified

with the green rectangles. d1: the α-nucleation between the β and the δ phases. d2: the reduction

of the [αβ]2[αδ]1 to the αβαδ pattern. e1: the stable growth of the αδαδ pattern from the initial

simulation steps.

Figure 6.15, shows the evolved patterns in the maximum possible anisotropic config-

urations. In the simulation of fig. 6.15(a), the equal anisotropy strength value of 0.25

is set to all interfaces, whereas in fig. 6.15(b), the formed pattern in further increase of

ζαδ to 0.45, is depicted. As it can be observed, the final microstructures in both simula-

tions have evolved into αβαδ-type patterns akin to the behavior of the floating grains.

These observations seem to be strange at first glimpse as there is no sign of the expected

anisotropic behaviors in the grains. In order to reach an explanation, a summary of all

observations is performed in the following. Figure 6.16 is such a succinct elucidation.
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Figure 6.15: The evolved patterns in the DS simulations of the Bi-In-Sn system with the highest

possible anisotropies in the interfaces.

Sub-figure 6.16(a) delineates the results of anisotropic αβ interfaces, whereas sub-

figure 6.16(b) is dedicated to the anisotropic αδ interface results. 6.16(c) summarizes

the results of figs. 6.13 to 6.15, which belong to the all-anisotropic-interface cases. In

each configuration, the resultant αβαδ, βαδ, [αβ]2[αδ]1, [αβ]1[αδ]2, [αβ]2[αδ]2 and αβδ

patterns are shown corresponding to the colored boxes of the previous pictures with white,

pink, cyan, green, red and brown rectangles, respectively. As can be noticed, [αβ]1[αδ]2

patterns have commonly evolved in all three configurations. The βαδ is observed just

once when αβ interfaces are modeled anisotropically. In contrast, [αβ]2[αδ]1 patterns are

evolved only in anisotropic modeling of the αδ interfaces. The αβδ patterns are evolved

when anisotropy is active in αδ or αδ together with all other interfaces. [αβ]2[αδ]2

superstructures are acquired in both anisotropic αβ and αδ configurations, but in αβ at

a lower anisotropy strength of 0.10.

The general behavior of the patterns in sub-figure 6.16(c), is more similar to sub-

figure 6.16(a) which can be considered as a sign of the predominant role of the αβ

anisotropy compared to the αδ in the microstructure evolution. In order to reach an

explanation of the nature of the ongoing mechanisms, a schematic illustration is given

in fig. 6.17. If we postulate the effect of the anisotropic mn-interface (m,n ∈ {α, β, δ})
as the possible eliminations of m and/or n lamellae, the evolved patterns in different
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Figure 6.16: Summary of the formed patterns in different anisotropic configurations in the DS

studies of the Bi-In-Sn eutectic system. (a): anisotropy only in αβ interfaces (based on figs. 6.8

to 6.10). (b): anisotropy only in αδ interfaces (based on figs. 6.11 and 6.12). (c): anisotropy

in all αβ, αδ and βδ interfaces (based on figs. 6.13 to 6.15).

configurations can be in the forms of fig. 6.17. In sub-figure 6.17(a), three hypothetical

neighboring αβαδ stackings are shown. For the case of αβ-anisotropy, if the β lamella

in the middle stacking is eliminated, [αβ]1[αδ]2 pattern, and if the α lamella in the mid-

dle stacking is eliminated, the βαδ pattern results. These patterns are illustrated with

the same coloring style as fig. 6.16, and as it can be noted, there are good correlations

with the evolved patterns in the simulation studies. For αδ anisotropy, the same proce-

dure results in the formations of [αβ]2[αδ]1 and αβδ patterns. These patterns are shown

with cyan and brown rectangles in fig. 6.16(b). It should be mentioned here that, the

made lamella-elimination hypotheses do not necessarily mean the formation of the reg-

ular αβαδ-type patterns initially, and the declared eliminations in the later steps of the

microstructure evolutions. Although this can happen either (like d2 in fig. 6.14), in many

cases, the superstructures form from the initial simulation steps stably. I.e. the nature

of the locked grains is to eliminate (or not form at all) some lamellae in the stacking

sequences which would be formed in αβαδ motifs if the interfacial energies were modeled

isotropically.

Next point in comparison of fig. 6.17(a) with fig. 6.16 is the formation of [αβ]1[αδ]2 as

the most repeated pattern in all anisotropically simulated configurations. If we assume

αβ interface anisotropy as the responsible factor to form this pattern, the dominance
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Figure 6.17: (a): schematic illustration of the phase eliminations and the formed patterns as the

effects of the anisotropic interfaces. (b): possible resultant patterns in the different combinations

of the cases in (a).

of this anisotropy type in the evolved microstructures is shown. Even when we have

anisotropy in both αβ and αδ interfaces, the system behaves more likely towards to

the αβ-anisotropic configuration. In addition, considering the presented 1○, 2○, 3○ and

4○ configurations in fig. 6.17(a), eleven different combinations of these configurations

can be obtained for the cases in which the anisotropy is active in both αβ and αδ in-

terfaces. Among these combinations, three new patterns can theoretically be achieved

which are shown in fig. 6.17(b). In this notation, i○ j○. . . stands for the combination

of i, j. . . configurations in fig. 6.17(a). It can be said as the first conclusion that, when

the system has anisotropic behavior in all of the solid-solid interfaces, αβαδ stacking

sequences can be formed similar to the behavior of the floating grains, but the lamellar

spacings will consequently increase. The declared spacing increase is due to the reduction

of the three stacking units to two in the assumed schematic illustration. This can be the

probable reason for the evolved patterns in fig. 6.15 in which six αβαδ-motifs are formed

instead of the initially seen seven motifs in the isotropic system (fig. 6.8(a)).

Figure 6.17 concludes in the possible formations of single β lamellae or βδ units

either, but their formation probabilities are not high and they are not observed in the

performed simulations. In general, the combination of β and δ phases next to each other

is rarely observed in the simulations and nor in the experiments. Therefore, it can be

concluded that such combinations of the phases are not beneficial for the growth of the

microstructures. In the next section, a summary of the achieved DS simulation results is

presented discussing the necessity of further RDS studies.
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6.2.3 Summary and conclusions

In this section, the directional solidification studies of the Bi-In-Sn ternary eutectic system

are performed based on the obtained thermodynamic data from the Calphad database

in section 5.3. In order to validate the achieved results, a Jackson-Hunt analysis is per-

formed and comparisons with the available experimental data in the literature are done.

The validated configuration serves as the basis of the simulations in larger domains with

Voronoi tessellations of the initial solid phases. These simulations are benefited to study

the effects of the anisotropic interfaces on the pattern formations. In the course of this en-

deavor, initially, one simulation is performed in which the interfaces are modeled isotrop-

ically. The evolved microstructure has the expected regular αβαδ-type pattern. In the

next step, anisotropy in the solid-solid interfacial energies is activated. This time, in the

evolved patterns, the αβδ, βαδ or the [αβ]a[αδ]b superstructures are formed. A summary

of the evolved patterns in different anisotropic configurations is shown in fig. 6.16 and

a schematic illustration for the ongoing mechanisms is shown in fig. 6.17. Although the

mentioned illustration has good accordance with the observed patterns in DS simulations,

further pieces of evidence for such a general conclusion seem to be vital. Hence, rotating

directional solidification studies are performed in the next section and it is striven to

gain new insights on the governing mechanisms of the microstructure evolutions in this

system.

6.3 RDS simulation studies of Bi-In-Sn system

The introduced setup in section 3.2 serves as the basis of the RDS simulations in this

section. As illustrated in fig. 3.4, the simulation domain is formed by a square which

is confined to a circle by the barrier region. The square size is 965 × 965 cells equal

to 301.8 × 301.8 µm. An initial set of thirteen lamellae, each with the αβαδ stacking

sequences are filled in the bottom half of the simulation domain which are exposed to the

low temperatures with the minimum value of Tmin at y = 0. The simulated lamellae set in

the considered domain size is small compared to the experimental works as a result of lack

of the computational resources in the current study. The spacing of each stacking sequence

is 23.4 µm which is set based on the utilized λ values in the DS studies of section 6.2.1.

Five of the set αβαδ motifs build the solidification and five others build the melting fronts,

respectively. This is due to the chosen value of 4.55 for the outer-to-inner radii proportion
ro/ri, which has a similar amount as shown in Fig. 5 of [90]. The inner barrier which covers

the rotation center Ω is placed on the three remaining lamellar sets. As a consequence of

zero growth velocity in the rotation center (see section 3.2), a single-phase formation in

the center-vicinity areas is reported in the experimental works [90, 144, 145]. The barrier
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in the center is modeled to prevent the formation of such a single-phase region which

could affect the overall phase fractions and lead to growth-condition instabilities. This

influence is more pronounced in the small domain size in the investigated simulations.

As mentioned in section 3.2, a one-cell thick layer of one of the solid phases has to

be placed around the barrier sections in the simulation domain. Phase β is chosen as an

exemplary phase for this purpose to establish a stable growth in the barrier boundaries.

It is worth mentioning here that, this solid-phase placement can affect the evolved phase

fractions and the achieved phase fractions in the solidified phases, consequently. As the

purpose of the current work is a qualitative study of the experimentally observed patterns

in the floating, as well as the locked grains instead of reproducing them quantitatively,

this effect is neglected in the following. The evolved patterns in near-barrier lamellae are

not taken into account in order to minimize the boundary impact on the made conclusions

of the study.

The angular velocity of ω = 0.309 ° s−1, results in adjustment of the investigated ve-

locities v1 to v3 in the DS studies, in three different segments of the RDS disk. These

segments are toward the centers of the three middle lamellae in the simulation domain

in both solidification and melting fronts. Hence, in the upcoming sections, the RDS pro-

cess is simulated with the mentioned constant value for the ω. Due to the significant

effect of the interfacial energy anisotropy on the pattern formation in the performed DS

simulations, the RDS studies are conducted in two parts: Initially, a single simulation is

performed with the isotropic interfacial energies in the solid-solid phase boundaries which

is continued for two full rotations, i.e. 4π rad rotation (section 6.3.1). The later 2π rad

rotation is completed to test the system capability in the development of the solidification

and melting fronts and to test the proper formation of the expected circular trajectories.

Then, the anisotropy in the interfacial energies is activated in the αβ and/or αδ and/or

βδ interfaces in section 6.3.2. The RDS simulations are conducted using 192 CPUs in the

HPC cluster of the IAM-MMS. The performance of each 2π rad rotation took an approx-

imated computational time of four weeks. For the simulations with 4π rad rotations, the

evolved values of the lamellar spacings after each full rotation are measured and compared

with each other for convergence checking. The additional simulation parameters in the

RDS studies to the DS ones, have been summarized in Table B.2. As indicated previously

in section 3.2, the temperature formulation has to satisfy the steady-state heat equation

∇2T = 0 at the different grid cells of the simulation domain. Based on the utilized values

for the Tm, A0 and GRDS, it can easily be checked that the average deviation from the

solution of the mentioned equation is equal to 2.5 · 10−25. This deviation is neglected in

the upcoming studies.
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6.3.1 Isotropic interfacial energies

The obtained simulation result for the modeled system with the isotropic interfacial

energies is shown in fig. 6.18 at different simulation times. At any time, the left sub-

figure, illustrates the concentration of Bi in the involved phases, whereas the right sub-

figure depicts the temperature field, respectively. The orange color represents the high-

temperature area while the blue color represents the low temperatures in the temperature

field. Based on this coloring, the expected near-uniform temperature distributions in

the melt and solid-phase zones are resulted as discussed in the temperature formulation

of eq. (3.4). These colors indicate a low-temperature gradient of 0.786 K mm−1 in the

mentioned areas. The strong color transition from blue to orange in the middle of the

simulation domain describes a multiple times higher gradient with a maximum value

of 240 K mm−1 in the rotation center Ω. In the concentration fields, the coloring style is

same as the style set in section 5.3 for the Gibbs energies modeling and in sections 6.2.1

and 6.2.2 for the DS simulation results’ visualization. Figure 6.18(a) shows the filling

at time = 0, in which the straight lamellae of the initially filled solid phases lie beneath

the liquid phase. Considering the forthcoming melting and growth phenomena, these

solid phases will melt due to the temperature increase in the rotation direction of the

temperature field. The solid-liquid interface is the only efficient part of the filling in the

pattern formation. Hence, the straight trajectories are filled instead of the curved solid-

solid interfaces for the sake of simplicity. As time pass, the other sub-figures illustrate

the rotations of the temperature fields, as well as the evolved patterns respectively. The

achieved good correlations between the temperature field and the solidification/melting

fronts indicate the accuracy of the modeled temperature profile in the representation

of the rotational effect. Furthermore, the resultant concentrations of Bi and In in the

solidified phases are in good accordance with the Calphad database as plotted in fig. 5.6

of section 5.3. This accordance is retained throughout the whole simulation time.

After the approximate rotational angle of 120°, oscillations of the boundaries in the

solidified phases come to exist as can be noticed in fig. 6.18(c). This effect has previously

been observed in the DS studies of the system as illustrated in fig. 6.5, which indicates

the transition state from unsteady to steady-state condition. However, in contrast to

the DS case wherein the oscillations happen at the initial simulation time, in the RDS

simulations they happen after passing a certain growth distance.

Figure 6.19(a), shows the summation of all-time results in one frame, depicting the full

rotation with the circular trajectories of the solidified phases. αβαδ stacking sequences

of the three middle lamellae from the initially filled five lamellar sets has remained intact.

The solidification velocities in the centers of these units are: v2π
1 = 0.394 µm s−1, v2π

2 =

0.541 µm s−1, v2π
3 = 0.678 µm s−1. The DS processes with these values, have previously



Chapter 6. 73

been studied in section 6.2.1 and the Jackson-Hunt plots have been shown in fig. 6.5. The

lamellar spacing adjustments happen as a consequence of this radial velocity variation

and the microstructure rearrangement takes place resulting in the 5phase eliminations.

These effects are mainly observed in the near barrier area which is in similarity to the

near boundary observations in the experiments [89, 90]. The phase eliminations, cause

disruptions in the initially filled αβαδ stacking sequences. At the approximate rotational

angle of 120◦, a δ lamella is overgrown near the outer barrier, which leads to the formerly

observed oscillations of the solidified phase boundaries in fig. 6.18(c). The thin β layer

growths in the near barrier regions result in a stable solidification front, as well as a better

establishment of the anticipated αβαδ repeat units. This is due to the balance of the

central lamellae adjustments caused by these thin layers.

(a)

(b)

(c)

(d)

(e)

Concentration of Bi in mol% (in left figures)

7.800 14.00 20.01 26.01 32.02

Temperature (in right figures) , Teut = 332 K

331.079 331.435 331.790 332.146 332.501

Figure 6.18: RDS simulation results for the isotropic system at (a): t = 0, (b): t = 24.2e6 · dt,
(c): t = 48.4e6 · dt, (d): t = 72.6e6 · dt, (e): t = 96.8e6 · dt. At any time, the left figure

illustrates the concentration field (cBi), whereas the right figure is the temperature field. Domain

size = 301.8× 301.8 µm, ω = 0.309 ° s−1, ri = 33.15 µm, ro = 150.9 µm based on [91].



Chapter 6. 74

(a)

(b)

(a)

(b)

(a)

(b)

v2π3
v2π2

v2π1

v2π1 = 0.394 µms−1

v2π2 = 0.541 µms−1

v2π3 = 0.678 µms−1

v4π3
v4π2 v4π1

v4π1 = 0.421 µms−1

v4π2 = 0.572 µms−1

v4π3 = 0.695 µms−1

Figure 6.19: (a): all-time results of fig. 6.18 after the 2π rad rotation in one frame, as well as

the magnified areas of the middle lamellae showing the velocities v2π
1,2,3 in their centers. (b): the

same configuration after a rotational angle of 2π rad based on [91].

Figure 6.19(b), shows the simulation result at a rotational angle of 4π radian. As it can

be observed, the stable growth continues for this rotation and no further instabilities like

the phase eliminations or the oscillations in the phase boundaries are noticed. Because

of the set coincidence in the disk rotation center Ω and the temperature field rotation

center, the anticipated circular trajectories in the solidified phase boundaries are achieved

in the simulations. This is in contrast with the resulted micrographs in the experimental

work of the Mohagheghi et al. [90], as in their study misalignment between the two
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centers comes to exist. Additionally, due to the assumption of the isotropic interfacial

energies in this simulation, tilting of the solidified phase boundaries with respect to the

imposed temperature gradient does not arise. Hence, a good agreement with the reported

properties of the floating grains in [89, 90] can be concluded. In the magnified sections

of fig. 6.19, the developed growth velocities in the evolved unit centers have been reported.

The discrepancies of |v
4π
1

v2π1
= 6.5%, |v

4π
2

v2π2
= 5.7%, |v

4π
3

v2π3
= 2.5% between the two rotations come

to exist, respectively.

6.3.2 Anisotropic interfacial energies

Based on the achieved validation of the implemented RDS setup in section 6.3.1 for the

isotropic system, the effects of the anisotropy of the interfacial energies on the evolved

patterns are investigated in this section. As a start point, one simulation is performed

with equal anisotropies in all solid phase boundaries with the strength of ζ = 0.15 (see

the interfacial energy plots in fig. 6.7). The achieved microstructures after the rotational

angles of 2π rad and 4π rad are shown in fig. 6.20. It can be noticed in the figure that,

the αβ anisotropy (yellow to blue) has a more pronounced role in the tilting of the so-

lidified phases, compared to the αδ (yellow to magenta) anisotropy. In fig. 6.20(b), the

deviations in the phase borders, between the isotropic and anisotropic simulations are

illustrated. The phase boundaries in the isotropic case are shown by the solid black lines,

whereas the anisotropic result is illustrated colorfully. The shown segments belong to the

middle lamella after θ = π/2 rad rotation in both simulations. In the rotational angle of

θ = π/4 rad, the brown and cyan lines are depicted showing the transitions of αδ and αβ

boundaries towards the rotational center, respectively. The value of 1.45 is resulted in

the proportion of the cyan to brown line lengths indicating more sensitivity of the evolved

pattern on the αβ anisotropy. This is in accordance with the experimental perceptions

of Mohagheghi et al. [90] in the formation of the crystallographically-locked grains, as

discussed in section 4.2. Likewise the isotropic simulation of fig. 6.19, the lamellae elim-

inations occur in the initial steps of the anisotropic simulation and the oscillations of

the solid phase boundaries exist in the approximate rotational angle of 120◦. Meanwhile,

in the second rotation, the stable growth is continued and no further unexpected dis-

turbances in the morphology arise. In order to compare the results of DS and RDS

simulations with the experimentally reported values in [36], the velocity-spacing plot is

illustrated in fig. 6.21. The dashed cyan line in fig. 6.21 connects the average values of the

experimentally measured lamellar spacings in the solidification velocities 0.251 µm s−1,

0.5 µm s−1 and 1.0 µm s−1, respectively [36]. The highlighted area around this line is

constructed based on the maximum and minimum values of the evolved spacings in the

indicated velocities. The circles, squares and pentagons denote the results of DS, isotropic
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RDS and anisotropic RDS simulations, respectively. The unfilled marks belong to the

intermediate simulation results in half of the final times. For example, in case of DS,

unfilled circles denote the achieved λsimJH in the time of 17.5e6 × dt, and the filled circles

denote t = 35e6 × dt. The achieved good correlations is a sign to conclude the conver-

gence of the DS simulations to the steady states. In the RDS sims, the unfilled marks

stand for the 2π rad rotations, whereas the filled marks stand for the 4π rad rotations.

The results of DS sims are generally located in the highlighted cyan area indicating the

achieved good correlations between the simulations and the experiments. For the RDS iso,

the anticipated Jackson-Hunt-type behavior between the growth velocities and the resul-

tant lamellar spacings is realized which is more pronounced in the 4π rad rotation. In

contrast, for the RDS aniso simulation, this behavior is only observed after 4π rad rota-

tion indicating the necessity of more growth distance to reach the steady-state condition

as a result of the anisotropically modeled interfacial energies. It can generally be con-

cluded from fig. 6.21 that, in the DS simulations of the Bi-In-Sn ternary eutectic system,

qualitative and quantitative agreements between the simulations and the experiments, as

well as the theoretic Jackson-Hunt validation are achieved. In the RDS simulations, the

Jackson-Hunt-type behavior is observed in the simulations and a qualitative agreement

with the experimental DS results is attained.

θ = 2π rad θ = 4π radθ = 2π rad θ = 4π rad(a)

(b)

Ω

Figure 6.20: (a): tilted growth of the solidified phases as a result of the anisotropic interfacial

energies (ζαβ = ζαδ = ζβδ = 0.15) after 2π rad and 4π rad rotations. (b): the comparison

between the isotropic simulation in fig. 6.19 (black lines) and the current anisotropic simu-

lation (colored) after the π/4 rad rotation. The red line length = 3.83µm and the green line

length = 5.56µm indicating the dominance of the ζαβ in the pattern formation [91].
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Figure 6.21: The comparison of the experimentally reported lamellar spacings in the work of

Witusiewicz et al. [36] with the obtained λsimJH in the different solidification velocities as reported

in fig. 6.5 in section 6.2.1. vnπi indicates the velocity in the middle of i-th lamellae (see fig. 6.19)

after the nπ rad rotation. iso: isotropic simulation, aniso: anisotropic simulation [91].

As the next step in the current study, a systematic investigation of the anisotropy

effects on the constructed patterns is intended. By considering sub-figure 6.20(b), study-

ing the variations in the lamellae boundary radii can be a promising method for this

purpose. In the course of the endeavor, which lamella to choose for this investigation

will be the next question. Apparently, in the RDS simulation domain, the lamella with

the approximate radius value equal to r = (ri+ro)/2 has the least effects from the inner

and the outer barrier phases, respectively. In the isotropic simulation, which is shown

in fig. 6.22(a), an α lamella is hatched which has the nearest radius amount to the in-

dicated value. In addition, it has interfaces with both β and δ phases, whose evolved

profiles can be studied, subsequently.

In fig. 6.22(b), the variations of the αβ and αδ boundary radii with respect to the

rotational angles θ, are plotted. Based on these plots, there are almost linear dependencies

between the evolved r and θ values. In 90° ≤ θ ≤ 135°, the previously mentioned
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Figure 6.22: (a): the isotropic simulation result of fig. 6.19 at the rotational angle θ = 2π rad.

The hatched α lamella has the radius of r ' (ri+ro)/2 and is used to measure the interface radius

values. (b): the radius variations of the αβ and αδ interfaces with respect to the rotational

angle θ.

oscillations in the solidified phase boundaries show up either in the depicted plots. The

linear increases in the rαβ and rαδ values (max 10% in θ = 360°), indicate the transition

of the selected α lamella shape from the circular form to the spiral form in this rotation.

Such a transition in the simulation is much less than the experiments [90] due to the

more precise alignments between the centers of the disks and the exposed temperature

gradients, as discussed previously. The achieved uniformities in the r−θ profiles indicate

the straight growth of the solidified phases without the presence of any tilting in the phase

boundaries. In order to study this effect, as well as the general effects of the anisotropy

on the pattern formation, in procedures analogous to the DS studies, the interfacial

anisotropies are varied systematically and the new simulations are conducted for each

configuration. The variations are performed based on the plots of fig. 6.7 in section 6.2.2.

As a start point, the simulation results for the exemplary anisotropy values of ζαβ =

0.1 and ζαδ = 0.15 are shown in fig. 6.23. In the sub-figure 6.23(a), the αδ and βδ

interfaces, and in sub-figure 6.23(b), the αβ and βδ interfaces are modeled isotropically.

The investigated α lamellae whose αβ and αδ interface radii are measured are specified

with the hatchings like the previous cases. In the attained plots, the radius profiles

are waved in contrast to the previously observed monotonic behaviors in the isotropic

system. The wavelength of 90° can be defined in these configurations for which the

generally evolved shapes of the curves are iterating. In the iterating segments which are

specified by the red dashed lines in the plots, the initial radii decreases are observed

until reaching local minimums after the approximate rotational angles of θ = 45°. Then,

the radii increase and reach a local maximum subsequently. The general shape of the

periodic behavior does not change dramatically from the observed pattern in the first

period (0° ≤ θ ≤ 90°). Although in 90° ≤ θ ≤ 180° oscillations in the solidified phase
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boundaries exist, similar behaviors to the initial observations are formed afterwards. This

gives a chance to decrease the needed computational time and power in the upcoming

studies. As the aim is a qualitative study, the simulations can be interrupted at the

quarters of full rotations, and the evolved patterns at those time-lapses can be analyzed.

This reduces the necessary calculation time from approximately one month to about one

week.
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Figure 6.23: The radius variations with respect to the rotational angle in (a): ζαβ = 0.1 and

(b): ζαδ = 0.15. The middle hatched α lamellae in both configurations are the base of the radius

calculations.

In order to explain these observations, the generally observed variational behavior in

the r− θ plots is schematically illustrated in fig. 6.24(a). The radius values in each rota-

tional angle θi are noted with the rθi amounts, each having a special color. These values

are plotted in fig. 6.24(b) with the same coloring style, forming a schematic depiction of
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the phase boundary variations in 360° rotation of the temperature field. Apparently, the

tilted growth of the solidified phase boundaries with respect to the temp. field is depicted

with the curved black lines as the radius variations are not linear. Thus, studying the

nature of the tilting phenomenon and its affecting parameters becomes the focus here;

for which the additional RDS simulations are performed in the following.

rθ
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rθ2
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Figure 6.24: The schematic illustrations of (a): phase boundary radius rθ as a function of

the rotational angle θ. (b): The tilting of the solidified phase boundary (black lines) based on

the depicted radii in (a). (c): The effects of the anisotropy strength increase on the tilt angle

(ζ2, ζ3 > ζ1). Ω: the rotation center.

In fig. 6.25, the formed micrographs in θ = 90° are shown representing the evolved

patterns for different ζαβ values. The αδ and βδ interfaces are modeled isotropically in

these simulations. The strength in the anisotropically modeled αβ interfaces is increased

up to the value of 0.25.

One of the interesting observations in this anisotropy configuration is the behavior of

the α lamellae in the simulated αβαδ-type stacking sequences. In sub-figure 6.25(b) which

denotes the ζαβ = 0.10, the first α lamellae in each repeat unit become thinner, whereas

the second ones become thicker compared to the isotropic simulation. By increasing the

ζαβ to the value of 0.15 in fig. 6.25(c), two of the formed thin lamellae are eliminated in the

approximate rotational angle of θ = 30°. In the next sub-figure denoting the ζαβ = 0.20,

the elimination angle decreases to the value of θ ' 26° and an additional α lamella in the

next stacking is eliminated. Although in fig. 6.25(e) the lamella eliminations occur at a

slightly lower rotational angle, no further visual difference with the sub-figure(d) can be

noticed. About the observed elimination behavior it can be questioned that, as all of the

formed α lamellae are surrounded by both β and δ phases and any α has one and only one

interface with the neighboring β, why should the anisotropy affect only the first α-s and

not the seconds? The answer is in the natural tendency of the system to form βαδ patterns
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(a) ζαβ=0 (b) ζαβ=0.10

(c) ζαβ=0.15 (d) ζαβ=0.20 (e) ζαβ=0.25
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direction7.800 14.00 20.01 26.02 32.02
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Figure 6.25: The evolved microstructures in the RDS studies of the Bi-In-Sn ternary eutectic

system at the rotational angle of θ = 90°. ζαδ = ζβδ = 0 and ζαβ is indicated in each sub-figure.

when the αβ interfaces are assumed to have anisotropic behavior. The formation of this

pattern has previously been noticed in the DS simulations of section 6.2.2. As depicted

in part 2○ of fig. 6.17(a), when we have anisotropy in the αβ interfaces, the formation

of βαδ patterns demands elimination of the first α lamellae in each stacking sequence.

Such a phase arrangement can have a lower energy level in this anisotropy configuration

compared to the αβδ arrangement which demands the second α phase eliminations. For

further studies, in fig. 6.26, the phase boundary radius variations in these simulations

are plotted with respect to the rotational angle. The neighboring β and δ lamellae to

the α which are located in the approximate middle segments of the simulation domains

are considered for the radius measurements like the previous cases. In order to note the

possible effects of the αβ interface anisotropy on the αδ interfaces, the measurements are

performed in both interfaces. As a result, the tilting effects are observed in both which

increase by the increase of the anisotropy strength. In rαδ, for ζ ≥ 0.20, the initially

formed pattern is changed due to the eliminations of the α phases. However, the general

descending-ascending behavior does not change indicating the continuous tilting of the

solidified phases. The achieved global minimums in each curve are shown by the solid

squares with the same coloring as the corresponding curves. It can be noticed that the

squares are shifted to the higher θ values by the increase of the ζ from 0.10 to 0.20. In the
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schematic illustration of fig. 6.24(c), such behavior is noted as ζ2 which is depicted in red.

This means longer distances of the solidified phases before their direction changes which

take place after the minimums in the r−θ curves. At 0° ≤ θ ≤ 20° and 70° ≤ θ ≤ 90°, the

oscillations in the concentration fields are observed which are increased with the increase

of the ζ.
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Figure 6.26: The radius variations in the simulations of fig. 6.25 with respect to the rotational

angle, based on the formed middle α lamella in (a): αβ and (b): αδ interfaces. ζ denotes the

ζαβ and the other interfaces are modeled isotropically. The global minimums in the curves are

specified with the solid squares.

In the following, a similar study is repeated investigating the anisotropy in the αδ

interfaces. ζαβ and ζβδ are assumed to be zero in this configuration. The obtained

microstructures are shown in fig. 6.27 wherein the strength of anisotropy is varied in the

range of [0.10, 0.40]. As it can be realized from the sub-figures(b-f), the expected tilted

growths of the solidified phases occur but are less intense than the αβ anisotropy case.

The second α phases in the αβαδ-type repeat units get thinner and the first elimination

happens in ζαδ = 0.35. The more pronounced influence of the ζαδ on the second α lamellae

is in good accordance with the made predictions in part 4○ of fig. 6.17(a) which is based

on the DS results. This is another evidence to prove the shown anisotropic behavior in

this schematic figure.

In fig. 6.28, the variations of αδ and αβ interface radii with respect to the rotational

angles are plotted. The previously realized descending-ascending behavior is observed in

this configuration as well. Based on the locations of the global minimums in the curves,

it can be concluded that, by the increase of the anisotropy strength the length of the

solidified lamellae increases, until a change in direction is reached. These changes take
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place in the labeled angles as θi in the schematic illustration of fig. 6.24(a). The observed

trend is common in both of the studied anisotropic cases, i.e. the αδ and the αβ interface

anisotropies. For θ values between 0° and 20° and between 70° and 90°, the oscillations

in rαδ appear and increase by increase of the anisotropy strength. Thus, the largest

oscillations are seen in ζαδ = 0.40. The more dominant effects of the αβ anisotropy on

the pattern formation can be concluded again here, by comparison of figs. 6.26 and 6.28.

(a) ζαδ=0 (b) ζαδ=0.10

(c) ζαδ=0.15 (d) ζαδ=0.20 (e) ζαδ=0.25

(f) ζαδ=0.30 (g) ζαδ=0.35 (h) ζαδ=0.40

rotation
direction7.800 14.00 20.01 26.02 32.02

Concentration of Bi

in mol%

Figure 6.27: The evolved microstructures in the RDS studies of the Bi-In-Sn ternary eutectic

system at the rotational angle of θ = 90°. ζαβ = ζβδ = 0 and ζαδ is raised up to the value of

0.40.

Based on all of the observations in the dissociated roles of the αβ and αδ anisotropies,

in the following the anisotropic behavior is activated in all interfaces simultaneously. The

procedure is similar to the performed studies in the DS cases in section 6.2.2, however,
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Figure 6.28: The radius variations in (a): αδ and (b): αβ phase boundaries, caused by the

anisotropy of the interfacial energies in the αδ interfaces. The global minimums in the curves

are specified with the solid squares.

the ζαδ values are higher than those of ζαβ. Due to the detected larger tilt angles in the αβ

interfaces compared to the αδ in the same anisotropy strengths, this study is performed to

check the possibility of the tilted growths in the RDS studies with almost parallel solid-

phase boundaries. I.e. the experimentally observed patterns in fig. 3 of [90] for example.

Ad hoc, the parameter r is defined as the proportion of ζαδ to ζαβ, which is varied in the

range of [1.0, 3.0]. Obviously, the higher r values indicate the stronger anisotropies in the

αδ interfaces. Figure 6.29 shows the simulation results for different configurations of the

r quantity. ζαβ and ζβδ are set to the values of 0.15 for which stable tilted growths in

all of the solidified phases have been observed previously. The depicted micrograph in

the sub-figure 6.29(a), belongs to a quarter of the first rotation in the previously shown

simulation result in fig. 6.20. The higher value for αβ interface tilting compared to that

of αδ is noticeable here as well. In the other sub-figures, implying a gradual increase

in the ζαδ/ζαβ proportion, the more parallel evolutions in the solidified phase boundaries

can be noticed visually. A radius-variation study is performed in fig. 6.30 analogous to

the previous cases for a more precise investigation of this effect. Figure 6.30(a1) and (b1)

depict these study results for the rαδ and rαβ quantities. The general shapes of the curves

having global minimums are similar to the formerly depicted plots in figs. 6.26 and 6.28.

The solid squares indicating the minimum points in the curves of fig. 6.30(a1) are shifted

to the lower angles despite the observed behaviors in the previous r − θ plots. This

indicates the decrease in the length of the solidified lamellae with the increase of r before

the direction change. In the previously shown fig. 6.24(c), such behavior is noted as ζ3
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and is illustrated in blue color. In order to analyze the parallelism between the solidified

αβ and the αδ interfaces, the slopes of the tangent lines to their r− θ curves in different

rotational angles have to be compared. Hence, it is necessary to approximate the r − θ
profiles by some functions, whose derivatives can represent these slopes.

(a) r=1 (b) r=1.2

(c) r=1.4 (d) r=1.6 (e) r=1.8

(f) r=2.0 (g) r=2.5 (h) r=3.0

rotation
direction7.800 14.00 20.01 26.02 32.02

Concentration of Bi

in mol%

Figure 6.29: The evolved microstructures in the RDS studies of the Bi-In-Sn ternary eutectic

system at the rotational angle of θ = 90°. ζαβ = ζβδ = 0.15 and r = ζαδ/ζαβ is risen up to 3.0.
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From the observed general behavior in the curves, it is conjectured that the polyno-

mial functions are able to approximate such behavior simply. Therefore, in fig. 6.30(a2)

and fig. 6.30(b2) different polynomials are fitted to the αδ and αβ profiles, respectively.

For the sake of simplicity, the results only for the r = 1 and the r = 3 values are il-

lustrated for which the solid lines refer to the measured radius values in the simulated

micrographs. The dashed and the dotted lines refer to the αδ and the αβ phase bound-

aries and the blue, green and red colors indicate the second, third and fourth-order

polynomials, respectively. It can be noticed in the plots that, in the second and third-

order polynomials there are higher deviations in the original and the approximated curves

compared with the fourth-order functions. In Table 6.2, the maximum and the average

deviations between the original phase boundary radii data and the fitted polynomials

are summarized. As it is noticed, in both r = 1 and r = 3 values, the average devia-

tions decrease by the approximate value of 14% for both αδ and αβ interface radii by

increasing the polynomial order from two to the three. The order increase from three to

four, makes more considerable reductions in the deviation values which lie in the range

of [80%, 95%], respectively. These reductions are in good accordance with the visual

observations of fig. 6.30(a2) and (b2). With further increases in the polynomial order, the

deviations decrease by the maximum of 3% which happens in the αβ phase boundaries.

This amount is not much considerable compared to the previous jump in the deviations.

It has to be mentioned that there is a slight increase in the average Dαδ from the value of

0.028 to 0.029 which is an undesired fact in this practice. It can be a sign of a probable

divergence in the correct representation of the solid-solid boundary radius behavior in

the further increases of the polynomial orders. Hence, in a conclusion, it can be declared

that the fourth-order functions can represent the variational behaviors in the αβ and αδ

interface radii, respectively.

In fig. 6.30(c), the dr/dθ values are plotted as functions of the rotational angles in the

different r values. The derivative values are calculated based on the fitted fourth-order

polynomials to the rαβ and rαδ values. The curves representing the αδ and the αβ phase

boundaries are drawn in the solid and the dashed lines, respectively. The black color

which represents the r = 1 value has the largest deviation between the solid and the

dashed curves. By increase of the r, the two boundary curves come to have fewer devia-

tions indicating the more parallel evolution in the solid-solid interfaces. The mentioned

deviations have the least values for r = 2.5, 3 as the largest investigated strengths in the

αδ interface anisotropy.
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Figure 6.30: The radius variation analysis of the αδ and the αβ interfaces in the RDS studies

of the Bi-In-Sn ternary eutectic system at the rotational angle of θ = 90°. ζαβ = ζβδ = 0.15

and r = ζαδ/ζαβ is risen up to 3.0. (a1): rαδ and (b1): rαβ variations with respect to the

rotational angle variations in different ζαδ/ζαβ values. Fitting of the second-, third- and fourth-

order polynomials to (a2): αδ and (b2): αβ interface radius amounts in the minimum and

maximum r values. (c): dr/dθ analysis in the αδ and αβ interfaces.
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Table 6.2: The maximum, the minimum and the average deviations between the phase boundary

radius data in the simulation results (solid lines in fig. 6.30(a2, b2)) and the approximated poly-

nomials (dashed and dotted lines in fig. 6.30(a2, b2)). D: deviation in percent, min: minimum,

max: maximum, ave: average.

polynomial Dαδ in % Dαβ in %

order max ave max ave

2
r = 1 1.212 0.260 1.623 0.601

r = 3 1.848 1.516 1.513 0.559

3
r = 1 0.613 0.224 1.814 0.521

r = 3 1.886 1.516 1.379 0.543

4
r = 1 0.237 0.028 0.694 0.094

r = 3 0.474 0.069 0.430 0.084

5
r = 1 0.194 0.029 0.614 0.091

r = 3 0.426 0.069 0.428 0.084

6.3.3 Summary and conclusions

In this section, two-dimensional phase-field simulations of the RDS process are performed

for the first time in the literature. The crucial roles of the material and process param-

eters on the pattern formation like the anisotropic solid-solid interfaces or the effects of

the solidification velocities can be studied in precise manners by this technique. The

modeled Bi-In-Sn ternary eutectic system is selected for this investigation whose direc-

tional solidification simulations are previously performed in this work. The anticipated

circular trajectories with the αβαδ stacking sequences are resulted in the simulations of

the floating grains. Additionally, by employing the anisotropy in the modeled interfaces,

the tilted growths in the evolutions of the solidified lamellae are observed. In the latter

case, the dominance of the αβ interface anisotropy on the formation of the final patterns

compared to the αδ anisotropy is realized. It is observed that in order to have almost par-

allel solid-phase boundaries, as observed in the experiments, higher anisotropy strengths

have to be employed in the αδ interfaces. As a result, the ζαδ/ζαβ ratios higher than 2.5

lead to the almost equal slopes in the rαδ and rαβ curves at the same rotational angles,

indicating the expected parallelism.

It is worth mentioning here that, the exact effects of the employed β layer in the

near-barrier segments of the simulation domains can not be thoroughly verified in the

current configurations. The observed adjustments in the solidified phases are influenced

by several parameters like the properties of the neighboring phases, the solidification

velocities and the boundary conditions. Therefore, separate studies on the influences

of these parameters are required in future works which demand the implementation of
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a new formulation for the barrier phases. In the new formulations, the need for the

additional phases in the near-barrier regions has to be solved leading to enhancements

in the calculation of the concentration and the phase fields. Nonetheless, the current

configuration has given a good understanding of the effects of the anisotropy on the formed

patterns and can still be used in further studies, for example, the role of the angular

velocity on the evolved microstructures. Based on the primary unshown results, ω increase

leads to the formation of instabilities like the lamellae eliminations and the oscillations in

the solidified phase boundaries in accordance with the reported experimental works [86].

The RDS studies generally assert the observed effects in the DS simulations and give

further information on the pattern-formation-related facts. The mechanisms behind the

developments of the αβδ and βαδ stacking sequences can be mentioned for the instance.

In order to make complementary studies on the tilting event and its related parameters, in

the next section, further simulations are conducted on the tilted growth in the directional

solidification simulations.

6.4 Tilted growth in DS study of an idealized system

In the previous section, the tilted solid-phase growth with respect to the imposed temper-

ature gradient has been studied in the RDS simulations. It is observed in the investigated

simulations that, the solid-solid interface anisotropy can cause such growths. In addition,

the deviations in the solid-solid interface directions with respect to the imprinted tem-

perature gradients in the DS studies, have also been observed in the literature. As

examples of these cases, the tilted growth in the DS experiments of the Bi-In-Sn ternary

system can be mentioned which is discussed previously in section 4.2. Or the works of

Woodruff et al. [146] and Karma [147] can be mentioned as the other examples in which

the deviations in the solid-solid interface directions with respect to the imprinted tem-

perature gradients have been studied. These deviations result in the undefined evolution

directions for the solidified phases, which lead to the different macroscopic material prop-

erties [16]. Hence, the importance of a better understanding of the nature and governing

mechanisms of the tilted growth in the DS studies is felt to be substantial, like the RDS

cases. In the course of this endeavor, different experimental [29, 148] and theoretical [30]

investigations in the binary material systems with two-dimensional geometries have been

performed. It is reported in the works of [148–152] that, the tilt angle increase with

the lamellar spacing increase. In the work of [149], a second-order polynomial is bene-

fited to fit the tilt angle dependence on the investigated lamellar spacings. However, the

mentioned increasing behavior is not observed in the phase-field and dynamic boundary

integral studies by Ghosh et al. [153, 154], which are performed in the slow growth rates
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and small P éclet numbers. Considering the multicomponent multiphase alloys, additional

effects can lead to the tilted growth of the solidified phases, moreover to the anisotropic

interfaces. As examples, in the works of Apel et al. [155] and Hötzer et al. [67] the tilt-

ing is proclaimed in the crystallographically isotropic systems. In [155], an asymmetric

ternary phase diagram is considered to study the tilting effect in three-phase solidification

with the α, β and δ as the solidified phases. The absence of mirror symmetries in the

diffusion field of the ternary system is reported to be the key parameter in the tilting, in

contrast to the binary alloy’s behavior. Hötzer et al. [67] have made a parameter study in

a ternary system with isotropic interfaces in which the liquid phase is solidified into three

solid phases. Based on their findings, the variation of the interfacial energies ratio be-

tween the solid phase boundaries and the solid-liquid phase boundaries can cause tilting

in the solidification process. In the experimental and numerical work of Parisi et al. [151],

the influence of the phase equilibria on the tilted growth has come into consideration,

studying the ternary CBr4-C2Cl6 system. For this system, the solidification velocity as a

process parameter is reported to have a substantial role in the inclined lamellar growth

based on the work of Ginibre et al. [117].

Following the performed researches in the mentioned works, as well as the observed

tilting-related phenomena in the previous section of the current work, the variation of

the system and process parameters are investigated here for a systematic study of their

effects on the tilting in the DS simulations. Ad hoc, the idealized ternary system intro-

duced by Hötzer et al. [67] is used for which an automatized and unsupervised method is

implemented to measure the resultant tilt angles in the two-dimensional simulations. The

system has simplified material properties which leads to more symmetricity in its struc-

ture. The commercial phase-field tool waLBerla (see section 2.3.1) is benefited in the

simulation studies in this section. Simulations are structured as following: Initially, the

ternary material system is introduced and the studying parameters are declared in detail.

Then the angle measurement technique is explained quantitatively and the simulations

are performed in the discussed variational ranges of the investigated parameters. In the

obtained results, the effects of the lamellar spacing λ, the interface energy ratio R, the

diffusion coefficient D, the temperature gradients GDS and the solidification velocity v,

variation on the formed tilt angle are analyzed. Finally, a general fitting formulation is

derived for the prediction of the tilt angle as the function of these studied parameters.

6.4.1 The system

Like all of the performed two-dimensional DS simulations in current work, the utilized

setup in these simulations is based on the schematic illustration of fig. 3.2(b) in section 3.1.

In this setup, fig. 6.31 depicts the solid phases arrangement as well as the tilt angle ϕ and
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the interfacial energies. The initial lamellar arrangement of the solid phases with αβδ

repeat unit is filled in the left segment of the figure. The solid-solid phase boundaries

are initially located in the x direction and λ defines the value of the lamellar spacing.

By tilted growth of the solidified phases, the difference between the direction of GDS and

the solid-solid interfaces is defined as the tilt angle ϕ. In order to measure the tilt angle,

the original coordinate system x − y is rotated by the amount of the tilt angle to form

the x∗ − y∗ coordinate system. Hence, the angle between x and x∗ axis defines the ϕ

value. The boundary conditions are exposed based on the formulations of section 2.3.3.

The moving window technique is exploited (see section 2.3.4) for a reduction in the

computational efforts.
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Figure 6.31: The schematic illustration of the tilting phenomenon in the DS simulations based

on [156]. x− y: the original coordinate system. x∗− y∗: the rotated coordinate system with the

amount of the tilt angle ϕ.

The system parameters are summarized in Table B.3 in Appendix B.3, which includes

the system idealization results based on [67]. This procedure is conducted to obtain a

less complicated system in terms of material properties. The Gibbs energy parameters

and the liquid concentration are specified with the Ξ, ξ, X and cl, respectively. As it can

be observed, the Gibbs energies of the solid phases are modeled by the simple congruent

paraboloids, which are distributed in a symmetric manner around the center of the ternary

diagram with A, B and C components. The mentioned central point contains the liquid

phase defining paraboloid and therefore with equal element concentrations. The phase

fractions of the involved solid phases are set to be equal, in order to prevent probable

effects of parity-breakage in the unequal distribution of the solid phases. Due to the

inherent complexities of the tilting phenomenon, this idealized system is selected in order

not to deal with the additional complexities in physical systems. The diffusion coefficients

in the solid phases are assumed to be zero, as their values in the liquid are higher in

orders of magnitude [157]. Therefore, the solidified phases do not undergo further phase

transformations with the simulation progresses. Three different levels of liquid diffusion

are investigated instead. Considering the interface energies ratio as an efficient parameter
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in the tilted growth [67], R = γαβ/γαl is varied with values of 1.5, 2.5 and 3. The lamellar

spacings are varied in the range of [60, 140] cells for which stable solid phase growths are

obtained in the investigated parameters. In general, for λ values beyond this limit phase

eliminations can happen. However, the accuracy of this statement may depend heavily on

the other simulation parameters. In ensuing sections, the tilt angle variations depending

on the defined combinations of the interfacial energy ratios, diffusion coefficients, lamellar

spacings, solidification velocities and temperature gradients are investigated.

6.4.2 Tilt angle measurement technique

The implemented automatized angle measuring technique serves as the foundation for

studying the dependency of the tilt angle on the considered physical and process pa-

rameters. The results from extensive phase-field simulations are analyzed by means of

a computational algorithm as explained in the following. The solid-solid interfaces are

detected by a marching cube algorithm [158], which works based on the detection of the

equal order parameters. As shown in fig. 6.32, a continuous interface between the solid

phases is structured considering the effect of the periodic boundary conditions on the

total growth height. In order to achieve this continuous interface, natural multipliers of

λ are employed to shift the solid-solid phase boundaries in the y direction. In the next

step, the local maxima in the direction of x∗ are determined in the constructed interface

by employing a linear least-squares fitting. It is worth mentioning here that, even in the

simulations which have the straight interfaces in the solidified phases boundaries visually,

minor oscillations exist causing small maxima, which are used in the fitting approach. As

the final step, the average tilt angle is measured as the angle between x∗ in the shifted,

and x in the original coordinate system. By this technique, high accuracy in the measure-

ment of the tilt angles is ensured as a larger phase boundary is formed and the number of

the local maxima is increased. A minimum amount of four maxima points are required

in order to obtain the tilt angle.

Re-measurement of the manually retrieved tilt angles in the work of [67] by the imple-

mented automatic measuring method in section 6.4.2, serves as the validation procedure

of this implemented technique. In fig. 6.33, the resultant tilt angle values are compared

for the interfacial energy ratio of R = 3, in which the red triangles denote the measured

amounts and the black circles denote the reported values in [67]. The comparison is

made in the increasing amounts of the lamellar spacings forming each curve of the plot.

Rising behavior in the tilt angles is resulted until reaching a maximum ϕmax at λ = λpeak.

Subsequently, the additional growth of λ from λpeak, results in the reduction of the tilt

angles. Considering the shape of the solid-solid interface boundaries, stationary lamellar

growths are resulted for λ ≤ λpeak, whereas for λ > λpeak, phase boundary oscillations
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Figure 6.32: The schematic illustration of tilt angle measurement technique including the solid-

solid phase boundary shifting based on [156].

come to exist. In general, the mentioned oscillations increase by the further lamellar

spacing increase.

The qualitative agreement between the black and the red curves shows the applicabil-

ity of the implemented angle measurement technique. Meanwhile, the occurred deviations

can be summed up as the following:

(i) The λpeak is placed at λ ' 89 cells in the hand measured values of [67], which which

results in ϕ = 7.14◦. For the automatized method, λpeak is shifted to the smaller

value of λ ' 86 with a reduction in the tilt angle to ϕ = 7.065◦.

(ii) For the smaller lamellar spacing values than λpeak, the maximum deviation between

the two curves is equal to 0.05◦ (1%). This deviation increases to 0.63◦ (10%) when

λ > λpeak at λ = 95 cells.

The deviations can be explained due to the occurred errors in the hand-measured

values which increase in the regions with the higher boundary oscillations in the solid-

ified phases. Altogether, the achieved correlation in the illustrated curves indicates the

capability of the automatized angle measurement technique for a quantitative parameter

study in the upcoming simulations.
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Figure 6.33: Validation of the implemented tilt angle measurement technique in current work, by

comparison with the results of Hötzer et al. [67]. In the plotted curves: R = 3, v = 2.8e−3, G =

1e− 4 based on [156].

6.4.3 Effects of the process and system parameters on tilt angle

In this section, the analysis on the effects of the parameter variation on the tilt angle is

performed. The investigated parameters are systematically varied according to Table B.3

and their effects on the resultant tilt angles are studied. In order to combine the results

of the different parameter configurations, the dimensionless P éclet number is used in

the following. As the final step, a fitting formulation is derived to approximate the tilt

angles based on all the obtained results. The parameter study is conducted utilizing the

validated tilt angle measurement technique in the previous section. The lamellar spacings

are increased in the investigated cases until the overgrown of one of the solidified phases.

The effects of the material-specific parameters, i.e. the interfacial energy ratios and the

diffusion coefficients on the tilt angles are studied in the first simulation series. Then,

the variations of the solidification velocities and the temperature gradients as the process

parameters are conducted in the follow-up simulations. More than 950 simulations in

total are performed in this study. The resultant tilt angles in the different investigated

configurations are plotted in fig. 6.34 for R = 1.5 and fig. 6.35 for R = 2.5. In these

figures the following style is benefited for the sake of classification simplicity: The red
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color denotes the diffusion coefficient D equal to 3, the blue color denotes D = 4 and the

green color represents the D = 5, respectively.
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Figure 6.34: Variation of the resultant tilt angles ϕ with respect to the lamellar spacings λ in

R = 1.5. GDS: temperature gradient, D: diffusion coefficient, v: solidification velocity.

The used marks in the curves refer to the investigated temperature gradients, as

the triangles to GDS = 0.5 · 10−4, the squares to GDS = 1.0 · 10−4 and the circles to

GDS = 2.0·10−4. Each figure shows four plots, each corresponding to a single solidification

velocity. As a general outcome from these plots it can be noticed that at each curve by the

increase of the lamellar spacing, the tilt angles are increased. This increase for R = 1.5

leads to a local maximum followed by a local minimum, consequently. By further increase

of the λ, the higher values of ϕ evolve until the elimination of one of the solidified phases.
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The lamellar spacing corresponding to these local maximums is defined as the λpeak in

the performed simulation series. Contrary to R = 1.5, for the higher value of R = 2.5 the

global maximums in the ϕ−λ plots are observed. Thus, the corresponding tilt angle value

to λpeak, results in the maximum possible amount for the tilt angle in this configuration.
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Figure 6.35: Variation of the resultant tilt angles ϕ with respect to the lamellar spacings λ in

R = 2.5. GDS: temperature gradient, D: diffusion coefficient, v: solidification velocity.

6.4.3.1 Interfacial energies ratio (R)

The curvature of the solidification front can be affected by the values of the interfacial

energies and lead to the tilting as a response of the system to variation of the interfacial

energies [67]. In the indicated reference, special ratios of the interfacial energies between
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the solid-solid and the solid-liquid interfaces are resulted in the tilted growths of the

solidified phases. Therefore, two main ratios of R = γαβ/γαl as R = 0.24/0.16 = 1.5 and R =
0.2875/0.1125 = 2.5 are investigated. By making a comparison between fig. 6.34 and fig. 6.35,

it can be noticed that an increase in the R, has a direct impact on the tilt angle increase

which agrees well with the results of [67]. This increase can simply be checked in the

resultant ranges of the tilt angle plots which are approximately 3 times higher in R = 2.5

compared to the R = 1.5. Meanwhile, the values of λpeak in equal amounts of the diffusion,

temperature gradients and solidification velocities remain almost unchanged indicating

its independence from the considered R amounts. It is worth mentioning that, for the

larger values of R (R > 3), instabilities in the triple points in the solidification fronts

are observed based on Young’s law. Therefore, the maximum of 2.5 is considered in the

current study.

6.4.3.2 Diffusion coefficients (D)

As shown by Apel et al. in [155], the concentration fluxes and rejection of the ele-

ments in the solidification fronts can result in tilting. By considering the P éclet number

(Pe = λ v/D) as a parameter to classify the speed of the solidification processes, in slow

reactions the dependency of the evolving supersaturations on the diffusion coefficients

is reported. Thus, the effect of these coefficients on the arising tilt angles is one of the

studied parameters in the current work. Based on figs. 6.34 and 6.35, in general, the

λpeak is shifted to higher values by the increase of the diffusion in the liquid phase. The

corresponding tilt angles are decreased, respectively. λpeak shifting can be explained by

the stability enhancement in the simulations in the higher diffusion values in which less

distinct solid phase boundary oscillations are observed, either. The increase of diffusion

results in the decrease of the concentration fluxes causing a less pronounced tilting mech-

anism in [155]. In figs. 6.34 and 6.35, at each color denoting a fixed diffusion amount, the

deviations between the curves for λ > λpeak increases in general. This is due to noticeable

oscillations in the solidified phase boundaries in larger values of the lamellar spacings.

6.4.3.3 Temperature gradient (GDS)

Effects of non-dimensionalized temperature gradient with the values 0.5 · 10−4, 1.0 · 10−4

and 2.0 · 10−4 on the tilt angle can be observed in figs. 6.34 and 6.35. Despite the slight

impact of the temperature gradient on the tilting, the overall tendency to this parameter

is less noticeable compared to the other investigated parameters. This conclusion is in

good agreement with the results of Akamatsu and Ihle [28] in their experimental and

numerical studies for cellular growths.
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6.4.3.4 Solidification velocity (v)

In order to realize the effects of the solidification velocity on the tilting event, the unicolor-

unimark curves should be compared in the different plots of figs. 6.34 and 6.35. Such a

comparison makes the possibility to understand the velocity effects in the fixed diffusion

and temperature gradient values. As it can be noticed, in general, by increase of the

velocity both λpeak and ϕmax values are shifted to the smaller spacings and angles. This

is due to the less pronounced effects of the diffusion in the higher solidification velocities.

In addition, the slopes in the ϕ− λ plot curves remain almost unchanged for λ < λpeak.

In the case of R = 2.5, there are slight decreases in the mentioned slopes in the velocity

increase from 0.0034 [-] to 0.00397 [-]. The generally observed behavior is due to two

mechanisms that are driven by the velocity: the first mechanism is the concentration

diffusion and the second is the driving force which is in the direction of the imprinted

temperature gradient. For λ > λpeak, in smaller values of the velocity, the tilt angle

decrease is less pronounced. Furthermore, in the high velocities, the peaks of the curves

become sharper resulting in the more restricted spacing ranges with the high tilt angle

values.

6.4.3.5 Overview of the affecting parameters

The analyzed influences of the material and process parameters on the tilt angles are sum-

marized schematically in fig. 6.36. As the temperature gradient effect is less pronounced

compared to the other parameters, it is not entered into this figure. The dimensionless

P éclet number is benefited to characterize the parameter dependencies of the tilt angles in

the works of Akamatsu et al. [28] and Ghosh et al. [153]. A similar study is done here and

the resultant dependencies are illustrated in fig. 6.37. In this figure, the brown triangles

indicate the interfacial energy ratio of 1.5 and the magenta pentagons indicate the R = 2.5

values, respectively. The general shape of the data points in the ϕ−Pe diagram has the

same characteristics as the previously investigated ϕ− λ diagrams. The quantity Pepeak

is defined corresponding to the λpeak in the previous plots. The increase of the P éclet

number can be interpreted as the deviation of the reaction from the diffusion-controlled

solidification processes. Hence, larger scatterings in both R = 1.5 and 2.5 values occur

in this plot for Pe > Pepeak. The increase of the additional oscillations in the solidified

phase boundaries is due to this effect either.
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Figure 6.36: The schematic illustration of the location shifts in the peaks of the ϕ− λ plots, as

the result of the variations in the investigated material and process parameters based on [156].

D: diffusion coefficient, v: solidification velocity and R = γαβ/γαl.
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Figure 6.37: The variation of the measured tilt angles with respect to the P éclet number based

on [156]. The dashed line refers to the value of Pefitpeak = 0.0695.
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6.4.4 Approximation of the tilt angle

A fitting procedure is introduced here in order to predict the resultant tilt angles based

on the investigated material and process parameters. This is performed due to the lack

of a general analytic relation, characterizing the actual dependencies between the af-

fecting parameters on the tilting phenomenon. In fig. 6.37, two different behaviors are

observed in the resultant tilt angles with respect to the corresponding P éclet numbers:

In Pe ≤Pepeak, the stable lamellar patterns are observed, whereas in Pe > Pepeak oscil-

lations in the solidified phase boundaries occur. These oscillations are the result of the

interplay between the diffusion and the solidification velocities. The following piecewise

function is constructed of two different formulas in the P éclet domain, each representing

the mentioned behaviors:

ϕ(D, v, λ,R) [◦] =




A1 (λPe)2 +B1(λPe) + C1 if Pe ≤ Pefitpeak

A2

(
vD5/3Pe2

)2
+B2(vD5/3Pe2) + C2 else.

(6.3)

In order to derive eq. (6.3), the plotted values in fig. 6.37 are mapped into two different

spaces to reduce their scatterings. I.e. the Pe, is mapped into λPe in Pe ≤ Pepeak, and

it is mapped into vD(5/3)Pe2 in Pe > Pepeak, respectively. For R = 1.5, the average scat-

tering value before the mapping is 12.4° with the variance of 0.09, whereas the scattering

and variance values are 47.03° and 1.22 for R = 2.5, respectively. After the mapping, the

scattering and the variance are reduced to 8.53° and 0.042 for R = 1.5 and are reduced

to 29.56° and 0.157 for R = 2.5. A second-order polynomial function is fitted after the

mentioned mappings to attain eq. (6.3). The interfacial-energy-dependant coefficients

Ai, Bi and Ci, i = 1, 2 are calculated by a linear least square fit and the results are listed

in Table 6.3.

Table 6.3: The interfacial-energy-ratio-dependent coefficients of eq. (6.3) based on [156].

i Ai Bi Ci

1 −0.05006R + 0.07668 0.6939R− 1.0133 0.95145R− 0.52444

2 15712117.267R− 22670209.5675 −15945.0451R + 22172.76245 5.36291R− 6.529

A cross-validation technique is used for the investigated velocities and diffusivities

which results in an average error of 7.28% in the fitted function. This convincing error

value indicates the applicability of the calculated function in the investigated Pe do-

main. Based on the noticed less impact of the temperature gradient on the tilt angle

in section 6.4.3.3, this parameter is neglected in the fitted function. By systematically
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minimizing the occurred average error in eq. (6.3), Pefitpeak is calculated to be 0.0695 as

shown by the black dotted line in fig. 6.37.

In fig. 6.38, a comparison is made between the measured and the predicted tilt angle

values in order to validate the fitted function. In the plotted amounts, the average

deviations between the two axis are 0.07° (6.1%) for R = 1.5 and 0.24° (6.87%) for

R = 2.5. The values 1.031° (32%) and 0.55° (37.1%) are the maximum errors in the

mentioned interfacial energy ratios.
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Figure 6.38: Comparison of the predicted and the measured tilt angles for the values of R = 1.5

and R = 2.5 based on [156].

A selective pairs of the measured and the predicted tilt angles are compared in fig. 6.39

for further visual comparisons between these amounts and to show the capability of the

fitted function to predict the correct tilt angles. As it can be noticed, both solid and

dashed curves show the same trends in each configuration.

6.4.5 Summary and conclusions

In this section, DS studies in an idealized ternary eutectic system are performed to find

out the effects of the material and process parameters on the resultant tilt angles. The

interfacial energies are assumed to be isotropic in this study. For different combinations

of the interfacial energy ratios, solidification velocities, diffusion coefficients, temperature
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Figure 6.39: Comparison of the predicted (dashed curves with the unfilled marks) and the mea-

sured (solid curves with the filled marks) based on [156].

gradients and spacings, directional solidification simulations are conducted and the resul-

tant tilt angles are measured. An unsupervised and automated technique is implemented

to analyze the simulations and measure the evolved angles. The saved measurement re-

sults serve as the basis for fitting a function to predict the tilt angles as the final task in

this section. The conclusions can be summarized as follows:

1. At a certain lamellar spacing, high tilt angles are achieved with high interfacial

energy ratios, low velocities, and low diffusion coefficients.

2. The temperature gradient has the least influence on the formed tilt angles among

the investigated parameters.

3. The observed tilting is the result of both interface energy-driven [67] and concentration-

driven [159] mechanisms, with a complicated interplay between the driving forces

caused by the undercoolings and the concentration fluxes. Thus, it is difficult to

reach a general description to explain the influences of these parameters indepen-

dently.

4. The approximated fitting function predicts the resultant tilt angles fairly accurately.

5. The observed trends and demonstrations in this study can be utilized in other

similar idealized systems, as the investigated parameters are studied in a wide

variational ranges.
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Summary and outlook

The utilized grand-potential-based phase-field model has shown convincing results in the

simulation studies of the solidification processes in current study. The approximated

Gibbs energy functions by means of the second-order polynomials are reliable in the rep-

resentation of the thermodynamic properties. The method to approximate these functions

works based on the calculation of the equilibrium conditions and the Gibbs energy values

from the Calphad databases. The calculations are completed for all of the involved

phases in the selected temperatures below the melting point. Consequently, the energy

functions are constructed in the forms of the second-order polynomials as the functions

of the element concentrations and the temperature, respectively. NiAl-10Mo and Bi-In-Sn

ternaries are the material systems for which the Gibbs energy functions are approxi-

mated in order to simulate the eutectic solidification processes. To test the accuracy of

the approximated functions, the equilibrium conditions between the involved phases of

the reactions are recalculated and compared with the original Calphad data. Good

compatibilities are observed indicating the appropriateness of these functions.

Directional and rotating directional solidification techniques are the two experimental

methods which have been simulated in order to study the effects of the anisotropic inter-

facial energies on the evolved microstructures. In the performed three-dimensional DS

studies in the NiAl-10Mo system, the experimentally reported fibrous microstructure with

the hexagonal arrangement of the fibers in the matrix phase is resulted. The initially

filled circular fibers are evolved into cubic shapes due to the effect of the anisotropic in-

terfaces. The evolved fiber shapes are in good accordance with the experimental reports

in the literature [35]. The DS and RDS studies are conducted to simulate the eutectic re-

action in the Bi-In-Sn ternary system in two dimensions. In literature, the product which

has three constituent solid phases is reported to have the αβαδ phase arrangement when

the interfaces are formed isotropically. In contrast, the formation of αβδ or [αβ]a[αδ]b

units are reported either due to the anisotropic interfacial energies [22, 89, 90]. Hence,
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the DS simulations in the current work are performed with both types of interfaces in

order to study the anisotropy effects precisely. To enhance the possibility of free phase

evolution in the simulations of the Bi-In-Sn system, two main opportunities are active

in the simulations: First, the initial solid phases beneath the liquid phase are filled in

Voronoi tessellations which gives more freedom to the system to choose its pattern, com-

pared to the bulk fillings of the initial solid phases. Second is the nucleation mechanism

which makes the possibility of new phases establishments in further steps of the simula-

tion and the pattern changes, consequently. It is observed that, good accordances with

the mentioned experimental results are achieved in formations of αβαδ, αβδ, βαδ and

[αβ]a[αδ]b units. Thus, the αβ and αδ interface anisotropies are activated (individually

or simultaneously) and systematic studies on their effects on the formed microstructures

are performed. In cases of anisotropic αβ interfaces, βαδ and [αβ]1[αδ]2 patterns are

formed. Furthermore, the anisotropic αδ interface modeling results in the formation of

αβδ, [αβ]1[αδ]2 and [αβ]2[αδ]1 units in the simulations. In order to explain this behavior,

a schematic illustration in fig. 6.17 is presented in which the phase elimination is the

responsible event in the formation of these patterns. If we consider the natural tendency

of the floating grains to form the αβαδ patterns, the later units in the locked grains can

be formed by elimination of the different lamellae in the already formed αβαδ sequences.

Or the lamellae formation can be prevented from the initial steps of the simulations,

instead. In addition, the more dominant role of the αβ interface anisotropy on the final

microstructure compared to the αδ anisotropy is observed. This observation confirms

well the experimental results [90].

In order to enhance the anisotropy-related understanding of the ongoing mechanisms

in the solidification processes, the RDS simulations are completed as the next step in

this work. To conduct these simulations, a rotating temperature profile is formulated to

resemble the effects of the rotating disks and the influences of the hot and cold blocks

in the experiments. In this configuration, as anticipated, the circular trajectories are

evolved in the solidified phase boundaries when the grains are modeled isotropically. On

the contrary, in the simulations of the locked grains, the inclined phases with respect to

the imposed temperature gradients are evolved. It is observed that when the initial solid

phases are filled in the αβαδ patterns, the first α lamellae are eliminated in the anisotropic

αβ cases. This causes the formation of the βαδ sequences in the final microstructures.

In contrast, the second α lamellae are eliminated forming the αβδ patterns when the αδ

interfaces are modeled anisotropically. The results in general affirm the previous conclu-

sions made by the DS simulation results. It is also discovered that, in order to have the

parallel αβ and αδ phase boundaries in the evolved locked grains, the anisotropy strength

in the αδ interfaces has to be higher than αβ phase boundaries. This is new evidence for

the more significant role of the αβ interface in the formation of final microstructures.
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In order to investigate more precise the tilting phenomenon and study its affecting

parameters, further DS simulations are performed as the final research in this work. An

idealized ternary system is selected for this purpose which is previously introduced by

Hötzer et al. in [67]. In this system, the Gibbs energy paraboloid representing the liquid

phase is postulated to be in the centroid of the ternary diagram. The three solid phases

which represent the products of the process are located at equal distances from the liquid

phase. The phases are modeled with the congruent paraboloids and have the initial αβδ

arrangement filled with the equal phase fractions. This system is selected due to its

symmetric structure which reduces the complexities caused by the material properties.

The studied parameters are the ratio of the interfacial energies, the solidification velocity,

the diffusion coefficients in the melt, the temperature gradient and the lamellar spacing,

respectively. An automatized technique is implemented to measure the resultant tilt

angles in each configuration in an accurate manner. It is observed that the variation

in the temperature gradient has the least impact on the resultant tilt angles. In each

configuration, the ϕ− λ plots are noticed to have an extremum point which is the local

maximum if the interfacial energy ratio is 1.5 and is the global maximum if R = 2.5.

The increase of R, the decrease of diffusion and the decrease of velocity lead to the

increase of this extremum tilt angle. The influences of the two main mechanisms in the

tilted growth which are the interfacial-energy driven [67] and concentration-driven [159]

mechanisms are studied. It is noticed that, due to the complicated interplay between

these mechanisms, it is difficult to reach a unique and general explanation on the cause

of the solid phase tilting. Meanwhile, based on the obtained results, a fitting function is

derived to approximate the tilt angles with respect to the system and process parameters.

This function can be used in similar ternary systems either.

As the future directions, the large-scale 3D simulations with the Voronoi tessella-

tions of the solid phases in the DS studies of NiAl-10Mo system can be performed. The

affecting parameters on the arrangements and shapes of the evolved fibers can be stud-

ied, respectively. In addition to the performed qualitative study in RDS of the Bi-In-Sn

system, quantitative simulations can be conducted in the future. This needs further opti-

mizations of the current solver to make the possibility of the larger-scale 2D or quasi-2D

simulations. The formulation of the barrier has to be optimized either, to solve the cur-

rent need for a thin solid layer placement in the near-barrier segments of the simulation

domain. The evolved phase fractions and the lamellar spacing values in the simulations

can be affected, respectively. By investigating the quasi-2D simulations, the experimen-

tally reported mechanisms in the formation of the physical effects like the phase exchange

can be studied. It is intended that such investigations can reveal more facts about the

principles of pattern formation.
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Appendix A

Appendices to chapter 5

A.1 NiAl-10Mo system

Table A.1: Initial approximation results for the Gibbs energies of the NiAl-10Mo system based

on [132]. Temperature 1871 K is used to calculate and compare the values of the Gibbs energies g

and the chemical potentials µ for different phases. cal: Calphad, app: approximated.

matrix fiber

a0(T ) −369.357T + 1165139.34 9734.081T − 15371378.8

a1(T ) −7534.719T + 16621024.7 623.056T + 1570729.46

a2(T ) 769.721T − 1002807.01 8906.432T − 11229403.9

a3(T ) 391.801T − 1213214.43 −9715.107T + 12721894.7

a4(T ) −373.727T + 534072.403 −1829.783T − 1984717.23

a5(T ) −181.196T + 300714.575 1134.614T + 445115.066

ave dev of gapp 0.00056% 0.0018%

max dev of gapp 0.003% 0.01%

geqapp|T=1871 −159765.182 −110198.043

geqcal|T=1871 −159764.69 −110201.01

µeq0 =
∂gapp
∂c0
|T=1871 −10948.541913 −9321.194

µeq1 =
∂gapp
∂c1
|T=1871 55718.5782008 51125.910
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liquid

a0(T ) −57.489T + 281291.566

a1(T ) −18.487T + 96784.103

a2(T ) −24.348T + 179006.613

a3(T ) 64.605T − 297000.385

a4(T ) 11.553T − 42453.014

a5(T ) −110.433T + 91835.592

ave dev of gapp 0.000133%

max dev of gapp 0.0002%

geqapp|T=1871 −154505.98

geqcal|T=1871 −154506.22

µeq0 = ∂gapp
∂c0
|T=1871 −11004.706

µeq1 = ∂gapp
∂c1
|T=1871 49482.931

Table A.2: Modified approximated Gibbs energy functions of the NiAl-10Mo system, used for

the phase-field simulations in this work based on [132]. The exemplary temperature of 1871 K,

below the melting point, is utilized to calculate and compare the values of the Gibbs energies g

and the chemical potentials µ for the different phases. app: approximated, mod: modified, cal:

Calphad, eq: equilibrium.

matrix fiber

a0(T ) −1300.426T + 2902628.20 −3054.022T + 8548519.30

a1(T ) −7970.744T + 17433820.7 −11806.786T + 24817509.4

a2(T ) −102.330T + 622785.006 −15955.736T + 35269065.2

a3(T ) 1449.528T − 3185144.56 15252.910T − 33974178.4

a4(T ) 116.916T − 385991.425 23020.250T − 48460728.9

a5(T ) −476.573T + 850980.846 −11292.974T + 23688082

ave dev of gapp,mod 0.0083 % 0.003 %

max dev of gapp,mod 0.02 % 0.013 %

geqapp,mod|T=1871 −159764.392 −110201.12

geqcal|T=1871 −159764.69 −110201.01

µeqmod,0 =
∂gapp,mod

∂c0
|T=1871 −8367.87 −8382.58

µeqmod,1 =
∂gapp,mod

∂c1
|T=1871 50667.43 50676.25
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liquid

a0(T ) −138.250T + 430879.432

a1(T ) −945.677T + 1821352.34

a2(T ) −274.839T + 642835.112

a3(T ) 294.671T − 723028.985

a4(T ) 357.285T − 684080.383

a5(T ) −209.938T + 276459.004

ave dev of gapp 0.002 %

max dev of gapp 0.007 %

geqapp,mod|T=1871 −154506.26

geqcal|T=1871 −154506.22

µeqmod,0 =
∂gapp,mod

∂c0
|T=1871 −8366.74

µeqmod,1 =
∂gapp,mod

∂c1
|T=1871 50669.495
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A.2 Bi-In-Sn system

Table A.3: The parameters of the approximated Gibbs energy functions in the simulation stud-

ies of the Bi-In-Sn ternary eutectic based on [91]. The approximated function values g with

the original Calphad data are compared at the exemplary temperature of 331 K. The resul-

tant chemical potentials µ for the involved phases are compared either. eq: equilibrium, app:

approximated, cal: Calphad.

α β

a0(T ) 3014.607T − 896340.473 −143.363T + 55902.219

a1(T ) 7087.078T − 2189377.1803 138.230T − 37075.096

a2(T ) 3296.242T − 929782.259 355.122T − 115506.027

a3(T ) −4116.795T + 1186641.527 −255.378T + 78337.588

a4(T ) −10523.232T + 3220675.0386 −198.487T + 51646.124

a5(T ) 4106.939T − 1263269.831 3.884T − 15477.151

δ liquid

a0(T ) −871.762T + 301469.411 −13.421T + 13192.535

a1(T ) 122.777T − 26128.366 12.381T + 4229.506

a2(T ) 348.878T − 139478.362 23.675T − 5488.634

a3(T ) 22.402T − 5281.841 −20.932T − 1575.961

a4(T ) −154.236T + 40925.907 −14.338T − 8078.906

a5(T ) −30.836T − 6902.264 −70.776T + 8898.941

α β δ liquid

geqapp|331K −20879.5 −20042.9 −19632.7 −20315.536

geqcal|331K −20885.512 −20047.493 −19650.776 −20315.829

µeqapp,1 = ∂gapp
∂cIn
|331K −2294.85 −2266.95 −2315.73 −2294.48

µeqapp,0 = ∂gapp
∂cBi
|331K −3522.53 −3470.85 −3449.36 −3521.90
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Appendices to chapter 6

B.1 NiAl-10Mo system

Table B.1: The used dimensionless simulation and numerical parameters in the DS studies of

the NiAl-10Mo system and their values in physical units based on [132]. F : fiber, M : matrix,

L: liquid, eut: eutectic.

Parameter Simulation value Physical value

GDS 1.31 · 10−7 33.4 K mm−1 [35]

Teut 1.0 1875.47 K

γML 8.84 · 10−3 0.65 J m−2

γFL 8.84 · 10−3 0.65 J m−2

γMF 8.84 · 10−3 0.65 J m−2

γMFL 15 · γα̂β̂
D 3.68 10−3 mm2 s−1 [160]

τMF ,τFM 8.5 calculated

τML,τLM 0.00168 from

τFL,τLF 0.094 [39]

dx 1.0, 2.0 0.00737, 0.00368 µm

dt 0.02, 0.06 4, 12 · 10−9 s

ε 4 29.48 nm

ζα̂β̂ 0.07 in range of used amounts in [161]
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B.2 Bi-In-Sn system

Table B.2: The utilized simulation parameters and their physical values in the DS and RDS

studies of the Bi-In-Sn ternary eutectic system based on [91]. α : BiIn2, β : β − In, δ :

γ − Sn, L : liquid iso: isotropic simulation, anis: anisotropic simulation, m : melting point,

eut: eutectic.

Parameter Simulation value Physical value

A0 0.001374 0.456 K

Tm 0.99937 331.79 K

Teut 1 332 K [114]

γαβ,γβδ,γβL 9.26 · 10−4 0.2888 J m−2

γαδ,γαL 2.78 · 10−4 0.0866 J m−2

γδL,γLδ 4.63 · 10−4 0.1444 J m−2 [162]

γα̂β̂δ̂ 15·γ -

GDS 7.52 · 10−6 8 K mm−1

GRDS 7.4 · 10−6 − 2.255 · 10−4 0.786− 240 K mm−1

Dα̂L 0.62 10−9 m2 s−1 [163]

ω 3.24 · 10−7 0.309 ° s−1

ταβ,τβδ 13.64




-

ταδ,τδα 21.68
calculated

from [39]

-

ταL,τLα 1.45 -

τβL,τLβ 2.73 -

τδL,τLδ 1.31 -

ζ iso
α̂β̂

0 -

ζaniso
α̂β̂

in range of 0.025 and 0.45 -

dx 1.0 0.312 µm

dt 0.2 1.2 · 10−5 s

A 5.0 -

i 400 -

climit 5% -
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B.3 Idealized system

Table B.3: Parameters of the idealized system with the symmetric phase diagram and the equal

phase fractions based on [67]. The liquid phase is placed in the center of the ternary diagram

and the solid phases α, β, δ are placed around the center symmetrically. Ξ, ξ, X are the Gibbs

energy parameters of the phases. w: phase fraction.

Parameter Simulation value Physical value

γ




phase α β δ l

α − γαβ 0.2 γαl

β γαβ − 0.2 0.2

δ 0.2 0.2 − 0.2

l γαl 0.2 0.2 −


 0.1 J m−2

γαβ

γαl

R

R1) R2) R3)

0.24 0.2875 0.3

0.16 0.1125 0.1

1.5 2.5 3.0

R1) R2) R3)

0.12 0.1436 0.15

0.08 0.0563 0.05

1.5 2.5 3.0

J m−2

D
d1) d2) d3)

3 4 5

d1) d2) d3)

4.59 6.08 7.6
·10−9 m2 s−1

γα̂β̂δ̂ 2.6 1.3 J m−2

cl =
[
clA, c

l
B, c

l
C

]
0.3, 0.3, 0.3 0.3, 0.3, 0.3 mol-fraction

wα, wβ, wδ 0.3, 0.3, 0.3 0.3, 0.3, 0.3

Teut 1.0 773.6 K

GDS
G1) G2) G3)

0.5 1 2
·10−4

G1) G2) G3)

100 200 400
K mm−1

v

v1) v2)

2.3 2.8

v3) v4)

3.4 3.97

·10−3

v1) v2)

0.89 1.09

v3) v4)

1.32 1.54

·10−2 mm s−1

λ 60 until 140 2.334 · 10−5 until 5.446 · 10−5 m

Ξα, ξα, Xα

[
2 1

1 2

]
,

[
−2.8

−2.0

]
, 1.04
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Ξβ, ξβ, Xβ

[
2 1

1 2

]
,

[
−2.0

−2.8

]
, 1.04

Ξδ, ξδ, Xδ

[
2 1

1 2

]
,

[
−1.2

−1.2

]
, 0.24

Ξl, ξl, Xl

[
2 1

1 2

]
,

[
−2.0

−2.0

]
, 3.3− 2.6T
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Pe P éclet 98

cal Calphad 110



List of Figures

2.1 Schematic illustrations of (a): the spatial positions to calculate parameters

of eq. (2.6) [50] and (b): the algorithm to calculate temporal evolutions

of eqs. (2.6) and (2.7) with the time step of dt [64]. . . . . . . . . . . . . 11

3.1 Schematic illustrations of the experimental setups in directional solidifica-

tion for (a): bulk samples [72] and (b): thin samples [86]. . . . . . . . . 15

3.2 Schematic illustrations of (a): the temperature formulation in eq. (3.1), (b)

and (c): the utilized setups in the DS studies of two- and three-dimensional

simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.3 Schematic illustrations of (a): RDS setup based on the experimental work

of Mohagheghi et al. [90]. (b): The temperature profile in RDS simulations

(eq. (3.4)) at time = 0. Tmax and Tmin represent the temperatures of the hot

and cold blocks or the considered maximum and minimum temperatures in

the simulations, respectively. The solidification/melting fronts are located

in the ”high-temperature gradient area” [91]. . . . . . . . . . . . . . . . 17

3.4 Schematic illustration of the RDS setup based on [91]. The simultaneous

effects of the temperature and concentration fields on the whole domain

are shown by the semicircle depictions for the sake of simplicity. . . . . 19

4.1 Bottom left: The ternary diagram of the Ni-Al-Mo system including the

liquidus projections. Dashed line: The isopleth matrix-fiber connecting

cut of NiAl-10Mo ternary eutectic. Top left: The eutectic concentrations

of the elements in the constituent phases at T = 1875.47 K. Right: Two-

dimensional phase diagram in the isopleth cut of the ternary diagram. All

data are based on the Calphad database of [113]. . . . . . . . . . . . . 24

4.2 Ternary diagram of the Bi-In-Sn system [114] including the liquidus pro-

jections and the concentrations of the elements in the eutectic reaction.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

124



List of figures 125

5.1 Flowchart of the Gibbs energies approximation algorithm, used in the cur-

rent work based on [132]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.2 The liquidus projections of the ternary system Ni-Al-Mo based on [113].

In the magnified regions, the calculation points with a spacing of ∆x =

0.1mol −%Mo, ∆y = 0.1mol −%Al around the equilibrium (bold point)

for each phase are shown in the temperature T = 1871 K. The dashed line

indicates the later used isopleth section for the NiAl-10Mo ternary eutectic. 37

5.3 Comparisons between the generated Gibbs energy curves (solid lines) with

the Calphad database in the NiAl-10Mo system [113] for matrix, fiber and

liquid phases. The temperature is 1871 K and the concentrations of Mo

are shown next to each curve. (a): The initial approximation results before

modification (Table A.1), (b): The modified Gibbs energy functions (Ta-

ble A.2) based on [132]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5.4 Rebuilding of the Calphad phase diagram in the NiAl-10Mo system (the

blue lines) as illustrated in fig. 4.1 (the black lines). This is performed

by the initially approximated Gibbs energy formulations in Table A.1. T

is the temperature in Kelvin and C is the concentration of Mo in mol-%.

The segments I, II and III are the areas in the vicinity of the fiber, liquid

and matrix phases, respectively. . . . . . . . . . . . . . . . . . . . . . . 39

5.5 Rebuilding of the Calphad phase diagram in the NiAl-10Mo system (the

blue lines) as illustrated in fig. 4.1 (the black lines). This is performed by

the modified Gibbs energy formulations in Table A.2 (blue lines). T is the

temperature in Kelvin and C is the concentration of Mo in mol-%. The

segments I, II and III are the the areas in vicinity of the fiber, liquid and

matrix phases, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.6 The comparisons between the equilibrium concentrations in the involved

phases of the eutectic reaction in the Bi-In-Sn system, based on the Cal-

phad data (solid points) [114] and the approximated functions in this work

(solid lines) [91]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

6.1 2D simulation result of the eutectic solidification in the NiAl-10Mo ternary

system with the growth velocity v = 30 µm s−1. Top: the illustration of

the Mo-rich fiber embedded in the NiAl-rich matrix, below the liquid phase

in a single lamella based on [132]. Bottom: the plots of the concentration

fields in the middle of the individual phases. . . . . . . . . . . . . . . . . 46



List of figures 126

6.2 The Jackson-Hunt analysis results of the simulation studies in the NiAl-

10Mo system based on [132]. (a): comparison of the obtained minimums

in the simulations with the minimum, the maximum and the average ex-

perimental values of [35]. (b): comparison of the simulation results with

the analytic solution proposed in [115] and the average values of the fiber

spacings in [35]. exp: experimental, sim: simulation, max: maximum,

min: minimum, ave: average. . . . . . . . . . . . . . . . . . . . . . . . . 48

6.3 2D simulation of the fibrous microstructure in eutectic solidification of

the NiAl-10Mo system with Voronoi tessellation of the initial nuclei. The

solidification velocity is 30 µm s−1. The solid-liquid interface profiles as well

as the evolving microstructures in different growth distances are illustrated

on the left. The concentration of Mo in the involved phases is depicted in

this figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.4 Evolution of the fibers in the eutectic solidification of the NiAl-10Mo system

from the initial circular filling to the final square shape. The shape change

is due to the anisotropy of the interfacial energies. . . . . . . . . . . . . 51

6.5 Top: the simulation result of the DS process in the Bi-In-Sn ternary eutectic

system with v = 0.5 µm s−1 and GDS = 8 K mm−1. α: BiIn2, β: β − In
and δ: γ − Sn crystalline phases are illustrated with the yellow, blue

and violet colors, respectively. Bottom: Jackson-Hunt plots showing the

undercooling-spacing relations at the different growth rates. JH: Jackson-

Hunt, sim: simulation based on [91]. . . . . . . . . . . . . . . . . . . . . 55

6.6 An exemplary illustration of the α and δ phase nucleations leading to

the recovery of the αβαδ pattern in the small spacings (λ � λsimJH ). The

solidification velocity is v2 = 0.5 µm s−1. At the higher spacing values (for

example λ = 23.4 µm) the similar results to fig. 6.5 are acquired without

further instabilities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.7 The interfacial energy plots of the anisotropic interfacial energies for (a):

αβ and (b): αδ phase boundaries. ζ stands for the anisotropy strength

in eq. (2.13). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.8 Simulation results of the DS process in the Bi-In-Sn ternary system with

the Voronoi tessellation of the initial solid phases. (a): the isotropic inter-

facial energies (ζαβ=ζαδ=ζβδ=0), (b): the anisotropy in the αβ interfaces

(ζαβ=0.025, ζαδ=ζβδ=0). In both simulations, the magnified areas show

the instabilities in the phase evolution processes. . . . . . . . . . . . . . 58



List of figures 127

6.9 Effects of the anisotropic αβ interfaces on the pattern formation in the

DS simulations of Bi-In-Sn system. ζαβ is varied in a range of 0.05 to

0.15 based on the interfacial energy plot of fig. 6.7(a) and ζαδ = ζβδ = 0.

Magnified areas: the formed [αβ]1[αδ]2, [αβ]2[αδ]2 and βαδ patterns are

specified with the green, red and pink rectangles, respectively. a1, a2: the

β elimination forming the [αβ]1[αδ]2. a3, b1 and c1: the α nucleation

between the β and the δ. b2: β-to-δ phase exchange. b3, c2: the stable

growth of αδαδ. c3: the β elimination reducing the [αβ]2[αδ]1 to the αβαδ. 60

6.10 Effects of the anisotropic αβ interfaces on the pattern formation in the DS

simulations of the Bi-In-Sn system. ζαβ is varied in increments of 0.20 to

0.25 based on the interfacial energy plot of fig. 6.7(a) and ζαδ = ζβδ = 0.

Magnified areas: the formed [αβ]1[αδ]2 patterns are specified with the

green rectangles. d1, e2: the β-to-δ phase exchange. d2, e1: the α growth

between the β and the δ phases. . . . . . . . . . . . . . . . . . . . . . . 61

6.11 Effects of the anisotropic αδ interfaces on the pattern formation in the DS

simulations of the Bi-In-Sn system. ζαδ is varied in a range of 0.025 to

0.15 based on the interfacial energy plot of fig. 6.7(b) and ζαβ = ζβδ = 0.

Magnified areas: the formed [αβ]1[αδ]2, [αβ]2[αδ]1 and αβδ patterns are

specified with the green, cyan and brown rectangles, respectively. a1: δ-

lamella branching. b1, b2, c2, d1: the α nucleation between the β and the

δ. c1, c3: the reduction of [αβ]2[αδ]1 to αβαδ. d1, d2: the α-to-δ and the

β-to-δ phase exchanges. d3: the sharp β elimination by the α nucleation. 63

6.12 Effects of the anisotropic αδ interfaces on the pattern formation in the

DS simulations of the Bi-In-Sn system. ζαδ is varied in a range of 0.20 to

0.45 based on the interfacial energy plot of fig. 6.7(b) and ζαβ = ζβδ = 0.

Magnified areas: the formed [αβ]1[αδ]2, [αβ]2[αδ]1 and [αβ]2[αδ]2 patterns

are specified with the green, cyan and red rectangles, respectively. e1, f1,

g2: the α-nucleation between the β and the δ lamellae. e2: reduction of

the [αβ]2[αδ] to the [αβαδ. f2: the stable [αβ]2[αδ] pattern from the initial

simulation steps. g1: β-to-δ phase exchange. e1, h1: the α-nucleation on

the β and the sharp β elimination. . . . . . . . . . . . . . . . . . . . . . 64



List of figures 128

6.13 Effects of the anisotropic interfaces on the pattern formation in the DS

simulations of the Bi-In-Sn system. ζ = ζαβ = ζαδ = ζβδ is varied in a range

of 0.025 to 0.10 based on the interfacial energy plots of fig. 6.7. Magnified

areas: the formed [αβ]1[αδ]2 and αβδ patterns are specified with the green

and brown rectangles, respectively. a1: β → α + δ. a2: reduction of the

[αβ]2[αδ]1 to the αβαδ. b1: βδ → δαβ phases exchange. b2: nucleation of

the α on the β not leading to the complete β elimination. b3: the β-to-δ

phase exchange. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.14 Effects of the anisotropic interfaces on the pattern formation in the DS

simulations of the Bi-In-Sn system. ζ = ζαβ = ζαδ = ζβδ is varied in

values of 0.15 and 0.20 based on the interfacial energy plots of fig. 6.7.

Magnified areas: the formed [αβ]1[αδ]2 patterns are specified with the

green rectangles. d1: the α-nucleation between the β and the δ phases. d2:

the reduction of the [αβ]2[αδ]1 to the αβαδ pattern. e1: the stable growth

of the αδαδ pattern from the initial simulation steps. . . . . . . . . . . . 66

6.15 The evolved patterns in the DS simulations of the Bi-In-Sn system with

the highest possible anisotropies in the interfaces. . . . . . . . . . . . . . 67

6.16 Summary of the formed patterns in different anisotropic configurations

in the DS studies of the Bi-In-Sn eutectic system. (a): anisotropy only

in αβ interfaces (based on figs. 6.8 to 6.10). (b): anisotropy only in αδ

interfaces (based on figs. 6.11 and 6.12). (c): anisotropy in all αβ, αδ and

βδ interfaces (based on figs. 6.13 to 6.15). . . . . . . . . . . . . . . . . . 68

6.17 (a): schematic illustration of the phase eliminations and the formed pat-

terns as the effects of the anisotropic interfaces. (b): possible resultant

patterns in the different combinations of the cases in (a). . . . . . . . . 69

6.18 RDS simulation results for the isotropic system at (a): t = 0, (b): t =

24.2e6 · dt, (c): t = 48.4e6 · dt, (d): t = 72.6e6 · dt, (e): t = 96.8e6 · dt. At

any time, the left figure illustrates the concentration field (cBi), whereas

the right figure is the temperature field. Domain size = 301.8× 301.8 µm,

ω = 0.309 ° s−1, ri = 33.15 µm, ro = 150.9 µm based on [91]. . . . . . . . 73

6.19 (a): all-time results of fig. 6.18 after the 2π rad rotation in one frame, as

well as the magnified areas of the middle lamellae showing the velocities

v2π
1,2,3 in their centers. (b): the same configuration after a rotational angle

of 2π rad based on [91]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 74



List of figures 129

6.20 (a): tilted growth of the solidified phases as a result of the anisotropic inter-

facial energies (ζαβ = ζαδ = ζβδ = 0.15) after 2π rad and 4π rad rotations.

(b): the comparison between the isotropic simulation in fig. 6.19 (black

lines) and the current anisotropic simulation (colored) after the π/4 rad ro-

tation. The red line length = 3.83µm and the green line length = 5.56µm

indicating the dominance of the ζαβ in the pattern formation [91]. . . . . 76

6.21 The comparison of the experimentally reported lamellar spacings in the

work of Witusiewicz et al. [36] with the obtained λsimJH in the different

solidification velocities as reported in fig. 6.5 in section 6.2.1. vnπi indicates

the velocity in the middle of i-th lamellae (see fig. 6.19) after the nπ rad

rotation. iso: isotropic simulation, aniso: anisotropic simulation [91]. . . 77

6.22 (a): the isotropic simulation result of fig. 6.19 at the rotational angle θ =

2π rad. The hatched α lamella has the radius of r ' (ri+ro)/2 and is used

to measure the interface radius values. (b): the radius variations of the

αβ and αδ interfaces with respect to the rotational angle θ. . . . . . . . 78

6.23 The radius variations with respect to the rotational angle in (a): ζαβ = 0.1

and (b): ζαδ = 0.15. The middle hatched α lamellae in both configurations

are the base of the radius calculations. . . . . . . . . . . . . . . . . . . . 79

6.24 The schematic illustrations of (a): phase boundary radius rθ as a function

of the rotational angle θ. (b): The tilting of the solidified phase boundary

(black lines) based on the depicted radii in (a). (c): The effects of the

anisotropy strength increase on the tilt angle (ζ2, ζ3 > ζ1). Ω: the rotation

center. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.25 The evolved microstructures in the RDS studies of the Bi-In-Sn ternary

eutectic system at the rotational angle of θ = 90°. ζαδ = ζβδ = 0 and ζαβ

is indicated in each sub-figure. . . . . . . . . . . . . . . . . . . . . . . . 81

6.26 The radius variations in the simulations of fig. 6.25 with respect to the

rotational angle, based on the formed middle α lamella in (a): αβ and

(b): αδ interfaces. ζ denotes the ζαβ and the other interfaces are modeled

isotropically. The global minimums in the curves are specified with the

solid squares. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

6.27 The evolved microstructures in the RDS studies of the Bi-In-Sn ternary

eutectic system at the rotational angle of θ = 90°. ζαβ = ζβδ = 0 and ζαδ

is raised up to the value of 0.40. . . . . . . . . . . . . . . . . . . . . . . 83



List of figures 130

6.28 The radius variations in (a): αδ and (b): αβ phase boundaries, caused by

the anisotropy of the interfacial energies in the αδ interfaces. The global

minimums in the curves are specified with the solid squares. . . . . . . . 84

6.29 The evolved microstructures in the RDS studies of the Bi-In-Sn ternary

eutectic system at the rotational angle of θ = 90°. ζαβ = ζβδ = 0.15 and

r = ζαδ/ζαβ is risen up to 3.0. . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.30 The radius variation analysis of the αδ and the αβ interfaces in the RDS

studies of the Bi-In-Sn ternary eutectic system at the rotational angle of

θ = 90°. ζαβ = ζβδ = 0.15 and r = ζαδ/ζαβ is risen up to 3.0. (a1): rαδ

and (b1): rαβ variations with respect to the rotational angle variations

in different ζαδ/ζαβ values. Fitting of the second-, third- and fourth-order

polynomials to (a2): αδ and (b2): αβ interface radius amounts in the

minimum and maximum r values. (c): dr/dθ analysis in the αδ and αβ

interfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.31 The schematic illustration of the tilting phenomenon in the DS simulations

based on [156]. x− y: the original coordinate system. x∗− y∗: the rotated

coordinate system with the amount of the tilt angle ϕ. . . . . . . . . . . 91

6.32 The schematic illustration of tilt angle measurement technique including

the solid-solid phase boundary shifting based on [156]. . . . . . . . . . . . 93

6.33 Validation of the implemented tilt angle measurement technique in current

work, by comparison with the results of Hötzer et al. [67]. In the plotted

curves: R = 3, v = 2.8e− 3, G = 1e− 4 based on [156]. . . . . . . . . . . 94

6.34 Variation of the resultant tilt angles ϕ with respect to the lamellar spacings

λ in R = 1.5. GDS: temperature gradient, D: diffusion coefficient, v:

solidification velocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.35 Variation of the resultant tilt angles ϕ with respect to the lamellar spacings

λ in R = 2.5. GDS: temperature gradient, D: diffusion coefficient, v:

solidification velocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.36 The schematic illustration of the location shifts in the peaks of the ϕ− λ
plots, as the result of the variations in the investigated material and process

parameters based on [156]. D: diffusion coefficient, v: solidification velocity

and R = γαβ/γαl. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.37 The variation of the measured tilt angles with respect to the P éclet number
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[24] L. Rátkai, G. I. Tóth, L. Környei, T. Pusztai, and L. Gránásy. Phase-field modeling

of eutectic structures on the nanoscale: the effect of anisotropy. Journal of Materials

Science, 52:5544–5558, 2017.

[25] M. Plapp and A. Karma. Eutectic colony formation: A phase-field study. Physical

Review E, 66(6):061608, 2002.

[26] A. Lahiri, C. Tiwary, K. Chattopadhyay, and A. Choudhury. Eutectic colony for-

mation in systems with interfacial energy anisotropy: A phase field study. Compu-

tational Materials Science, 130:109–120, 2017.

[27] A. Karma and A. Sarkissian. Morphological instabilities of lamellar eutectics. Met-

allurgical and Materials Transactions A, 27(3):635–656, 1996.

[28] S. Akamatsu and T. Ihle. Similarity law for the tilt angle of dendrites in directional

solidification of non-axially-oriented crystals. Physical Review E, 56(4):4479, 1997.

[29] S. Akamatsu and M. Plapp. Eutectic and peritectic solidification patterns. Current

Opinion in Solid State and Materials Science, 20(1):46–54, 2016.

[30] K. Kassner, A. Valance, C. Misbah, and D. Temkin. New broken-parity state and a

transition to anomalous lamellae in eutectic growth. Physical Review E, 48(2):1091,

1993.

[31] R. Hoyle, G. McFadden, and S. Davis. Pattern selection with anisotropy during

directional solidification. Philosophical Transactions of the Royal Society of London.

Series A: Mathematical, Physical and Engineering Sciences, 354(1721):2915–2949,

1996.

[32] C. Ming-Wen, L. Man, Y. Lin, W. Yu-Yan, W. Zi-Dong, and X. Jian-Jun. The

effect of anisotropic surface tension on the morphological stability of planar interface

during directional solidification. Chinese Physics B, 18(4):1691, 2009.

[33] S. A. Norris, S. H. Davis, S. J. Watson, and P. W. Voorhees. Faceted interfaces in

directional solidification. Journal of crystal growth, 310(2):414–427, 2008.



Bibliography 137

[34] L. L. Wang, Z. J. Wang, X. Lin, M. Wang, and W. D. Huang. The effect of

interfacial energy anisotropy on planar interface instability in a succinonitrile alloy

under a small temperature gradient. Chinese Physics B, 21(6):066801, 2012.

[35] J. f. Zhang, S. Jun, Z. Shang, W. Lei, and H. z. Fu. Directional solidification and

characterization of NiAl-9Mo eutectic alloy. Transactions of Nonferrous Metals

Society of China, 23(12):3499–3507, 2013.

[36] V. Witusiewicz, U. Hecht, S. Rex, and M. Apel. In situ observation of microstruc-

ture evolution in low-melting Bi-In-Sn alloys by light microscopy. Acta materialia,

53(13):3663–3669, 2005.

[37] M. Ruggiero and J. Rutter. Origin of microstructure in the 332 K eutectic of the

Bi-In-Sn system. Materials science and technology, 13(1):5–11, 1997.
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A. Dennstedt, M. Bauer, H. Köstler, et al. Phase-field simulations of spiral growth

during directional ternary eutectic solidification. Acta Materialia, 106:249–259,

2016.



Bibliography 140

[68] A. Vondrous, M. Selzer, J. Hötzer, and B. Nestler. Parallel computing for phase-field

models. The International Journal of High Performance Computing Applications,

28(1):61–72, 2014.

[69] E. Schoof, D. Schneider, N. Streichhan, T. Mittnacht, M. Selzer, and B. Nestler.

Multiphase-field modeling of martensitic phase transformation in a dual-phase mi-

crostructure. International Journal of Solids and Structures, 134:181–194, 2018.

[70] M. Kellner, J. Hötzer, E. Schoof, and B. Nestler. Phase-field study of eutectic

colony formation in NiAl-34Cr. Acta Materialia, 182:267–277, 2020.

[71] P. W. Bridgman. Certain physical properties of single crystals of tungsten, an-

timony, bismuth, tellurium, cadmium, zinc, and tin. In Collected Experimental

Papers, Volume III, pages 1851–1932. Harvard University Press, 2013.

[72] R. P. Mooney, S. McFadden, Z. Gabalcová, and J. Lapin. An experimental–
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[144] M. Şerefoğlu and R. Napolitano. On the role of initial conditions in the selection of

eutectic onset mechanisms in directional growth. Acta materialia, 59(3):1048–1057,

2011.
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