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1  HEAT

The science of heat is about the description of phe-
nomena in connection with an object being warmer or 
colder. Similar to our study of momentum balances in 
mechanics, the science of heat will make us deal again 
and again with heat balances.

The science of heat is about the description of phe-
nomena in connection with an object being warmer or 
colder. Similar to our study of momentum balances in 
mechanics, the science of heat will make us deal again 
and again with heat balances.

It is important to understand natural phenomena 
and technical devices and machines.

Life on Earth is only possible thanks to a huge heat 
flow that comes from the Sun. Climate and weather on 
Earth are essentially determined by thermal processes. 
(“Thermal” means “concerning heat”.)

A very large number of machines work by taking 
advantage of the laws of heat: the car engine, the steam 
turbines in power plants, the heat pump of the fridge.

The heat loss of each house and the procurement of 
heat by the heating can be quantitatively described 
with the resources of the science of heat.

The important role that heat plays for chemical re-
actions should also be kept in mind.

1.1 � Entropy and temperature
Just as each time we introduce a new field of phys-

ics, we first need to familiarize ourselves with our main 
tools: the physical quantities that we will work with. In 
mechanics, we started out with two quantities in order 
to describe the state of motion of an object – with ve-
locity and momentum. Accordingly, we introduce the 
science of heat with two quantities, which describe the 
thermal state of an object.

One of these quantities, the temperature, you al-
ready know. It is abbreviated with the Greek letter ϑ 
(pronounced “theta”) and measured in the unit °C 

(pronounced “degrees Celsius”). Hence, the phrase 
“the temperature amounts to 18 degrees Celsius” can 
be abbreviated as

ϑ = 18 °C.

Most likely, you also know the second quantity that 
we need, although by a name that differs from the one 
used in physics. We are referring to what is colloqui-
ally known as “quantity of heat” or simply “heat”. Its 
physical name is entropy, its symbol S and its measure-
ment unit Carnot, abbreviated Ct. Consequently, if the 
entropy content of an object amounts to 20 Carnot, we 
can write

S = 20 Ct.

The measurement unit is named after Sadi Carnot 
(1796 - 1832), a physicist who contributed substan-
tially to the invention of entropy.

To illustrate the difference between entropy and 
temperature, we will make a simple experiment, 
Fig. 1.1. In a glass A, there is 1 l of water with a tem-
perature of 80 °C. We fill half of this water in another, 
empty glass B. What happens to temperature and what 
to entropy in the process? The temperature of the wa-
ter in each of the glasses A and B after the filling pro-

A             B

A

B

A             B

Fig. 1.1  Half of the water in recipient A is filled into 
recipient B.
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cess is equal to the temperature of the water in A prior 
to filling. The entropy, in contrast, dispersed to the 
glasses A and B during the filling process. If there were 
originally 100 Carnot in A, there will be 50 Carnot in 
A and 50 Carnot in B at the end.

Hence, the temperature characterizes the state of 
being warm (or also of being cold) of an object, re-
gardless of its size. The entropy, in turn, is something 
that is contained within the object.

As soon as we explore the properties of the quantity 
entropy in the following, you simply have to bear in 
mind that entropy is what we colloquially call heat.

Let us compare the two glasses of water from 
Fig. 1.2. Both contain the same quantity of water. The 
water in the glass on the left is hot, it has a temperature 
of 70 °C; the water in the glass on the right is cool, its 
temperature amounts to 10 °C. Which glass contains 
more entropy? (Which glass contains more heat?) The 
one on the left, of course.

The higher the temperature of an object, the 
more entropy it contains.

Now we compare the glasses of water from Fig. 1.3. 
Their temperatures are equal, but the mass of the water 
on the left and on the right are not the same. Which 
glass of water contains more entropy? Again the one 
on the left.

The greater the mass of an object, the more en-
tropy it contains.

Finally, we compare the two glasses of Fig. 1.4. The 
temperature is the same in the glass on the left and the 
one on the right, and so is the mass. However, the glass-
es contain different liquids: the one on the left contains 
water, the one on the right alcohol. (As the density of 
alcohol is lower than the density of water, the volume of 
the alcohol in the recipient on the right is greater.) In 
spite of an equal mass and temperature, the entropy 
contents are not equal: one kilogram of water contains 
slightly more entropy than one kilogram of alcohol.

The entropy contained in an object depends on 
the material of the object.

We will analyze how the entropy depends precisely 
on temperature, mass and material at a later time.

Now, we will have another look at the experiment of 
Figure 1.1. Glass A contains 1 l of water with an entropy 
content of 4000 Ct. We fill 1/4 of the water, i.e. 250 ml, in 
the other, empty glass B. How much entropy is con-

Fig. 1.2  The water in the glass on the left contains more 
entropy than the one in the glass on the right.

70 °C 10 °C

20 °C 20 °C
Fig. 1.3  The water in the glass on the left contains more 
entropy than the one in the glass on the right.

Fig. 1.4  One kilogram of water with a temperature of 
20 °C contains slightly more entropy than one kilogram 
of alcohol with 20°C.

tained in A, and how much in B after this process? Dur-
ing the process, the entropy was divided in the same 
ratio as the quantity of water. Consequently, 1000 Ct 
were poured in glass B while 3000 Ct remained in A.

What can be understood by 1 Carnot? Is it much or 
little entropy? 1 Carnot is a relatively handy unit: 1 cm3 
of water with a temperature of 25 °C contains 3.88 Ct. 
Or as a rough standard rule:

1 cm3 of water at a normal temperature contains 
approximately 4 Ct.

Exercises
1. The air in a room A with a volume of 75 m3 has a tem-

perature of 25 °C. The air in another room B with a vol-
ume of 60 m3 has a temperature of 18 °C. Which room 
contains more entropy?

2. The coffee in a full coffee pot contains 3900 Ct. Then, 
equal quantities of coffee are poured in three cups. After 
that, the pot is half full. How much entropy is contained 
in the pot after pouring? How much is contained in each 
cup?

water
1 kg
20 °C

alcohol
1 kg
20 °C
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1.2 � Temperature difference as a 
driving force for an entropy 
current

We dip a recipient A with hot water into a recipient 
B with cold water, Fig. 1.5. We would like to observe 
what happens and subsequently explain the observa-
tion.

Let us start with the observation: the temperature of 
the water A decreases, the one of the water in B in-
creases. The temperatures approach each other and fi-
nally become equal. Temperature in B increases, but 
not beyond temperature in A.

Explanation: entropy flows from A to B until the 
temperatures have become equal.

The experiment can be repeated with other recipi-
ents, Fig. 1.6a and b.

The water in both recipients always takes on the 
same temperature. In the case of Fig. 1.6a, this final 
temperature is closer to the initial temperature of B; in 
Fig. 1.6b, it is closer to the initial temperature of A. In 
both cases we have:

ϑA =  ϑB.

Of course, it is possible to start in a way that the in-
ner recipient A has the lower, and the outer recipient B 
the higher temperature. Also in this case, the tempera-
tures approach each other and finally adjust to the 
same value. We conclude:

Entropy flows by itself from places of higher 
temperature to places of lower temperature.

A temperature difference ϑA – ϑB can consequently 
be interpreted as a driving force for an entropy flux.

A temperature difference is a drive for an entro-
py flux.

Now, it is easily understandable that the entropy 
current in the experiments of Figures 1.5 and 1.6 even-
tually stops to flow: as soon as the temperatures be-
come equal, the driving force for the entropy current 
will disappear.

The state of temperature equality that is reached at 
the end is called thermal equilibrium.

In front of you, there is a cup of tea. The tea is still 
too hot to be drunk. Hence, you wait until it has cooled 
down. But what has happened during cooling? As the 
temperature of the tea is initially higher than that of 
the air and the table, an entropy current flows from the 

60 °C 15 °C

B
A

60 °C 15 °C 60 °C 15 °C

A
A

B B

Fig. 1.5  Entropy flows from the inner recipient A to the 
outer recipient.

Fig. 1.6  In both cases, the entropy flows from the inner 
into the outer recipient.

tea to the environment. Does the environment heat up 
in the process? Very strictly speaking, yes. But the en-
tropy that comes from the tea dilutes so much that it 
practically cannot be noticed anymore.

We touch different objects in the classroom. Some 
of them feel cool: the metal of the desks, the concrete 
posts. Others seem to be less cool, e.g. the wood of the 
desks. Some are almost cozily warm: a wool glove or a 
piece of styrofoam. The temperature of an iron object 
seems to be lower than the one of a wooden object. 
This observation should make you wonder as we have 
just formulated: “entropy flows by itself from places of 
higher temperature to places of lower temperature.” 
Consequently, entropy would have to flow continu-
ously from the wooden parts into the iron parts of the 
desk. In this process, the iron would become warmer 
and the wood cooler until…? Until the temperatures 
are equal.

Instead of wondering, we should measure the tem-
peratures of different objects in the classroom with a 
thermometer so that we do not have to rely on our gut. 
The result is surprising. All temperatures are equal. 
Iron, wood and styrofoam all have the same tempera-
ture, provided that objects have been in the same room 
long enough for their temperatures to become equal.
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Only in winter, the objects that are located higher 
up in the room will have a slightly higher temperature 
than those that are located further down. This is due to 
the fact that the warm air from the heating rises up-
wards. Hence, the establishment of the thermal equi-
librium is constantly hampered by the heating. In 
summer, by contrast, the equilibrium can generally be 
established easily. Let us conclude for now: our gut 
feeling for “warm” and “cold” misled us. In one of the 
following sections you will learn how this illusion 
could emerge and why it is actually not an illusion.

Exercises
1. (a) During cooking, entropy goes from the hotplate into 

the pot. Why? (b) The pot is placed upon a coaster on the 
table. Then, entropy goes from the pot into the coaster. 
Why? (c) A cooled bottle of coke is put on the table. The 
table becomes cold at the place where the bottle is locat-
ed. Why?

2. A big metal block A has a temperature of 120 °C, a small 
block made of the same metal has a temperature of 10 °C. 
The blocks are brought in contact so that entropy can flow 
from one to the other. From which to which does the en-
tropy flow? Will the final temperature be closer to 120 °C 
or closer to 10 °C?

3. In front of you there is a small hot metal block and a big 
cool one. (a) Can you tell which one of the two has more 
entropy? (b) You bring the blocks in contact with one an-
other. What happens to temperature and entropy? (c) 
Which block contains more entropy at the end?

4. Three objects A, B and C consist of the same material, A 
and B have the same volume, C is bigger. A has the same 
temperature as C, B is cooler. (a) Compare the entropy 
contents. (b) A and B are brought in contact so that new 
temperature and entropy values emerge. Compare them 
to each other and to the original values. (c) Now C is 
brought in contact with A. Compare the new tempera-
tures and entropies with each other as well as with the 
values from (a) and (b).

1.3 � The heat pump
The fact that the entropy flows by itself from the 

object with a high temperature to the object of a low 
temperature does not mean that it could not flow in 
the opposite direction at all, i.e. from cold to hot. It is 
possible, but not “by itself ”. To achieve this, some 
“force” needs to be applied: a pump for the entropy is 
needed. The name heat pump has become popularly 
used for such a device. Nowadays, everybody has a 
heat pump at home: it is part of the fridge and is used 
to transport the entropy from the inside of the fridge 
to the outside. Prior to looking at the fridge in detail, 

we need to learn about some fundamental aspects of 
the heat pump.

Just as any other pump, the heat pump has two con-
nections for the “stuff ” to be pumped: an input and an 
output. A water pump has an input and an output for 
water, a momentum pump has an input and an output 
for momentum. Accordingly, the heat pump has an in-
put and an output for entropy, Fig. 1.7.

Both the input and the output are made of a coil 
through which flows a liquid or a gas. This is how the 
entropy is transported into the pump and out of it.

A heat pump transports entropy from places of 
lower temperature to places of higher temperature.

Cooling an object means depriving it of entropy; 
heating an object means feeding it with entropy. 
Fig. 1.7 shows that a heat pump can be used for cool-
ing as well as for heating. Heat pumps are actually used 
for both purposes.

Let us take a closer look at the fridge, Fig. 1.8. The 
heat pump itself is located at the bottom, in the rear of 
the fridge. The entropy output can also be seen from the 
rear: a coil that occupies a great part of the back of the 
fridge. In order to ease the transfer of the entropy to the 
air, there is a metal grid between the pipes. Here, you 
recognize the release of the entropy from the fridge due 
to the coil being warm as long as the fridge is running. 
The entropy input is located inside the fridge. In older 

entropy
inlet

entropy
outlet

entropy
outlet

heat pump

Fig. 1.7  The heat pump has an input and an entropy 
output for entropy.

Fig. 1.8  Rear view of the fridge.  The figure shows the 
heat pump and the coils through which the entropy 
entropy leaves the fridge.
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fridges, this coil is still very visible; in modern fridges, it 
is integrated in the wall of the freezer.

Some houses are heated with a heat pump. Here, the 
entropy is taken from the outside air or, if available, 
from a stream or river close by. Also, the water in some 
swimming pools is heated in this way.

Another device in which a heat pump is used is the 
air conditioner. An air conditioner sets a certain tem-
perature and a certain humidity inside a building. 
Therefore, it also needs to cool the air of the building, 
among others, which is done by means of a heat pump. 
Fig. 1.9 shows a simple air conditioning unit that can 
only cool the air inside the room.

Exercises
1. Examine the fridge at your home. Look for the heat 

pump, the input and the output for entropy. Touch the 
coils of the entropy output.

2. What happens to the entropy when the door of the fridge 
is left open for a longer time?

1.4 � The absolute temperature
How much entropy can be pumped out of an ob-

ject?
How much entropy does it contain?
At first, we need to understand that these are two 

different questions.
If there is only positive entropy, only as much en-

tropy as an object contains can be pumped out of it. 
Just as it is impossible to pump more air out of a re-
cipient than it contains.

It would be different if there were also negative en-
tropy. Then, entropy could still be pumped out of an 
object if its entropy content were zero Carnot. If, for 
example, further 5 Ct were pumped out, the object 
would contain minus 5 Carnot afterwards. We know 
that this is possible for momentum: momentum can be 
withdrawn from a body at rest, i.e. an object with the 
momentum zero Huygens; then, its momentum will 
become negative.

Therefore, we can replace the initial questions by 
another one: does negative entropy exist? (Then, we 
could possibly say that negative entropy is what we 
colloquially call “cold” or “quantity of cold”.)

In principle, the answer to this question is easy to 
find. All we need is a very good heat pump. We take 
any object, such as a brick, and pump entropy out of it 
as long as possible. Let us have a first try with the 
fridge. This way the temperature of the brick might de-

Fig. 1.9  Simple air conditioning unit. The blowers inside 
and outside help improve the heat exchange with the 
air.

outside inside

heat
pump

crease to – 5 °C. We cannot go any further because the 
heat pump of the fridge is not able to do better. How-
ever, more entropy could be taken off the brick by put-
ting it in the freezer. The temperature will then de-
crease to –18 °C. But there are even better (and, of 
course, more expensive) heat pumps. With them, even 
lower temperatures can be achieved. Such heat pumps 
are called refrigerating machines.

There are refrigerating machines that could reduce 
the temperature of our brick to –200 °C. The air is al-
ready liquid at that temperature. Such machines are 
actually used to liquefy air; and there are refrigerating 
machines that could take out even more entropy from 
our brick. It could be recognized by the fact that the 
temperature would fall even further. This is how 
–250 °C, then –260 °C and –270 °C and, with even 
more effort –271 °C, –272 °C, –273 °C could be 
reached. –273,15 °C is the limit though. In spite of the 
greatest efforts and the use of all possible means, tem-
perature cannot become any lower.

The explanation is simple:
•• At this temperature the brick contains no more en-

tropy.
•• Entropy cannot admit negative values.

The lowest temperature a body can have is 
–273.15 °C. At that temperature, it does not contain 
any more entropy.

For ϑ = –273.15 °C is S = 0 Ct.

After discovering that there is a lowest temperature, 
it was logical to introduce a new temperature scale. 
This new absolute temperature scale is shifted against 
the Celsius scale in a way that its zero point is at 
–273,15 °C. The symbol for the absolute temperature is 
T, the measuring unit Kelvin, abbreviated K. Fig. 1.10 
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shows how the two scales are related. Please bear in 
mind that a temperature difference of 1 °C is equal to 
one of 1 K. The boiling temperature of water on the 
Celsius scale is

ϑ = 100 °C

and

T = 373.15 K

on the absolute scale.

The zero point of the absolute temperature scale 
is at –273.15 °C. The measuring unit of the absolute 
temperature is Kelvin.

Exercises
1. Convert the following Celsius temperatures to absolute 

temperatures:
0 °C (melting temperature of water)
25 °C (normal temperature)
100 °C (boiling temperature of water)
–183 °C (boiling temperature of oxygen)
–195.8 °C (boiling temperature of nitrogen)
–268.9 °C (boiling temperature of helium)
–273.15 °C (absolute zero point)

2. Convert the following absolute temperatures to Celsius 
temperatures: 
13.95 K (melting temperature of hydrogen)
20.35 K (boiling temperature of hydrogen)
54.35 K (melting temperature of oxygen)
63.15 K (melting temperature of nitrogen)

1.5 � Entropy production
A heat pump can be used to heat a room. Entropy is 

transferred into the house from the outside. However, 
most indoor heating systems actually work differently. 
A fuel such as heating oil, coal, wood or an combusti-
ble gas, is burnt. Combustion is a chemical reaction in 
which the fuel and oxygen are transformed into other 
substances, mostly into carbon dioxide and (gaseous) 
water. But where does the entropy, which is released by 
the flames during combustion, come from? It was nei-
ther contained in the fuel nor in the oxygen prior to 
combustion because both substances were cold. Ap-
parently, it sis produced during combustion. Entropy is 
produced in the flame, Fig. 1.11.

Another heating type is the electric heating. A 
strong electric current is sent through a thin wire. The 

Fig. 1.10  Celsius scale and absolute temperature scale

400 K
100 °C

Celsius
Scale

absolute
Scale

300 K

100 K

200 K

0 K

0 °C273.15 K

–273.15 °C

Fig. 1.11  Entropy is generated in the flame.

wire heats up in the process. Entropy is generated in the 
wire, Fig. 1.12. Many electric devices work on the basis 
of this principle: the hotplate, the iron, the immersion 
heater, the night storage heater, the heating system of 
the hair dryer, the light bulb.

You also know a third method to create entropy: 
mechanical friction. When you slide down a climbing 
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pole, you feel the entropy emerging in an uncomfort-
able way. You can also feel it when drilling with a blunt 
drill or sawing with a dull saw. Entropy is generated on 
the contact area of the bodies rubbing against each other.

During all these processes, entropy is really created 
anew and not brought along from somewhere else.

Entropy can be produced
•• in a chemical reaction (e.g. combustion);
•• in a wire in which an electric current is flowing;
•• by mechanical friction.

All these processes can be regarded as a sort of fric-
tion. Every time something flows through a connec-
tion or a wire, in which a resistance works against the 
respective current, friction takes place. In the case of 
mechanical friction, momentum flows from one body 
to another via a connection that hardly conducts the 
momentum. In electric heaters, electricity flows 
through a wire in which a resistance opposes the elec-
tric current. And also during a chemical reaction, a 
type of frictional resistance, the so-called reaction re-
sistance, has to be overcome.

We have discussed the question of where we can ob-
tain the entropy to heat a room or a body. Now we 
would like to explore the opposite problem: a body 
needs to be cooled. We already know one method. En-
tropy can be pumped out of a body by means of a heat 
pump.

A second method works in cases where the body is 
warmer than its environment (when its temperature is 
higher). What do we do when the tea is too hot? We just 
wait. The entropy flows to the environment by itself.

In both cases, i.e. with and without a heat pump, the 
entropy that disappears from the body to be cooled 
emerges again at a different place. Wouldn’t it be pos-
sible though to eliminate the entropy in a definite way? 
Couldn’t we make it disappear in a way that it will not 
emerge again at another place? Couldn’t it be de-
stroyed? Haven’t we seen earlier that it can be gener-
ated?

Many inventors and many scientists have tried this 
– without success. Nowadays, we are strongly con-
vinced that entropy cannot be destroyed.

Entropy can be created but not destroyed.

In this occasion we should think of some other 
physical quantities: energy, momentum and electric 
charge. These three physical quantities can neither be 
created nor destroyed and we have always taken this 
fact for granted. Whenever the amount of energy in-

Fig. 1.12  An electric current flows through the wire. 
Entropy is created in the process.

entropy

creases at some place, it needs to decrease at another 
place, and whenever it decreases somewhere, it needs 
to increase somewhere else. The same applies for mo-
mentum and electric charge.

Energy can neither be created nor destroyed.
Momentum can neither be created nor de-

stroyed.
Electric charge can neither be created nor de-

stroyed.

The possibility to create entropy leads us to interest-
ing questions and has peculiar consequences.

Here a first problem. Entropy can be produced and 
is indeed produced in countless processes that take 
place on Earth. Combustion processes are particularly 
efficient sources of entropy. Please bear in mind that 
combustion processes do not only take place in fur-
naces, boilers and car engines, but to a much greater 
extent in nature: in all living creatures, from microbes 
to mammals, continuous oxidation, i.e. combustion, 
processes take place during which entropy is created. 
Would the amount of entropy on Earth not have to 
keep increasing, i.e. would the world not have to be-
come increasingly warmer under these circumstances? 
In fact, the temperature on Earth has remained con-
stant for millions of years, leaving minor variations 
aside. Explanation: looking at the Earth alone is not 
enough. First, the Earth constantly receives new en-
tropy with the sunlight. (Also in this case, the entropy 
flows from the high to the low temperature. The sur-
face of the Sun has a temperature of approximately 
6000 K, the temperature of the surface of the Earth 
amounts to approximately 300 K.) Second, the Earth 
constantly radiates entropy into space. (Again, the en-
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tropy flows from the high to the low temperature: 
space has a temperature of approximately 3 K.) Also 
the entropy that is radiated by the Earth is carried by 
light, albeit by invisible infrared light. This infrared 
light brings just enough entropy away as to keep the 
temperature at a nearly constant level. Of course, there 
is still the question of what will happen to the universe 
if its entropy is constantly increasing. This question 
has not been answered up to present. However, it only 
raises a small issue compared to the other unanswered 
questions about structure and development of the uni-
verse.

The fact that entropy can be created but not de-
stroyed has another peculiar consequence. Someone 
projects a video (without sound) but without telling 
you whether the video runs forward or backward. Can 
you tell in which direction the video runs? The “video” 
from Fig. 1.13 shows, if played in the correct direction, 
a burning candle. If played incorrectly, it shows some-
thing that does not exist in reality: a candle that grows 
by itself. Thus, the video shows an irreversible process. 
Why is this process irreversible? Because it generates 
entropy. A reversal would mean the destruction of en-
tropy – which does not exist.

Another irreversible is shown by the images from 
Fig. 1.14: a person slides down a climbing pole. This 
process is also irreversible because it generates entropy.

However, there are processes that can run in a forward 
and backward direction: any processes that do no gener-
ate entropy. Fig. 1.15 shows a ball that is flying past a win-
dow. Did the ball fly from the left to the right as shown by 
the video? Or does the video run in the wrong direction 
and the ball actually flew from the right to the left?

Processes in which entropy is created are irre-
versible.

Exercises
1. A lamp is connected to a battery. The lamp lights up and 

the battery empties slowly. Explain the corresponding re-
verse process and assume that it is not forbidden to de-
stroy entropy.

2. Explain in detail which processes will take place if the 
process “driving car” would run backwards and if it were 
not forbidden to destroy entropy.

3. A cyclist brakes. What would happen in detail if the pro-
cess took place in a reverse way? Assume that entropy 
could be destroyed.

Fig. 1.13  Burning a candle is an irreversible process.

Fig. 1.14  Are the images arranged in a correct order?

Fig. 1.15  The process of a ball flying past is reversible.
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1.6 � The entropy current
The metal bar in Fig. 1.16 is heated at its left end and 

cooled at the right end. In other words: entropy is 
transferred to the bar on the left and withdrawn from 
it on the right.

Entropy flows in the bar from the left to the right, 
from the higher to the lower temperature. We say there 
is an entropy current. The entropy current IS at any 
cross-section of the bar is understood as the amount of 
entropy ΔS, which flows past it during a period of time 
Δt, divided by this period of time:

(1.1).S
S

I
t

∆
∆

=

The measuring unit for the entropy current is “Car-
not per second”, abbreviated as Ct/s.

1.7 � Entropy conductivity
What does the entropy current between two places 

A and B depend upon? Let us have a look at Fig. 1.17. 
In the upper arrangement, the temperature difference 
between body A and body B is greater than in the low-
er one. Otherwise, the upper and the lower parts are 
identical. As the drive for the entropy current is greater 
in the upper part than in the lower part, the current is 
also greater there.

The higher the temperature difference between 
two places (the greater the drive), the greater the 
entropy current that flows from one place to the 
other.

If the temperature difference ΔT between the ends 
of a heat conductor not too high, the entropy current is 
proportional to the temperature difference, i.e.

IS ~ ΔT	 (1.2)

Two entropy currents, however, even though the 
temperature differences are the same. This is because it 
not only depends on the temperature difference but 
also on the kind of connection.

Fig. 1.18 shows two entropy conductors (a) and (b) 
with the same temperature difference of 20 K between 
their ends.

However, the cross-sectional area of conductor b 
(4 cm2) is twice that of conductor (a) (2 cm2), see Ta-
ble 1.1.

Fig. 1.16  An entropy current flows from the hot to the 
cold end of the bar.

A
80 °C

A
30 °C

B
20 °C

B
20 °C

2 cm2

4 cm2

A
40 °C

A
40 °C

B
20 °C

B
20 °C

(a)

(b)

Fig. 1.18  A greater entropy current flows through the 
thicker conductor.

Fig. 1.17  In the upper part, the temperature difference 
between body A and body B is higher.

Table 1.1 

A ΔT IS

(a) 2 cm2 20 K 0.5 Ct/s
(b) 4 cm2 20 K 1 Ct/s

Table 1.2 

d ΔT IS

(a) 10 cm 20 K 1 Ct/s
(b) 20 cm 20 K 0.5 Ct/s
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Now, in each half of conductor b (in the upper and 
in the lower one) flows as much entropy as in conduc-
tor (a), i.e. twice as much as in conductor (a) in both 
halves together. Consequently, at an equal temperature 
difference the entropy current is proportional to the 
crosssectional area A of the heat conductor:

IS ~ A	 (1.3)

Fig. 1.19 again shows two conductors whereby con-
ductor (b) is twice as long (20 cm) as conductor a 
(10 cm). See Table 1.2.

We see that there is a temperature difference of 10 K 
on each of the two halves of (b). This means that the en-
tropy current flowing through (b) must be half of the one 
flowing through (a). Consequently: in the case of equal 
temperature differences, the entropy current is inversely 
proportional to the length d of the heat conductor:

(1.4)
1 .SI
d
∼

The three proportionalities (1.2), (1.3) and (1.4) can 
be summarized as just one:

(1.5).S
AI T
d
∆∼

Finally, Fig. 1.20 shows two conductors that the 
same length and the same cross-sectional area. In ad-
dition, there is the same temperature difference be-
tween their ends. Nevertheless, the entropy current 
flowing through b is smaller than the one flowing 
through a, because b is made of wood and a of copper.

We take this into account by adding a factor σS to 
relation (1.5). This factor has a characteristic value for 
each material:

.S S
AI T
d

σ ∆=

σS is high for a material that conducts the entropy 
well, and low for a material that has bad conducting 
properties. σS is called the entropy conductivity. As 
measuring unit for σS, we find:

Ct
s m K⋅ ⋅

We now analyze a few materials to find out whether 
they have a high or a low entropy conductivity; whether 
they are good or bad heat conductors. We hold a small 
bar made of a given material with the fingers on one end 
and hold the other end into a flame, Fig. 1.21. Depend-
ing on the conductivity of entropy, we feel more or less 
quickly with our fingers that it is becoming hot.

A
40 °C

A
40 °C

B
20 °C

B
20 °C

20 K

10 K

a)

b)

10 K
Fig. 1.19  A greater entropy current flows through the 
shorter conductor.

A
80 °C

A
80 °C

B
20 °C

B
20 °C

copper

wood

Fig. 1.20  The entropy current flowing through the cop-
per bar is greater than that flowing through the wood-
en bar.

Fig. 1.21  Depending on the entropy conductivity of the 
little bar, it heats up more or less quickly on its right end.

We find that the entropy conductivity of wood and 
glass is rather low whereas metals have a high entropy 
conductivity of and hence are good heat conductors. 
Air and other gases have a very low entropy conductiv-
ity. This is why materials that contain a lot of air are 
used for heat insulation of buildings: bricks with cavi-
ties, aerated concrete blocks, foamed plastics and fiber 
insulation materials. But also a woolen pullover keeps 
us warm because the wool contains so many cavities 
(filled with air). Table 1.3 shows a list of the σS values 
for some materials.

Now we can also explain why a metal body feels 
colder than a wooden one.

At first, we would like to point out that this observa-
tion does not apply for high temperatures though. We 
put a piece of wood and a piece of metal into boiling 
water so that both bodies reach a temperature of 100 °C. 
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We then pull the bodies out of the water and touch them 
with our fingers. This time, the metal body feels hotter 
than the wooden one. How can this be explained?

If we touch a piece of wood and a piece of metal 
which both have a temperature of 10 °C with our fingers 
having a temperature of 25 °C, entropy will begin to 
flow from our fingers to the body, Fig. 1.22. But then, 
the wood will quickly heat up at the contact area, it takes 
on the temperature of our fingers because the entropy 
cannot flow away. In the metal, by contrast, the entropy 
flows away from the contact area to the inside of the 
body and the contact area heats up only slightly.

Exercises
1. How does a house have to be built to achieve the lowest 

possible heat loss (entropy loss)?
2. In a radiator of the central heating system, the entropy 

should flow as easily as possible from the water inside the 
radiator to the outside. Which measures can be applied to 
achieve this? Mention other bodies for which a good heat 
transfer is advantageous.

3. Compare the loss of entropy through the windows of a 
heated room with that through the walls. Assume the fol-
lowing: surface of the windows: 0.75 m2; thickness of the 
glass: 5 mm; surface of the walls that are not covered with 
glass: 120 m2. The walls are insulated with styrofoam 
boards that have a thickness of 5 cm. Assume that they only 
consist of styrofoam. Internal temperature: 20 °C; external 
temperature: 10 °C. How can the heat loss be reduced best?

4. Styrofoam boards with a thickness of 5 cm are fixed on a 
brick wall with a thickness of 12 cm. By how much will the 
heat loss decrease? Hint: a) Assume that the temperature 
difference between the inside and the outside is 20 K. Cal-
culate the entropy current per area IS/A for the noninsu-
lated wall. b) Assume for the insulated wall that the entropy 
current flowing through the brick (IS, Brick) is equal to 
that which flows through the styrofoam (IS, Styrofoam). 
Equate the respective terms. Use the fact that the tempera-
ture difference over the brick wall plus the temperature dif-
ference over the styrofoam is 20 K. Calculate the tempera-
ture difference over the bricks. c) Calculate the entropy 
current per area for the bricks. Compare with a).

1.8 � Entropy transfer by 
convection

A temperature difference is a driving force for an 
entropy current. If we were to transfer entropy from a 
point A to another point B, it is sufficient to ensure 
that A has a higher temperature than B. This type of 
entropy transfer is called heat conduction. In other 
words, it is the normal way to transport entropy from 
A to B.

Table 1.3  Entropy conductivity

material σS in Ct/(s·m·K)

Silver 	 1.54
Copper 	 1.43
Iron 	 0.29
Bricks 	 0.003
Glass 	 0.002 7
Wood 	 0.000 47
Styrofoam 	 0.000 13
Water 	 0.000 9
Air 	 0.000 088

10 °C 25 °C

25 °C

10 °C 10 °C
25 °C

Fig. 1.22  Prior to touching, both bodies have the same 
temperature. After, the temperatures change.

However, when careful observing our environment, 
we notice that most entropy transfers, and especially 
entropy transfers over long distances, do not happen 
this way. There is yet another method to transfer en-
tropy: the convective entropy transfer or convection.

A liquid or a gas is heated and transferred from A to 
B – for instance by means of a pump. Then, the entropy 
is simply taken along by the flowing substance. No 
temperature difference is needed as a driving force; 
however, there must be a driving force for the flow of 
the liquid or the gas instead.

An example for a convective entropy transfer is the 
central heating system, Fig. 1.23. Within the boiler, 

boiler
pump

radiator

Fig. 1.23  Central heating system. The entropy flows 
convectively from the boiler to the radiators.
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that is mostly located in the basement of the house, 
water is heated, for example through combustion of 
fuel oil. The warm water is pumped through pipes to 
the radiators in the different rooms of the house. In the 
radiators, it gives a part of its entropy away and then 
flows back to the boiler via a return duct.

Convective entropy transfers can be realized more 
easily than conventional ones, i.e. those that are driven 
by temperature differences. The reason: there are no 
really good heat conductors. Even copper as a relative-
ly good heat conductor is essentially still a very bad 
heat conductor. For example, it would be impossible to 
transport the entropy from the boiler of the central 
heating system to the various rooms of the house by 
means of copper bars. In contrast, it is no problem at 
all to transport water or air, together with its entropy, 
over long distances.

Convective entropy transfer: the entropy is tak-
en along by a flowing liquid or a flowing gas. No 
temperature difference is needed for a convective 
entropy transfer.

Nature and technology provide many examples for 
convective entropy currents.

In a heated room, the entropy from the radiator or 
stove should spread out in the entire room. How can 
this be reached, being air such a bad heat conductor? 
The entropy is transferred convectively with the air. By 
the way, air flows without a pump in this case. At the 
heater or the stove, the air rises because warm air has a 
lower density than cold air, Fig. 1.24.

Each car engine must be cooled; i.e. entropy must 
be taken away from the engine, Fig. 1.25. Most car en-
gines are water-cooled: the entropy is transported with 
water from the engine to the cooler, just as in the cen-
tral heating system. The cooling water pump ensures 
circulation of the water. In the cooling system, the en-
tropy is released into the air that flows past.

Also the great entropy transfers in nature, which 
determine our weather, are convective transfers. In the 
atmosphere, entropy is transported with the wind, i.e. 
with moving air, over very long distances.

Another interesting example of a convective entro-
py transfer is the Gulf Stream. It transports entropy 
from the Caribbean to Europe, Fig. 1.26. As a conse-
quence, the European climate becomes milder than it 
would be due to its geographical latitude alone.

We would like to contrast the entropy transfer 
through conduction of heat again with the convective 
transfer by tracking the path of the entropy in a house 
with a central heating system. In the boiler, the entropy 

window

air current with
much entropy

air current with
few entropy

radiator

fan hose

air

radiator water pump
engine block

transmission

Fig. 1.24  The entropy is spread in the room by means of 
convection.

Fig. 1.25  Cooling the car engine. The entropy flows 
convectively from the engine to the cooler.

gulf s
tream

Fig. 1.26  The Gulf Stream. Entropy is transported with a 
water current from the Caribbean to Europe.

created in the flames flows convectively to the outer wall 
of the water tank. It flows through this wall in a normal 
way, i.e. driven by a temperature difference. Next, it 
flows convectively with the water to the radiators. 
Through the wall of the heater, it needs to flow again in 
the usual way. From the outer surface of the heater, it 
will eventually get convectively with the air to the differ-
ent places of the room. It can therefore be seen that, on 
the long way from the flames of the boiler to the room 
to be heated, only tiny distances, i.e. just a few millime-
ters, are bridged by conventional heat conduction. 

Entropy transfers over long distances are mostly 
convective. 
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Exercises
1. Describe the ways in which a house loses heat. Which 

losses are based on heat conduction? And which ones on 
convection?

2. Describe the way of the entropy from the inside of a car 
engine up to the ambient air. On which parts of the way 
does the entropy flow due to a temperature difference? 
On which parts does it flow convectively?

3. How does the car heating work? Describe the path of the 
entropy.

1.9 � Entropy as an energy carrier
We will consider the laws of balance for an electric 

heating unit. An electric heater is nothing more than a 
wire through which electricity flows, making it warm. 
As you know, this type of heating has many applica-
tions: hot plates, irons, light bulbs...

We know that a heater produces entropy. While it is 
running, the heater gives up entropy. We also know 
that a heater “uses” energy, meaning that the energy 
flows into the heater through the electric cable. The 
carrier for the energy flowing in is electric charge.

The energy flowing continuously into the device 
with electric charge must come out again. We ask the 
question we have asked so often before: What is the 
carrier of this energy?

The answer is self-evident. Along with the energy, 
entropy flows out of the heater. This entropy is the car-
rier we are seeking. We can make a general statement 
about this: Wherever and whenever an entropy cur-
rent flows, an energy current is flowing.

Entropy is an energy carrier.

Electric heaters belong to the category of devices 
that we earlier called energy transfer devices or en-
ergy exchangers. The energy goes into the appliance 
with the carrier electric charge. Entropy is produced 
in the appliance, and the energy leaves it with this 
entropy. The energy is transferred from electric 
charge to entropy. Fig. 1.27 shows a schematic of our 
heater.

Notice that energy and electric charge both have an 
inlet and an outlet, while entropy has only an outlet. 
Another way of saying this would be: In an electric 
heater, energy is transferred to the newly produced en-
tropy.

We had learned about an energy exchanger where 
energy is transferred from electric charge to entropy, Fig. 1.29  For exercise 2

Energy heat
pump

Energy

entropyelectric charge

high temperature

low temperature

high potential

low potential

Fig. 1.28  Energy flow chart of a heat pump

Energy
electric
heater

Energy

electric charge entropy

Fig. 1.27  Energy flow chart of an electric electric heater

and where the entropy is not created: the heat pump. 
The flow chart is shown in Fig. 1.28.

Entropy enters the heat pump at low temperature. 
Within the pump it takes over the energy that is deliv-
ered by the electric charge, and it leaves the heat pump 
at a higher temperature, together with the additional 
energy.

We conclude, that entropy carries the more energy, 
the higher its temperature is.

The higher the temperature, the more energy is 
transferred with the entropy.

Exercises
1. Sketch the energy flow diagram for an oil heater.
2. Sketch the energy flow diagram for the process of friction 

in Fig. 1.29. Hint: The “energy exchanger” is the bottom 
of the crate rubbing against the floor.

3. A tower of building blocks collapses. During which part 
of this process is entropy produced? Where does the en-
ergy needed for this come from?

4. Sketch the energy flow diagram for the inverse of a heat 
pump. What is the resulting device good for?
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1.10 � The relationship between 
energy and entropy current

Each entropy current is accompanied by an energy 
current. How are the intensities of these two currents 
related?

Prior to analyzing this question with scientific rigor, 
we would like to try to guess the result. The method we 
are using in this process is a conclusion by analogy: we 
know a problem that has a very similar structure, and 
we know its solution. We would like to try to derive the 
solution of our current problem from this solution.

Earlier, we learned about the electric charge as an 
energy carrier, and we found a relationship between 
the energy current and the electric current:

P = Δφ · I .

The energy current is proportional to the current of 
the energy carrier. The proportionality factor is the 
electric potential difference Δφ, i.e. the physical quan-
tity that is the driving force of the electric current.

Then, if the energy carrier is not the electric charge 
but the entropy, we can expect P to be proportional to  IS 
and the proportionality factor to be the physical quan-
tity that is the “driving force” of the entropy current, i.e. 
the temperature difference. Consequently, we could say:

P = ΔT · IS .	 (1.6)

This is indeed the correct formula. If the way in 
which we have obtained it looks suspect to you, please 
read the slightly more precise derivation that follows.

We look at a given heat pump. It is designed in a 
way as to raise of 5 Ct per second by a temperature dif-
ference of ΔT = 20 K. When doing so, the heat pump 
has a certain energy consumption that we would like 
to call P0. We now connect two such heat pumps “in 
parallel” and consider the pair of pumps as a single, 
larger pump, Fig. 1.30.

This new pump pumps 10 Ct/s over the same tem-
perature difference and consumes 2 · P0. Hence, we can 
conclude that the energy current is proportional to the 
entropy current, whereby we have kept the tempera-
ture difference constant:

P ~ IS for ΔT = const	 (1.7)

Next, we set up a “series circuit” of two heat pumps 
and again consider the pair of pumps as a single pump, 
Fig. 1.31. The new pump still pumps 5 Ct/s but up on a 
higher temperature level, i.e. ΔT = 40 K. The energy 

Fig. 1.30  Two heat pumps connected in parallel pump 
twice as much entropy and consume twice as much 
energy as a single one.

Fig. 1.31  Two heat pumps connected in series pump the 
entropy over a temperature difference that is twice as 
high as a single one and consume twice as much energy.

heat pump heat pump heat conductors

320 K
5 Ct/s 10 Ct/s

300 K
5 Ct/s 10 Ct/s

P0P0 P0

heat pump

heat pump

340 K

320 K

5 Ct/s

300 K 5 Ct/s

5 Ct/s

P0

P0

heat conductors

consumption is again 2 · P0, i.e. that of two single 
pumps. Consequently, the energy current is propor-
tional to the temperature difference whereby we have 
kept the entropy current constant this time:

P ~ ΔT for IS = const	 (1.8)

The two proportionalities (1.7) and (1.8) can be 
summarized in a single one:

P ~ ΔT · IS .

This is almost equation (1.6). The fact that the pro-
portionality factor is “one” is due to the appropriate 
choice of the measuring units of temperature and en-
tropy. Actually, we can write:

P = ΔT · IS	 (1.9)

In words:

The heat pump consumes more energy
•• the more entropy it needs to haul
•• the higher the temperature difference it has to 

overcome



19

1.11  Entropy production by entropy currents

1  H
EAT

By means of equation (1.9) we can calculate the en-
ergy consumption of a heat pump. But the equation tells 
us even more. Let us first write it at in another form:

P = (TA – TB) IS 

We have called ΔT = TA – TB, where TA is the high 
temperature at the entropy output and TB the low tem-
perature at the entropy input.

PB = TB · IS

is the energy that the entropy carries into the heat 
pump at the low temperature, and

PA = TA · IS

is the energy that the entropy carries out of the heat 
pump at the high temperature.

We see that two entropy currents of the same inten-
sity can carry different amounts of energy. The one 
that enters the heat pump carries little, and the one 
that comes out carries much energy.

In general, the following applies:

P = T · IS	 (1.10)

In words:

An entropy current IS carries an energy current 
T · IS.

The equation also shows that the temperature can 
be interpreted as follows:

The temperature indicates how much an entropy 
current is charged with energy.

Example
 A heat pump that is used to heat a house brings per 

second 30 Ct from the outside into the house. The out-
side temperature is 10 °C, the temperature in the house 
22 °C. What is the energy consumption of the pump?

Here, we do not need to convert the Celsius tem-
perature into absolute values because the differences 
are equal on both scales. Hence, TA – TB = 12 K. We 
therefore obtain

P = (TA – TB) IS = 12 K · 30 Ct/s = 360 W .

We now assume that the same house is heated with 
a common electric heating, i.e. the entropy is not 

pumped in from the outside but produced within the 
house. Of course, the temperature in the house should 
again be 22 °C, and of course we need again 30 Ct/s in 
the house as the house loses this quantity through the 
walls. We calculate the energy current that comes out 
of the electric heating with equation (1.10), whereby T 
= (273 + 22) K = 295 K and IS = 30 Ct/s:

P = T · IS = 295 K · 30 Ct/s = 8850 W .

According to our calculation, the energy consump-
tion of the common electric heating is much higher 
than that of the heat pump. In reality, the difference is 
not as high because some entropy is also created in 
each heat pump.

Exercises
1. A house that is heated up to a temperature of 20 °C by 

means of a fuel heater has a heat loss of 35 Ct/s. What is 
the energy consumption of the heater?

2. The radiator of a car, whose temperature is 90 °C, releases 
60 Carnot per second to the air. What is the energy cur-
rent that leaves the radiator to the air?

3. The temperature at the bottom of a 1000 W iron is 300 °C. 
How much entropy is released from the iron per second?

4. A swimming pool is heated with a heat pump. The heat 
pump takes the entropy from a stream flowing past. The 
temperature of the water in the stream is 15 °C, the tem-
perature of the water in the swimming pool 25 °C. The 
water in the swimming pool constantly loses entropy to 
the ambient, precisely 500 Ct per second. To keep its tem-
perature, the heat pump constantly needs to supply new 
entropy. What is the energy consumption of the heat 
pump?

5. (a) A house is heated with a heat pump. The outside tem-
perature is 0 °C, the temperature in the house 25 °C. The 
heat pumping is at a rate of 30 Ct/s. What is its energy 
consumption? (b) The same house is heated with a con-
ventional electric heating, i.e. the 30 Ct/s are not pumped 
in from the outside, but produced within the house. What 
is its energy consumption now?

1.11 � Entropy production by 
entropy currents

An entropy current flows through a bar that is 
made of a material which is a good heat conductor, 
Fig. 1.32. The current is sustained by means of a tem-
perature difference. The bar is thermally insulated 
towards its sides so that no entropy is lost there. At 
the beginning of the experiment, the temperature can 
still change at the different points of the bar. These 
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changes will though stop after a while: a steady state 
will be reached.

The equation relating the entropy and energy cur-
rent to each other leads us to a surprising statement 
here.

We look at three different points of the bar: the 
right, cold end, the center and the left, hot end. We 
mark the values of physical quantities referring to 
these three spots with “1”, “2” and “3”. An energy cur-
rent P3 flows into the bar at the left. As the steady state 
is reached, there is no accumulation of energy and the 
energy current must have the same value everywhere 
throughout the bar:

P3 = P2 = P1	 (1.11)

Now we know that the energy current P is related to 
the entropy current IS by

P = T · IS	 (1.12)

We replace the energy currents in equation (1.11) 
by means of equation (1.12) and obtain:

T3 · IS3 = T2 · IS2 = T1 · IS1	 (1.13)

Now we know that the temperature T3 is greater 
than T2 and that T2 is greater than T1:

T3 > T2 > T1 .

In order for equation (1.13) to be valid, we must 
have

IS3 < IS2 < IS1

The entropy current increases towards the right. 
More entropy flows out of the bar on the right, at the 
cooling water, than on the left where it has entered 
next to the flame. Consequently, entropy must have 
been produced in the bar. How is that possible?

Basically, this result is not as surprising as it might 
seem at first. We discovered earlier that entropy is pro-
duced whenever there is some type of frictional pro-
cess, whenever a current flows against a resistance. 
This is exactly what happens here as well. However, the 
flowing substance is neither a liquid or a gas, nor mo-
mentum or electricity, but the entropy itself. Conse-
quently, entropy is also created by the flow of entropy 
through a resistance.

In our minds, we can divide the entropy at the out-
put of the bar, i.e. on the right end, in two portions: the 

portion that has flown in on the left, and the one that 
has been created on the way from the left to the right. 
Hence, we can write

IS1 = IS3 + IS produced

IS produced represents that part of the entropy current 
that is produced in the bar.

If entropy flows through a thermal resistor, ad-
ditional entropy is produced.

Example
The heating wire of a 700-W immersion heater, Fig. 

1.33, is at 1000 K (727 °C).
The entropy current flowing out of the wire is

700 W Ct0.7 .
1000 K sS

PI
T

= = =

On its surface, the immersion heater has the same 
temperature as the water. We assume that the water 
temperature is 350 K (77°C).

Hence, the entropy current at the outer wall of the 
immersion heater is:

3 2 1

metal rod isolation

Fig. 1.32  More entropy comes out at the right end of 
the rod than flows in at the left.

metal shield
insulation

heating wire

Fig. 1.33  An immersion heater. A cross section on the 
right (simplified and enlarged).
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700 W Ct2 .
350 K sS

PI
T

= = =

Over the short distance from the heating wire to the 
surface of the immersion heater

(2 – 0.7)Ct/s = 1.3 Ct/s

are created. 0.7 Ct/s are created in the wire by the elec-
tric current. More is produced by the entropy on its way 
to the outside than is created by the electric current.

Exercises
1. A house is heated with 20 kW. The internal temperature is 

20 °C, the outside temperature –5 °C. (a) What is the 
outward-flowing entropy current on the inner wall of the 
house? (b) What is its value on the outer wall? (c) How 
much new entropy is produced per second as the entropy 
is flowing out?

2. The heating wire of a 1000 W hotplate has a temperature 
of 1000 K. (a) How much entropy is created per second 
in the heating wire? (b) On a hotplate, there is a pot with 
hot water; the water temperature is 373 K. How much 
entropy flows in the water per second? (c) How much 
entropy is generated on the way from the heating wire to 
the water?

1.12 � Heat engines
A thermal engine can be best explained by means of 

an energy flow chart, Fig. 1.34: an energy exchanger 
that receives energy with the carrier entropy and that 
releases it with the energy carrier angular momentum. 
The fact that the angular momentum is the carrier of 
the energy at the output of the machine means that the 
energy comes out through a rotating shaft; the purpose 
of the machine is to drive something.

The category of thermal engines includes:
•• the steam turbine
•• the piston steam engine
•• all combustion engines (gasoline or diesel engines)
•• jet engines
•• other, less common engines.

We will see how each of these engines works at a 
later time. For now, we only look at the common fea-
tures of all heat engines. Let us start with a little detour.

Fig. 1.35 shows the energy flow chart of a water tur-
bine, i.e. of a device that is not a heat engine.

Water with a high pressure flows into the turbine 
and back out with a low pressure. The water with the 

Energy heat 
engine

Energy

high temperature

low temperature
entropy

angular
momentum

Fig. 1.34  Energy flow chart of a thermal Heat engine

Energy water
turbine

Energy

high pressure

low pressure
water

angular
momentum

Fig. 1.35  Energy flow chart of a water

high pressure transports much energy, the one with 
the low pressure transports little energy. While the wa-
ter in the turbine "goes down" from the high to the low 
pressure, it discharges energy. This energy leaves the 
turbine via the shaft with the carrier angular momen-
tum.

Now, a comparison of Fig. 1.35 with Fig. 1.34 shows 
that the heat engine has something essential in com-
mon with the water turbine. Entropy flows into the 
heat engine on a high temperature, i.e. entropy that 
carries much energy. The same entropy flows back out 
of the machine on a low temperature, i.e. with little en-
ergy. While the entropy in the machine "goes down" 
from the high to the low temperature, it discharges en-
ergy, and this energy also comes out via a rotating 
shaft, i.e. with the energy carrier angular momentum.

In a heat engine, energy changes its carrier. It en-
ters the engine with the carrier entropy and leaves 
it with angular momentum.

We calculate the energy that a heat engine releases 
per second. The machine receives the energy current 
TAIS at the entropy input at the high temperature TA 
and releases an energy current TBIS at the entropy out-
put at the low temperature TB. The difference is the the 
energy which is tranferred to the angular momentum. 
With the angular momentum, an energy current

P = TAIS – TBIS = (TA – TB) IS

leaves the engine.
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With the abbreviation ΔT = TA – TB, we obtain

P = ΔT · IS

This is our old equation (1.9).

A heat engine releases the more energy with the 
angular momentum
•• the greater the entropy current that flows 

through the machine;
•• the greater the temperature difference that the 

entropy current flows down within the machine.

In most power plants, the generator is driven by a 
heat engine. The flow chart of the two interconnected 
machines is shown in Fig. 1.36.

The two energy exchangers can also be represented 
symbolically with a single box, Fig. 1.37.

Compare this flow chart with the one of an electric 
heat pump, which is shown again in Figure 1.38. (It is 
the same as in Figure 1.28.)

Each input in one flow chart becomes the output in 
the other, and vice versa. The entropy enters the power 

Energy heat 
engine

Energy

angular
momentumm

generator Energy

electric chargeentropy

Energy thermal
power
plant

entropy

Energy

electric charge

Energy
heat pump

Energy

entropyelectric charge

Fig. 1.36  Energy flow chart of a thermal power plant

Fig. 1.37  Energy flow chart of a thermal power plant. 
Turbine and generator are indicated by only one symbol.

Fig. 1.38  Energy flow chart of a heat pump

plant on a high temperature and comes out of the heat 
pump on a high temperature.

Hence, the power plant does just the opposite of 
what the heat pump does. While the electric heat 
pump transfers energy from electricity to entropy, the 
energy is transferred from entropy to electricity in the 
power plant of Fig. 1.37.

A thermal power plant is a complicated and very 
big installation. There are devices which do exactly the 
same as such a power plant but which are very small 
and handy and robust at the same time: the thermo-
couples.

A thermocouple can even be operated inversely: as 
a heat pump. Hence, it is at the same time a simple, af-
fordable and very compact heat pump.

Unfortunately, thermocouples have high energy 
losses and are therefore only suitable for applications 
in which losses do not play a major role.

1.13 � Entropy sources for heat 
engines

There are always two problems to solve when a heat 
engine is to be operated:
•• A source of entropy at a high temperature is needed.
•• It must be possible to get rid of the entropy at a low-

er temperature. There must be a so-called “trash 
dump” for the entropy.

These problems can be solved in different ways.

Natural entropy sources
This is the solution least damaging to our environ-

ment: Natural sources of entropy at high temperatures 
are exploited.

There are places on Earth where hot steam is con-
tained in layers of rock at depths that are not too great. 
This steam is allowed to flow to the Earth’s surface 
through drilled holes and can be used to drive power 
plants. Unfortunately, there are not many such sources 
of this geothermal energy.
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The huge amounts of entropy at very high tempera-
tures received by the Earth with sunlight provide an-
other possibility. This entropy is being exploited in 
solar power plants. Although this entropy source is 
inexhaustible, it presents us with some problems that 
are not easy to solve. One of these is that sunlight is 
thinly distributed. This means that the entropy, and 
the energy with it, is strongly diluted. It must therefore 
be “collected” on large surfaces that the Sun shines 
upon. This collecting can be accomplished by erecting 
mirrors so that the light is concentrated on a boiler. 
Another problem related to solar energy is that the Sun 
does not always shine. It does not shine at all in the 
night, and in winter, when energy is most needed, it 
shines only weakly.

Artificial entropy sources
Most of the entropy used to drive heat engines to-

day is acquired in a less elegant manner: It is produced 
by burning fuels or by nuclear fission.

Heat engines are widely used, and present not only 
the problem of how to acquire entropy but also the 
problem of “thermal trash”. We will see how these 
problems are solved for the most important heat en-
gines.

Thermal power plants
Most power plants operate with steam turbines. In 

coal-fired power stations, entropy is produced in a 
steam boiler by burning coal. Entropy is produced in 
nuclear power plants by splitting the atomic nuclei of 
uranium and plutonium.

When entropy leaves the power plant, its tempera-
ture is only slightly higher than the temperature of the 
surrounding environment. The entropy is mostly re-
leased into the water of a large river. If no river is avail-
able, or if a river’s water does not suffice, the entropy is 
given up to the air in cooling towers.

Combustion engines
Entropy is created by burning gasoline or diesel 

oil inside an engine. Most of it leaves the engine with 
the exhaust fumes. The flow diagram in Fig.1.34 
doesn’t actually describe a combustion engine be-
cause the entropy is not introduced to the engine 
from outside.

Piston steam engines
These were the most important engines before elec-

tric and combustion engines were invented. They were 
used in steam locomotives, steam ships, steam rollers, 
and steam plows. They also drove threshing machines. 

Piston steam engines were used to drive the machines 
in many factories as well.

Entropy was produced for these engines in the boil-
er by burning coal. The steam driving the engine was 
commonly allowed to escape into the air after it had 
done its job. The entropy escaped to the air with the 
steam.

Jet engines
These are used to drive almost all large airliners. Jet 

engines do not exactly satisfy our definition of a heat 
engine. They don’t give up their energy through a shaft 
with angular momentum, but together with momen-
tum, Fig. 1.39. These engines “pump” momentum out 
of the air and into the airplane.

As with combustion engines, the entropy is pro-
duced in the engine by burning fuel, and it leaves the 
jet engine with the exhaust gases.

Exercises
1. An entropy current of 100 Ct/s flows through a heat en-

gine. At the entrance, the temperature is 150 °C, at the 
exit it is 50 °C. How much energy per second does the 
engine emit with the energy carrier angular momen-
tum?

2. A power plant gives off an energy current of 1000 MW 
with electricity. The temperature of the steam at the en-
trance to the turbine is 750 K, at the exit it is 310 K. What 
is the entropy current that flows away with the cooling 
water? What is the energy current carried by this entropy 
current?

3. Think of some possibilities for applications of entropy 
with high temperature found in nature. Also discuss pos-
sibilities you might consider unrealistic.

1.14 � Energy loss and efficiency
On the way from the faucet to the nozzle, Fig. 1.40, 

water is lost. 2 liters per second come out of the faucet 
but only 1.8 liters per second get to the nozzle.

The difference, i.e., 0.2 liters per second, flows out 
of the hole in the hose. We have a loss of 0.2 l/s. Usu-

Fig. 1.39  Energy flow chart of a jet engine

Energy jet
engine

entropy

Energy

momentum



24

1.14  Energy loss and efficiency

1  
H

EA
T

ally, loss is expressed as a fraction of the initial quan-
tity. The loss is symbolized by V. Therefore, in our 
case we get

0.2 l/s 0.1.
2 l/s

V = =

In most devices, where energy is transferred from 
one carrier to another, and in most conductors for 
transferring energy, energy gets lost. What does this 
mean? Energy cannot be destroyed! It is similar to the 
water in Fig. 1.40. A part of the energy does not get 
where it should go. It seeps out, so to say.

Energy loss is almost always connected to creation 
of entropy. We consider a water turbine. So far, we 
have sketched the flow chart of a water turbine like the 
one shown in Fig. 1.41 (also see Fig. 1.35).

This is actually a perfect, idealized turbine as we 
would never see it in the real world because in every real 
turbine, entropy is produced unintentionally. This hap-
pens at various locations: by friction created by the wa-
ter rubbing against the walls of the pipe, by water rub-
bing against itself (“fluid friction”) and by friction in the 
bearings of the turbine shaft. The entropy produced also 
leaves the turbine by various paths: partly in the water 
flowing away and partly into the surrounding air.

Energy flows away with this entropy. Fig. 1.42 shows 
the energy flow chart of a real turbine. The strengths of 
the currents are indicated by the thicknesses of the en-
ergy arrows.

The value of the energy current due to loss is called 
PV. The relation between the produced entropy and the 
lost energy is then

PV = T0 · IS produced	 (1.14)

Here, T0 is the ambient temperature. The loss V of 
the machine is defined as the quotient

(1.15)V

in
.PV

P
=

The energy current flowing into the engine is indi-
cated by Pin.

Hence, the loss is the fraction of the arriving energy 
that is released to the ambient together with the creat-
ed entropy, i.e. the portion that is lost.

The fraction of Pin, that can be used, is called the 
efficiency η of the machine or of the conductor:

(1.16)in V

in
1P P V

P
η −
= = −

Both loss and efficiency can also be expressed in 
percent. Thus we may have:

Fig. 1.40  Water gets lost through the hole in the hose.

Energy water
turbine

water

Energy
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turbine

water

Energy

angular
momentumEnergy

entropy

Fig. 1.41  Energy flow chart of an ideal water turbine

Fig. 1.42  Energy flow chart of a nonidealized water 
turbine

V = 0.1 = 10 %

In this case the efficiency would be:

η = 0.9 = 90 %

Fig. 1.43 shows the energy flow diagram of a real 
(not idealized) electric motor. Here as well, entropy is 
created unintentionally. A part of this entropy is cre-
ated in the wires (entropy is always produced when an 
electric current flows through a wire). Another part is 
created in the bearings.
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The energy loss in a simple electric motor is also 
calculated with Equation (1.15).

We have seen that energy loss depends upon entro-
py production. Of course one would wish to avoid this 
loss. Therefore remember:

Avoid creating entropy.

The loss in some energy exchangers is very large. 
Table 1.4 shows some typical values.

You probably wonder about the high losses in pow-
er plants. This is due only to a small extent to the losses 
in steam turbines and the generator. They occur most-
ly because of the entropy produced in the burner or in 
the reactor.

Exercises
1. An automobile engine releases 20 kW through its shaft. 

Only 18 kW reach the wheels because entropy is pro-
duced (by friction) in the bearings and the gearbox. What 
is the percentage loss?

2. An electric motor with a loss of 40 % uses 10 W. How 
much energy does it release with angular momentum? 
How much entropy is produced per second? (The ambi-
ent temperature is 300 K.)

3. A generator with a loss of 8 % gives up an energy cur-
rent of 46 kW with the electricity. What is the energy 
current that flows over the engine shaft into the gen-
erator? What is the energy current due to loss? What is 
the current of the produced entropy? (Ambient tem-
perature is 300 K.)

1.15 � The efficiency of combustion 
processes

Combustion processes are the main cause of energy 
losses in industrial plants and households. That is why 
they offer the highest potential for energy savings. For 
this reason, we would like to learn about the efficiency 
of combustion processes in a broad sense. It can be the 
heating system of your house, the firing system of a 
power plant, the combustion process in a car engine, 
and also the reactor of a nuclear power plant.

We will see that the loss and the efficiency of the 
firing system can be expressed by means of only two 
temperatures: 1. the temperature T, at which the firing 
system supplies the created entropy, and 2. the ambient 
temperatureT0, i.e. the temperature at which the en-
tropy is “disposed of ”.

To calculate V, we first need the energy consump-
tion of the firing system Pin. The firing system receives 

Table 1.4  Typical values of energy loss

loss

Large steam turbine 10 %
Large electric motor 10 %
Toy electric motor 40 %
Solar cell 90 %
Coal fired power plant 57 %
Nuclear power plant 67 %

Fig. 1.43  Energy flow diagram of a nonidealized electric 
motor
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this energy with the fuel (+ oxygen) and releases it 
with the created entropy. We can write:

Pin = T · IS produced

The lost energy is the energy that is needed to dis-
pose of the created entropy, equation (1.14):

PV = T0 · IS produced

Hence, we obtain:

0  produced

in  produced
.SV

S

T IPV
P T I

⋅
= =

⋅

We thus get for the loss:

(1.17)0 .TV
T

=

and the efficiency

(1.18)0 01 1 .T T TV
T T

η −
= − = − =
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Equation (1.17) tells us that the loss is smaller the 
higher the temperature T at which the entropy is sup-
plied. This is the reason why nuclear power plants have 
a significantly lower efficiency than coalfired power 
plants: the temperature of the steam, which a nuclear 
reactor produces, is considerably lower than the steam 
temperature in a coal-fired power plant.

From equation (1.17) we can conclude that there is 
even a “heating” process which has a loss of 100 %: a 
process that does not heat up although it releases en-
tropy. How does this work? The combustion process 
simply needs to run at ambient temperature, for ex-
ample in the following way: wood is left outside until it 
becomes rotten. In that process, entropy is generated 
– slowly but over the time in large quantities. Since this 
entropy is generated at ambient temperature, we need 
to replace T by T0 in equation (1.17) and we obtain V 
= 1.

These considerations confirm what we have already 
understood earlier: the creation of entropy comes 
along with a loss of energy. What we have discovered 
in addition is the fact that energy losses are the bigger 
the lower the temperature at which the entropy is gen-
erated.

However, why are technical processes applied, in 
which entropy is generated on purpose? Why is coal 
burnt in order to get energy that is carried by electric-
ity? Can't the energy be transferred from the fuels to 
the electricity, without entropy as a “detour”? In fact, 
this is possible. Devices that are capable to do this are 
called fuel cells. A fuel cell works similar to a battery. It 
is substantially a battery in which the materials that are 
being consumed are constantly supplied anew. So far, 
however, fuel cells only work with very pure, liquid and 
gaseous fuels and not with coal. In addition, its lifes-
pan is not yet long enough to compete with the con-
ventional power plants.

Exercise
1. The reactor in a nuclear power plant releases the created 

entropy at a temperature of 550 K to the steam that is 
used to run the turbine. What is the efficiency of the reac-
tor? Compare with a coal-fired power plant that supplies 
entropy at a temperature of 800 K.

1.16 � Measuring entropy
How much entropy is contained in 2 kg of iron, 

3 mol of sodium chloride, 0.5 liters of water at a nor-
mal temperature? A simple method to answer this 

question: looking it up in a table. In the table, we find 
the values for 1 kg or for 1 mol or for 1 liter. We multi-
ply with the mass, the quantity of substance (= number 
of moles) or the volume and obtain the desired value. 
Maybe you are not satisfied with such an answer 
though. How were the figures from the table estab-
lished? It must be measurable somehow. This is the 
topic we will explore in the following.

We start with a method that does not yet solve the 
problem completely. At first, we hold back our expec-
tations a bit and do not ask questions about the overall 
entropy contained in an object, but only about the 
change of the entropy content when the temperature 
of the object changes. Consequently, there is –for in-
stance– the following measurement task:

In front of us, there is a recipient with 10 liters of 
water at 10 °C and another one with 10 liters of water 
at 50 °C. How much more entropy is contained in the 
warm water compared to the cold one? The measure-
ment principle is as follows: start with 10 liters of water 
at 10 °C and heat it up to 50 °C, e.g. with an immersion 
heater. Measure the entropy ΔS that you supply during 
heat-up, Fig. 1.44.

How do we obtain ΔS? From equation (1.1), we get

ΔS = IS · Δt	 (1.19)

Hence, we need to measure the intensity of the en-
tropy current IS, which we use for heating, and the 
time Δt that we need for the heatup.

The following heat-up time is measured in our case:

Δt = 2100 s.

We obtain IS from the energy current and the tem-
perature:

.S
PI
T

=

Fig. 1.44  To measure the entropy, we need a heater (e.g. 
immersion heater), a thermometer and a clock.

thermometer

immersion heater

clock
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Let us assume that we heat up the water with a 
800 W immersion heater. (We should check whether 
the immersion heater really supplies 800 W. The indi-
cation on the device is generally not very accurate.) 
Hence,

P = 800 W .

To calculate IS, we need to divide P by the tempera-
ture. However, the temperature changes during the 
heat-up. This means that also the entropy current will 
change. At the beginning of the heating process, the 
entropy current is greater than at the end, see Table 1.5. 
To calculate the entropy ΔS supplied in total, we con-
sequently first determine the average value of IS.

2.84 2.48 Ct/s = 2.66Ct/s.
2SI �

�

Using equation (1.19) we obtain the entropy:

ΔS = IS . Δt = 2.66 Ct/s . 2100 s = 5586 Ct.

The measurement you have just learned about is so 
simple that it can be realized with household equip-
ment: a clock, a thermometer and an immersion heat-
er.

When using this method to calculate ΔS, we made 
an assumption that is fulfilled only approximately: to 
determine the time average of IS, we simply calculated 
the average of the initial and the final value. However, 
this will give the time average only if the change of IS 
between these two points is linear in time. In the small 
temperature range from 283 K to 323 K, this condition 
is fairly met. If we were to determine ΔS with greater 
accuracy, we could do the following: we divide the to-
tal heat-up time Δt into many small, equal time inter-
vals and measure the temperature for each of these 
time intervals. We then calculate the average entropy 
current for each time interval, from temperature and 
energy current, and subsequently the entropy supplied 
in the time interval. Finally, we add up all these entro-
py values.

We would like to apply the method to our 10 liters 
of water. Starting from water with a temperature of 
10 °C, we measure the temperature in intervals of 
5 min = 300 s; see first and second columns of Ta-
ble 1.6.

With IS = P/T, we calculate the entropy current at 
the different instants of time, Column 3. Next, we cal-
culate the average value of IS, from the initial and final 
value of each of the 7 time intervals, Column 4. Col-
umn 5 contains the entropy supplied during the time 

t in s T in K IS in Ct/s I
_
S in Ct/s ΔSi in Ct

0 283.0 2.83
2.80 840

300 288.7 2.77
2.745 823

600 294.5 2.72
2.69 807

900 300.2 2.66
2.635 790

1200 306.0 2.61
2.59 777

1500 311.7 2.57
2.545 764

1800 317.4 2.52
2.50 750

2100 323.2 2.48

ΔS = 5551 Ct

Table 1.6  Table of values to measure the entropy

ϑ in °C T in K P in W IS = P/T in Ct/s

10 283 800 2.84
50 323 800 2.48

Table 1.5  Current of entropy of an immersion heater at 
10 °C and at 50 °C

interval ΔSi . The sum of all these entropy contribu-
tions is the total entropy that has been supplied, in our 
case:

5551 Ct.i
i

S S∆ ∆= =∑
The deviation from the value that we have obtained 

with the simplified method (5586 Ct) is less than 1 %, 
i.e. very small.

The total entropy contained in an object can be 
measured, in principle, in the same way, although the 
procedure is technically much more demanding. 
Imagine what it would be like to determine the total 
entropy that is contained in a piece of copper at 20 °C.

One would proceed as follows:
1)	The piece of copper is cooled down to 0 K.
2)	Then, it is heated up to 20 °C = 293 K and the en-
	 tropy, which is supplied in the process, is measured.

Step 1) is technically difficult because it requires a 
very expensive “refrigerating machine” (= heat pump).

It is easier to explain the entropy measurement, if 
differential and integral calculus are available. If you 
know them, please keep reading. If not, skip the rest of 
this section.

Since the entropy current is equivalent to the time 
derivative of the amount of entropy, i.e.

( )( )S
dS tI t
dt

=
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the entropy can be obtained by integrating over the en-
tropy current:

2

1

2 1( ) ( ) ( ) .
t

S
t

S t S t I t dt− = ∫
We insert

( )
( )S
PI t

T t
=

and obtain
2

1

2 1( ) ( ) .
( )

t

t

dtS t S t P
T t

− = ∫

Hence, the function T(t) must be measured, i.e. the 
temperature as a function of time. The integration can 
be done by a computer.

Exercises
1. Measure the entropy that needs to be supplied to one liter 

of water in order to raise its temperature from 50 °C to 
60 °C. Repeat the experiment with salt water (20 g/liter).

2. Suggestion for an entropy measurement method: the me-
ter is a recipient filled with water that ends with a small 
tube at the top, Fig. 1.45. The higher the water level in the 
tube, the more entropy is contained in the water. The de-
vice is calibrated in a way that the entropy contained in the 
water can be read from the water level. Now, the entropy 
that is needed to increase the temperature of a given object 
from 30 °C to 100 °C is to be measured. The measurement 
is started by heating the object up to 100 °C. Then, it is 
brought in thermal contact with the calibrated entropy 
meter until its temperature has decreased to 30 °C. The en-
tropy difference is read on the tube of the entropy meter. 
What is the inherent disadvantage of the method?

1.17 � The heatability
The entropy contained in a body depends on:
1. the mass of the body;
2. the temperature of the body;
3. the material the body is made of.
We would like to examine these three dependen-

cies. We start with the relation between entropy and 
temperature. If entropy is supplied to a body, its tem-
perature will increase. This applied at least for the ob-
jects we have seen so far. The relation between the en-
tropy content and the temperature, however, is not 
linear as we might hope or assume. The T-S graph has 
a complicated shape and is even different for each sub-
stance. Fig. 1.46 shows the T-S relation for 1 mol of 
copper as an example.

The steeper the curve of the T-S diagram, the small-
er the entropy needed to achieve a given temperature 
increase, i.e. the easier is it to heat up the substance.

Fig. 1.47 shows the curve for 1 mol of water. This 
water graph contains two horizontal sections. These 
are the areas in which the water changes its state of ag-
gregation, or its “phase”. We will analyze such process-
es in greater detail later.

T in K

S in Ct

0

400

300

200

100

10 20 30 400

Fig. 1.46  T-S relation for 1 mol of copper

Fig. 1.45  Suggestion for an entropy meter. Why does 
the device not work well?

scale

water level
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If we only look at what happens in the normal am-
bient temperature range, a diagram whose tempera-
ture axis does not start at 0 K will be more helpful: an 
enlarged section of the previous figures. Fig. 1.48 
shows such diagrams for 1 mol of copper and 1 mol of 
water.

As the relation between entropy increase and tem-
perature change is nearly linear in the range of ambi-
ent temperature, we can write:

gaseous

solid

liquid

0

125

250

375

500

0 40 120 240

T in K

S in Ct
80 160 200

Fig. 1.47  T-S diagram for 1 mol of water
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J  in °C
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34 36
Fig. 1.48  T-S relationship for 1 mol of copper and 1 mol of water. The entropy scales do not start with the value S = 
0 Ct. The temperature scales do not start with the absolute zero point but with the zero point of the Celsius scale.

ΔS ~ ΔT	 (1.20)

Now, let us talk about the entropy as a function of 
the mass of the body. Since a piece of iron of 2 kg con-
tains twice as much entropy as a piece of iron of 1 kg 
(provided that the temperatures are equal), we can 
write

S ~ m
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From this, we conclude that the entropy portion ΔS, 
that is needed to increase the temperature by ΔT, is 
also proportional to m:

ΔS ~ m	 (1.21)

Here, we have indicated the amount of iron in kg, 
i.e. we have used the mass as a measure of the amount 
of iron. However, there are other possibilities to mea-
sure the amount of a substance. From everyday life you 
know that an amount of something is sometimes indi-
cated in liters (e.g. when you buy milk or gasoline) and 
sometimes in pieces (when you buy melons or cab-
bage). The respective physical quantities are the vol-
ume V and the amount of substance n. (The SI unit of 
amount of substance is the mol. 1 mol = 6.022 ·        1023 
pieces.)

For our comparison of temperature changes during 
the supply of entropy, the amount of substance is more 
suitable than the mass. The reason will be explained 
later. However, we would like to switch from mass to 
amount of substance already now. As mass and amount 
of substance are proportional to each other for a given 
substance, we can simply replace m by n in (1.21):

ΔS ~ n	 (1.22)

Now we merge the two proportionalities (1.20) and 
(1.22) into a single one:

ΔS ~ n · ΔT

and divide by n:

.
S

T
n
∆

∆ ∼

In words: the temperature increase is proportional 
to the entropy supplied per amount of substance.

The proportionality will become an equation if a 
proportionality factor is introduced:

(1.23).
S

T
n
∆

∆ α=

α is a physical quantity that characterizes the mate-
rial. A great value of α means that the material reacts to 
the entropy supply with a high temperature increase. A 
small α means that the material is difficult to heat up. 
Hence, we call α the heatability.

We now bring α on one side:

(1.24).Tn
S

∆α
∆

=

In the T-S diagram for 1 mol, α indicates the slope 
of the curve. This does not only apply for the case 
where the correlation is linear, such as in Fig. 1.48, but 
also at each point of Figures 1.46 and 1.47. Therefore, 
the heatability of a substance can change from one 
temperature to the other.

Table 1.7 shows a list of the α values for different 
substances at normal temperature. It is seen from the 
table that the heatabilities of the metals are nearly 
equal although their other properties, such as density 
or heat conductivity, are very different from each oth-
er. We now understand why it was clever to use the 
quantity “amount of substance” as a measure for the 
amount of the substances: if equation (1.24) contained 
the mass instead of the amount of substance, the heat-
ability defined in this way would vary greatly from one 
metal to the other.

At the end of this section, we will come back to the 
different possibilities to indicate the amount of copper, 
water, sulfur, sugar, etc. We got to know three mea-
sures for the amount:
•• mass m (measuring unit: kg)
•• volume V (measuring unit: m3)
•• amount of substance n (measuring unit: mol)

There is often the problem of converting one mea-
sure into another.

The conversion of volume to mass and vice versa is 
done with recourse to the density ρ:

.m
V

ρ =

Hence,

substance α 
in mol·K/Ct

ρ 
in g/cm3

M 
in g/ mol

Al 11.93 2.7 27.0
Ag 11.55 10.4 107.9
Au 11.53 19.3 197.0
Cu 12.11 8.96 63.5
Fe 11.67 7.86 55.8
Na 10.44 0.97 23.0
Pb 10.96 11.34 207.2
Si 14.65 2.42 28.1
water 3.89 1.00 18.0
ethanol 2.62 0.789 46.0

Table 1.7  Heatability, density and molar mass of some 
substances at normal temperature
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m = ρ · V

The conversion of amount of substance to mass and 
vice versa is done with recourse to the molar mass M:

.mM
n

=

Therefore,

m = M · n	 (1.25)

The molar mass of the elements is usually indicated 
in the periodic table of the elements. We have also list-
ed the density and the molar mass in Table 1.7.

Exercises
1. Read the heatability of copper at 100 K and at 300 K from 

Fig. 1.46.
2. What is the heatability of water at point P in Fig. 1.47? Try 

to explain.
3. 80 Ct are added respectively to one kilogram of copper 

and to one kilogram of aluminum with an initial tem-
perature of 20 °C. By how much will the heat of the two 
metals increase? By which factor do the temperature 
changes differ? (For α, use the value at normal tempera-
ture.)

4. How much entropy is needed to heat up 100 l of water 
from 20 °C to 100 °C? (For α, use the value at normal 
temperature.)

1.18 � The relation between 
energy supply and 
temperature change

Whenever we want to heat up water, entropy 
must be added. Together with the entropy, however, 
energy will flow into the water because every cur-
rent of entropy is accompanied by an energy cur-
rent. The relation between the currents of energy 
and entropy is

P = T · IS

If we insert

EP
t

∆
∆

=

and

S
S

I
t

∆
∆

=

and multiply by Δt we obtain

ΔE = T · ΔS	 (1.26)

Together with the portion of entropy ΔS, we add a 
portion of energy T · ΔS to the water.

Most people probably know that energy is need-
ed to heat something up: we know that heating up 
water costs money and that this money is paid for 
energy.

In the following, we will determine the energy that 
is needed to heat up 1 kg of water in order to raise its 
temperature by 1 °C. In mathematical symbols:

E
m T
∆
∆⋅

We insert equations (1.26), (1.25) and (1.24):

.
E T S T S T

m T m T n M T M
� � �
� � � �

� �
� � �

� � � � �

With

T = 293 K,
M = 0.018 kg/mol
α = 3.89 mol · K/Ct

we obtain

293 K
kg mol K0.018 3.89

mol Ct
J4180 .

kg K

E
m T
∆
∆

= ⋅⋅ ⋅

=
⋅

The result can also be written as follows:

ΔE = c · m · ΔT

with
J4180 .

kg K
c =

⋅

The equation allows us to calculate the energy ΔE 
that must be added to water of mass m in order to 
raise its temperature by ΔT. It is valid for tempera-
tures around ambient temperature, i.e. 20 °C. How-
ever, it is sufficiently accurate for the whole range of 
liquid water, i.e. from 0 °C to 10 °C, for many pur-
poses.

c is called the specific heat capacity of the examined 
substance. Of course, we could have calculated c for 
any other substance as well.
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Exercises
1. Half a liter of water should be heated up from 25 °C to 

100 °C with a 500 W immersion heater. How much time 
is needed?

2. What is the energy consumption for a shower of five min-
utes? Calculate first how many liters of hot water are ap-
proximately consumed during the 5 minutes. Assume 
that 0.1 l of water flow out of the tap per second during 
the shower. Also assume that the water flows into the hot 
boiler at a temperature of 15 °C and comes back out of it 
at 45 °C.

3. Calculate the specific heat capacity of copper. (Use values 
from Table 1.7.)

4. The warm water tap is open. Which costs are higher: the 
water bill or the energy charges?

5. 0.1 liters of water flow through a solar collector of 20 m2 
per second. The collector collects 200 W per m2. By how 
many °C will the water heat up while flowing through the 
collector?
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2.1 � Gases and condensed 
substances

Substances can be solid, liquid or gaseous.
The liquid and the gaseous phase have something 

in common: both liquid and gaseous substances can 
flow. When there is wind, or when a ventilator or a 
hair dryer runs, air is flowing. Water flows in rivers 
and streams, in the seas and of course as soon as the 
tap is opened. As liquid and gas flows have much in 
common, liquids and gases are sometimes summa-
rized as a single class of substances: they are called 
fluids. Consequently, fluids are the opposite of solid 
substances.

On the other hand, there are also some common 
features of solid and liquid substances. Properties that 
distinguish them from the gases. Liquid and solid sub-
stances have a much higher density than gases. Conse-
quently, solid and liquid substances are also summa-
rized as one class: they are called condensed substances. 
Condensed substances are the opposite of the gases, 
Fig. 2.1.

In the following, we want to look at further proper-
ties that distinguish the gases from the condensed sub-
stances.

The tendency to disperse
We pump the air out of a glass recipient and let 

some water drop into it, Fig. 2.2. The water falls to the 
bottom, just like in a nonevacuated recipient. We re-
peat the experiment but let air enter the recipient in-
stead of water. In order to see where the air goes, we 
first let it flow through a cigarette. (You see, cigarettes 
can even be helpful.)

                       gaseou s

fluid
���������

condensed

solid                liquid

���������

to the pump

to the pump

cigarette

Fig. 2.1  Two types of classification of substances

Fig. 2.2  Gases spread out and take up the whole avail-
able space. Liquids do not. 

These experiments show:

Gases fill the entire space available to them, con-
densed substances do not.

To summarize something with a short formula, 
simplifications are often necessary. The sentence above 
is such a simplification. It applies for most cases, but 
not always. For example, it is not valid for the air above 
the surface of the Earth seen as a whole. In theory, this 
air could disperse into all of outer space but it does not 
leave the Earth. Why?
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Compressibility
There is air in a cylindrical recipient with a movable 

piston. If the piston is pushed into the cylinder, the air 
will be compressed, Fig. 2.3a. If, however, there is wa-
ter in the cylinder instead of air, Fig. 2.3b, the piston 
cannot be pushed inside; water is not compressible. By 
taking a closer look, we can observe a change of the 
volume for water, which can be neglected for many 
practical purposes though.

Even if a solid body can be put into the cylinder to-
gether with the water, Fig. 2.3c, the piston cannot be 
moved because solid bodies are (almost) not com-
pressible either. Some solid bodies give us the impres-
sion that they would be easy to compress, foam for 
example. However, what is actually compressed in case 
of the latter is not the solid material itself, but only the 
air in its pores.

We can summarize our observations as follows:

Gases can be compressed, condensed substances 
hardly at all.

Compression means reducing the volume of a de-
termined portion of substance while keeping its mass 
constant. Consequently, the formula ρ = m/V implies 
that the density of the material increases through com-
pression. It is possible to increase the density of a com-
pressible substance by raising the pressure. If a sub-
stance is incompressible, raising the pressure will not 
result in any change of density. We can summarize this 
as follows:

The density of gases increases with increasing 
pressure, the density of condensed substances does 
(almost) not.

This fact has interesting consequences, for example: 
the density of the water in a lake hardly increases to-
wards the bottom in spite of an increased pressure. The 
density of the water is practically the same at all levels 
of depth, i.e. 1000 kg/m3. A very different behavior can 
be observed in the air above the surface of the Earth. 
The pressure decreases in an upward direction, and so 
does the density. This is why breathing becomes in-
creasingly hard when we climb up a mountain.

Thermal expansion
Gases and condensed substances also react differ-

ently when entropy is added to them.
If a solid body is heated, its volume will almost not 

change. The same applies for liquids. Gases, by con-
trast, behave very differently. If we heat up the air in a 

a)		  b)		  c)

Fig. 2.3  Gases (a) are compressible, liquids (b) and solid 
substances (c) are not.

recipient that is open at the top, Fig. 2.4a, it will greatly 
expand and “overflow”. Since air is invisible, this over-
flow cannot be seen. With an easy trick, it can be visu-
alized though, Fig. 2.4b.

Gases expand as entropy is supplied; condensed 
substances only expand very little.

To analyze and describe gases, we need the follow-
ing physical quantities:
•• volume V,
•• pressure p,
•• entropy S,
•• temperature T.

Pressure and volume are physical quantities that are 
normally used in mechanics. Hence, we will use the 
two mechanical quantities V and p, and the two ther-
mal quantities S and T, in the following.

The last emphasized sentence can also be written as 
follows: in gases, the mechanical and thermal quanti-
ties influence each other. This property makes them 
particularly interesting for physicists.

It is not always easy to get an overview of the rela-
tionships between four different physical quantities. 
We will only make a first step in the following section: 

Fig. 2.4  Gases expand when entropy is added to them 
(a). In the right experiment (b), the overflow of the 
recipient is visualized.

a)		  b)
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we will explore qualitative relationships. Consequent-
ly, we will not ask for the corresponding mathematical 
formulas. Instead, we will only ask questions like this 
one: if the volume is kept constant and entropy is add-
ed to the gas, will the temperature increase or decrease, 
and will the pressure increase or decrease?

Such questions can be answered relatively easily. 
Only in the subsequent section, we will include a 
quantitative, i.e. mathematical, description. 

Exercises
1. Why do bicycles have tires filled with air? Why are the 

tires not filled with water?
2. Fig. 2.5 shows a hot-air balloon. The balloon is open at 

the bottom. The air in the balloon is heated by means of a 
gas flame. Why does the balloon rise?

2.2 � Qualitative relationships 
between S, T, V and p

Prior to looking at the interaction of mechanical 
and thermal quantities, we need to formulate a rule. 
We experiment with a certain amount of a gas. We can 
ensure that the gas will have a given temperature, e.g. 
320 K, and a given volume, e.g. 12 liters, that it will 
have a given pressure, e.g. 2.5 bar or that it will contain 
a given amount of entropy, e.g. 8.2 Ct.

How many of these values can be fixed at the same 
time? Couldn’t it be that pressure, volume and tem-
perature are defined unambiguously as soon as we 
have decided, that the gas should contain an entropy of 
8.2 Ct? Or can we adjust the values of all four physical 
quantities arbitrarily? We find the answer by looking at 
a precise example.

We fill a defined quantity of gas into a recipient 
whose volume can be changed: a cylinder with an 
movable piston. In addition, it is possible to heat up 
the, i.e. to supply entropy to it. At the beginning, all 
four quantities have any values. Now, we would like to 
change these values.

Let us assume that the gas has an initial volume of 
9 liters but we would like it to have V = 12 liters. To 
achieve this, we simply have to move the piston to set 
the volume to the desired value. Then, the piston will 
be fixed so that the volume cannot change any more.

But can we still set a value for a second physical 
quantity? Yes, of course. Assume that the temperature 
is 310 K but we would like it to be 320 K. We only need 
to heat a little bit, i.e. to supply entropy, until 320 K is 
reached.

Fig. 2.5  Hot-air balloon (For Exercise 2)

Being it so simple, we try with a third physical 
quantity: the pressure is 2 bar, but we want it to be 
2.5 bar. How could this value be reached? Either we 
press the piston a bit further into the cylinder – then, 
the pressure will grow but the volume will change at 
the same time (and we do not want it to change) – or 
we heat a little bit more. The latter will lead to the de-
sired pressure increase but it will lead to an undesired 
temperature increase. Hence, it is impossible. We can-
not choose an arbitrary value for the pressure any-
more.

We could have tried all other possibilities. Every 
time we would have found that: as soon as the values of 
two physical quantities are defined, the remaining two 
are also defined. We could also say:

The state of a gas is defined as soon as the values 
of two quantities are defined.

“The state is defined” means that “all physical quan-
tities have well-determined values”.

In the following, we will examine a series of pro-
cesses, i.e. transitions from one state to another. To 
keep the processes simple and clear, we work through 
the following steps:
•• 1. We keep one of the four physical quantities con-

stant. (Hence, we determine the value of one of the 
four quantities.)

•• 2. We change a second one of the four quantities. 
(Hence, we dispose of a second one of the four 
quantities.)

•• 3. and 4. We observe how the values of the two re-
maining quantities behave. Will they increase or 
decrease?
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Process with constant pressure (Fig. 2.6)

What we do:
•• 1. We keep the pressure constant by means of the 

weight on the piston.
•• 2. We increase the entropy content through heating.

What we observe:
•• 3. The temperature increases.
•• 4. The gas expands, i.e. its volume increases.

Process with constant volume (Fig. 2.7)

What we do:
•• 1. We keep the volume constant by using a recipient 

with a fixed volume.
•• 2. We increase the entropy content through heating.

What we observe:
•• 3. The temperature increases.
•• 4. The pressure of the gas increases.

Process with constant temperature (Fig. 2.8)

What we do:
•• 1. We keep the temperature constant.
•• 2. We reduce the volume by moving the piston.

Under normal conditions, the compression would 
cause a temperature increase. However, if we press 
very slowly and if the gas is not thermally insulated 
from the environment, the temperature of the gas can 
constantly balance with the ambient: entropy will flow 
from the gas to the ambient. Therefore, at the end there 
will be less entropy in the gas than before.

What we observe:
•• 3. The pressure increases.
•• 4. The entropy decreases.

Process with constant entropy (Fig. 2.9)

What we do:
•• 1. We keep the entropy constant.
•• 2. We reduce the volume by moving the piston 

(compression of the gas).

To keep the entropy constant during compression, 
the cylinder must be equipped with a good thermal 
insulation and the compression must be done fast. 
This way, the entropy has no time to escape to the 
ambient.

S

p = const      T increases
      V increases

Fig. 2.6  If entropy is supplied to a gas at constant pres-
sure, it will expand.

Fig. 2.7  If entropy is supplied to a gas at constant vol-
ume, its pressure increases.

p increases

25 °C

25 °C
S

T = const  p increases
  S decreases

Fig. 2.8  If a gas is compressed at constant temperature, 
its entropy content will decrease.

25 °C

70 °C

S = const  p increases
  T increases

Fig. 2.9  If a gas is compressed at constant entropy, its 
temperature will increase.
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What we observe:
•• 3. The pressure increases.
•• 4. The temperature increases.

This behavior of the air is plausible: the compres-
sion also entails the compression of the entropy that is 
contained in the air, i.e. its concentration to a smaller 
space. Much entropy in a small space translates into a 
high temperature though.

We can express these results symbolically by indi-
cating for each physical quantity whether its values 
decrease, remain constant or increase.

The lines of Table 2.1 describe four different pro-
cesses that can be realized with gases.

Of course, these statements also apply in a reverse 
order. The reversal of the first line is:

p = const	 S ↓	 T ↓	 V ↓

Exercises
1. We need: a bottle that can be tightly closed and a bowl 

with warm water and another one with cold water (you 
can use the two sections of the kitchen sink). (a) The air 
in the open bottle is cooled by means of the cold water. 
The bottle is closed and pushed under water in the hot 
water bowl. The lid of the bottle is slightly loosened so 
that it does not seal the bottle completely anymore. What 
happens? Explanation? (b) The air in the open bottle is 
heated by means of the hot water. The bottle is closed and 
pushed under water in the cold water bowl. The lid of the 
bottle is slightly loosened. What happens? Explanation?

2. Two recipients contain an equal quantity of the same 
gases at the same temperature. Now, the same quantity of 
entropy is added to both gases. In one, the volume is kept 
constant, in the other the pressure. Are the temperature 
changes equal for both gases? If not, which gas has the 
greater temperature change? Does the temperature in-
crease or decrease? Explain!

3. How can we make the temperature of a gas decrease al-
though entropy is supplied?

2.3 � Quantitative relations 
between S, T, V and p

The complete relationships between all four physi-
cal quantities are complicated and somewhat confus-
ing. Instead of analyzing them systematically, we take a 
different path: we limit our efforts to the relationships 
that can be measured easily.

1. The gas law
Three of our four quantities are particularly easy to 

measure: the temperature with a thermometer, the 

Table 2.1 

p = const		 S ↑ T ↑	  V ↑
V = const		 S ↑ T ↑	 p ↑
T = const		 V ↓ p ↑	 S ↓
S = const		 V ↓ p ↑	 T ↑

pressure with a manometer and the volume with a 
ruler. Hence, it is also particularly easy to determine 
the quantitative relationship between these three 
quantities in an experiment.

The result could not be simpler:

p · V = n · R · T

We will to discuss the gas law step by step.

1. On the right side, there is a measure of quantity: 
the amount of substance n. This is logical because 
there is also a measure of quantity on the left side: the 
volume. If we produce a “copy” of a given amount of a 
gas and place it next to the initial one, the quantities 
pressure and temperature will not change, but the vol-
ume on the left side of the equation will double. Hence, 
in order to double the right side as well, there must 
also be a measure of a quantity.

2. R is a physical constant. It amounts to

R = 8.3144 Ct/mol . 

We could have expected the equation to contain a 
“constant” that has a different value for each kinds of 
gases. The fact that this is not the case reflects the fact 
that this equation is a very fundamental one.

3. The relationship between T and V, as well as be-
tween T and p is the simplest one we can think of: it is 
linear.

We would like to see what the gas equation tells us 
about the processes that we have discussed in qualita-
tive terms in the previous section.

We always tag the values of the physical quantities 
in their initial state with the index 0; in the final state, 
they do not have an index.

Initial state:	 p0 · V0 = n · R · T0	 (a)
Final state:	 p · V = n · R · T	 (b)

Our first process was “heating at constant pressure”, 
Fig. 2.6. The condition of maintaining the pressure 
constant is taken into account by writing p0 also in the 
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equation for the final state.
Consequently, equations (a) and (b) become now:

Initial state: 	 p0 · V0 = n · R · T0	 (a)
Final state:	 p0 · V = n · R · T	 (b)

We divide equation (b) by equation (a) and obtain:

0 0
 if  = constV T p

V T
=

In words:

At constant pressure, the volume is proportional 
to the temperature.

Our second process was “heating at constant vol-
ume”, Fig. 2.7. The condition of maintaining a constant 
volume is taken into account by setting V = V0 in our 
equation for the final state. Equations (a) and (b) now 
become:

Initial state:	 p0 · V0 = n · R · T0	 (a)
Final state:	 p · V0 = n · R · T	 (b)

We divide equation (b) by equation (a) and obtain:

0 0
 if  constp T V

p T
= =

In words:

At constant volume, the pressure is proportional 
to the temperature. 

The third process was a compression at constant 
temperature, Fig. 2.8. The condition of maintaining a 
constant temperature is taken into account by writing 
T = T0 in the equation for the final state. Equations (a) 
and (b) are read now:

Initial state:	 p0 · V0 = n · R · T0	 (a)
Final state:	 p · V = n · R · T0	 (b)

Now the right side of (a) is equal to the right side of 
(b). Hence, the left sides are also equal:

p · V = p0 · V0 if T = const .
In words:

At constant temperature, the product of pressure 
and volume is constant.

4. Finally yet a simple rule: by inserting 1 mol for 
the amount of substance in the gas equation, and 1 bar 
= 105 Pa and 25 °C = 298 K for pressure and tempera-
ture, we can calculate the volume:

3

1 mol 8.3144 Ct/mol 298 K
100000 Pa

0.02478 m 25 Liter

n R TV
p
⋅ ⋅ ⋅ ⋅

= =

= ≈

One mol of any gas has a volume of 25 liters at 
p = 1 bar and T = 298 K.

2. Processes with constant entropy
Keeping the entropy constant is not difficult in 

principle: we must be careful that no entropy can flow 
in from outside or flow out from inside by means of a 
good thermal insulation of the container of the gas. 
However, precisely this can be a practical problem. 
Moreover, we need to ensure that the entropy gener-
ated by friction will be kept at a minimum. If all this is 
considered, we will find

(2.1)0

0
 if  constVT S

T V

β
 = = 
 

where the exponent ß is a material constant. How-
ever, the value of ß does not change significantly from 
one material to another, Table 2.2.

Equation (2.1) tells us how the temperature of a gas 
increases when it is compressed and the entropy is 
maintained constant.

By means of the gas law

p · V = n · R · T

another interesting equation can be derived from (2.1) 
(Exercise 7):

(2.2)
+1

00
 if constpT S

T p

�
�� �

� �� �
� �

It tells us how the temperature increases when the 
pressure is increased and the entropy is kept constant.

Table 2.2 

β
Air 0.4
Steam 0.3
Carbon dioxide 0.29
Helium 0.63
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Fig. 2.10 shows the V-T-relationship and the p-T-
relationship for air.

Exercises
1. The air in a spherical hot-air balloon with a diameter of 

12 m is heated to 200 °C. It still floats above the surface of 
the Earth. (The density of the air is 1.29 kg/m3.) The out-
side temperature is 20 °C. What is the overall mass of the 
balloon and the passengers?

2. A 10 liter gas bottle contains hydrogen. The manometer 
indicates a pressure of 90 bar. Its temperature is always 
25 °C. How much hydrogen is left in the bottle? Indicate 
the result (a) in liters at 90 bar; (b) in liters, after the pres-
sure of the hydrogen is reduced to normal pressure; (c) in 
kg; (d) in mol.

3. Use a quantitative approach to answer question 1 from 
section 2.2. Assume that the temperature of the cold wa-
ter is 15 °C and that of the warm water is 40 °C. The bottle 
has a volume of 1 liter. What is the excess pressure or 
negative pressure? Which percentage of the air flows out, 
and how many ml of water flow in?

4. A car tire with a volume of 8 liters was pumped up so that the 
air pressure amounts to 3 bar. (Caution: not an excess pres-
sure of 3 bar). The temperature is 20 °C. When driving, the 
air in the tire heats up to 80 °C. What will be its pressure?

5. Your living room is heated from 15 °C to 22 °C. How 
much air flows out in the process?

6. Steam with a temperature of 400 °C and a pressure of 15 bar 
flows into a steam turbine. In the turbine it expands to 2 bar. 
At which temperature will the steam leave the turbine?

7. Derive equation (2.2) from equation (2.1), making use of 
the gas law. R = 8.3144 Ct/mol.

2.4 � The operating mode of 
thermal engines

We learned in section 1.12 that in a thermal engine 
entropy goes from a high to a low temperature while it 
“drives” something – just as water in a water turbine goes 
from a high to a low pressure while driving something.

Though, how is it possible to bring entropy from a 
high to a low temperature in order to set something in 
motion?

Bringing entropy from a high to a low temperature 
without driving anything is no problem. It mostly hap-
pens all by itself: we simply let the entropy “slide down” 
from the high to the low temperature through a heat 
conductor (see also section 1.11). The energy that one 
would like to transfer to a useful energy carrier, angu-
lar momentum, for example, goes away along with the 
newly produced entropy. It is wasted.

How do we then bring entropy from the high to the 
low temperature without producing new entropy? 

T in K

V in liters

0

250

500

750

1000

0 2.5 5 7.5 10

p in bars

0

150

300

450

600

0 2.5 5 7.5 10

T in K

Fig. 2.10  During expansion (increasing volume, de-
creasing pressure), the temperature of the air decreas-
es. During compression, it increases. Upper: tempera-
ture as a function of the volume. Lower: temperature 
as a function of the pressure.

S S
T high expansion T low

Fig. 2.11  (a) Entropy is introduced into a compressed 
gas. (b) The gas expands, its temperature goes down 
and it supplies energy. (c) The entropy is given away at 
a lower temperature.

a)		  b)		  c)

Since we have learned about the thermal properties of 
gases, this is no problem for us anymore. Fig. 2.11 
shows how it can be done.
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The entropy is brought into a compressed gas. Then, 
the gas can expand. The process is the reversal of the one 
from line (4) in Table 2.1: the piston is pushed outwards, 
i.e. the volume increases. According to Table 2.1, the 
temperature decreases in the process. The energy, that is 
released by the gas, flows away through the piston rod 
and to a crank that causes the rotation of a shaft.

A gas is allowed to expand in a heat engine. In 
the process, the pressure and temperature of the gas 
go down and the gas supplies energy.

This is the basic idea behind all heat engines. There 
are a number of various technical implementations of 
this idea: steam engines, steam turbines, gasoline en-
gines, diesel motors, jet engines, and more.

We will take a closer look at two of these machines: 
first, the piston steam engine, because it has played an 
important role in the past; and second, the gasoline 
engine, because most of the cars are driven by it.

The steam engine
The biggest problem to be solved in the realization 

of a machine built upon the principle of Fig. 2.11, is 
getting the entropy into and out of the machine quick-
ly. It will work by no means as implied by Fig. 2.11, i.e. 
by letting the entropy flow into the working cylinder 
by means of conventional heat conduction. This pro-
cess would be much too slow. However, we already 
know a trick to transport entropy quickly from one 
place to another: through convection. This is how the 
steam engine works.

The gas is heated up outside the cylinder and then 
filled into the cylinder. There, it expands and supplies 
energy to the piston at the same time. Then, it is let out 
of the cylinder again.

Fig. 2.12 shows the details of this process for a steam 
engine.

Steam is used as a working gas. The steam is gener-
ated in the boiler and subsequently “overheated”. The 
steam input and output of the cylinder is controlled by 
the slide valve (not shown in Fig. 2.12). The piston is at 
first located on the very left, image part a. From the 
left, hot steam flows into the left part of the cylinder. 
As soon as the piston has moved slightly to the right, 
image part b, the steam input is closed. The steam 
pushes the piston further to the right and expands in 
the process, pressure and temperature decrease. The 
piston reaches the reversal point on the right, image 
part c, and starts moving back. In the meantime, the 
outlet has been opened. The expanded, cooled steam is 
pushed out along with its entropy.

steam inlet steam outlet

steam inletsteam outlet

steam outletclosed

Fig. 2.12  Steam engine at three different times

a)

b)

c)

The respective processes also occur on the right side 
of the piston. The steam on the right side pushes the 
piston to the left.

The parts of such a steam machine are easily recog-
nizable in a steam locomotive, Fig. 2.13.

The gasoline engine
Here, the trick to fill the cylinder fast with entropy 

consists in creating the entropy in the cylinder itself, 
through combustion of a mix of gaseous gasoline and air. 
The combustion is an explosive process, i.e. it is very fast.

Therefore, the cylinder needs to be filled with the 
inflammable mix of gasoline and air, whereby the pis-
ton has to be in a position such that the volume of the 
gas very small. This is ensured by letting the engine 
initially work as a pump for one revolution.

Each half revolution of the crank shaft is called a 
stroke. Hence, the charging process of the engine, the 

Fig. 2.13  A steam locomotive
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pumping process takes two strokes: during the aspira-
tion stroke, the mix of gasoline and air is sucked into 
the cylinder, Fig. 2.14, image part a. In the compres-
sion stroke, it is compressed, image part b. Now, the 
piston is located in the upper dead center position and 
it is ready to work, image part c. The mix of gasoline 
and air is inflamed by means of an electric spark pro-
duced by the ignition plug. It practically burns in-
stantly. Entropy is created during the combustion pro-
cess. Temperature and pressure strongly increase. 
Now the hot gas pushes the piston downwards. Tem-
perature and pressure decrease in the process. This 
stroke is called the working stroke, image part d. Then, 
in the exhaust stroke, the exhaust gases are pushed out 
through the exhaust pipe together with their entropy, 
image part e.

Such a single-cylinder engine works, as we can see, 
only during a quarter of the time, i.e. during the work-
ing stroke. During the remaining three strokes, it keeps 
running thanks to the momentum. A gasoline engine 
runs “more smoothly” if it has several cylinders that 
work in an alternating manner. Most car engines have 
four cylinders. When such an engine runs, one of the 
cylinders has its working stroke at any moment.

Also, a series of auxiliary devices are part of a gaso-
line engine:
•• the carburetor; it vaporizes the gasoline and mixes 

it with air;
•• the gasoline pump; it transports the gasoline from 

the tank to the carburetor;
•• spark coil and interrupter; they generate the high 

electric voltage for the ignition spark;
•• the ignition distributer; it sets the high voltage each 

time at the right spark plug.

a) intake strole b) compression stroke c) firing  d) working stroke e) exhaust stroke 

charging of the engine
with a mixture of
gasoline and air

valve valve

intake exhaust

Fig. 2.14  An gasoline engine at five phases of its working cycle

Exercises
1. Imagine the “working substance” in the heat engine of 

Fig. 2.11 is not a gas but a liquid. Would the engine work? 
Give reasons!

2. A diesel engine is built very similarly to an Otto engine. 
The difference: It has no spark plugs. The diesel fuel/air 
mixture ignites by itself. How is this possible?

3. Instead of closing the steam inlet of the cylinder of a re-
ciprocating steam engine after it has moved a little to the 
right, it could be left open until the piston has moved all 
the way to the right. The engine would be stronger and 
would give off more energy. This mode of operation is 
possible in steam locomotives. It is used to start motion 
and to move uphill. What is the disadvantage of this 
mode of operation?

2.5 � Why the air above the 
Earth’s surface gets cooler 
with altitude

On a high mountain, it is colder than in the valley. 
The higher we go up, the lower the temperature be-
comes. The temperature decreases by approximately 
0.6 °C per hundred meters of altitude. On a plane, the 
impressively low value of the outside temperature is 
shown on screens. For a plane that flies at an altitude of 
10 000 m, the temperature is –55 °C.

How can these low temperatures be explained? 
Should the temperature difference between above and 
below not reach an equilibrium? As we know, the en-
tropy flows from places of higher temperature to plac-
es of lower temperature. There is still an obstacle 
though. The entropy will only flow if the thermal resis-
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tance is not too great. And air is, as we know, a very 
good insulation material. A few millimeters of air be-
tween the glass panes of a double-glass window are 
already very effective. Between the upper and the low-
er part of the Earth's atmosphere, we have an air layer 
of many kilometers. Consequently, a temperature ad-
justment based on heat conduction is practically im-
possible.

But how does the temperature difference come 
about? We need to use our knowledge of the thermal 
properties of gases. The air in the Earth's atmosphere is 
constantly moving. We will learn the reason in the fol-
lowing section. For now, let’s just imagine that some-
one is constantly stirring the air.

We look at a determined portion of air that is cur-
rently moving downwards. As the pressure increases in 
the downward direction, it contracts. Since the entropy 
content of the portion of air remains constant, its tem-
perature must increase according to line (4) in Table 2.1.

Just the opposite happens to another portion of air 
that is currently moving upwards: its temperature de-
creases.

Therefore, a given portion of air changes its tem-
perature when it is moved upwards or downwards. 
Further up it is colder, further down warmer. There is 
a well-defined temperature for each altitude.

Exercise
1. Air of 20 °C rises from sea level to an altitude where the 

pressure amounts to only 800 Hectopascal. What will be 
its temperature there?

2.6 � Thermal convection
Warm air rises, as everyone knows. Why is this? The 

explanation is easy now that we have become experts 
on the thermal properties of gases. We consider the ra-
diator of a central heating unit. The air near the radia-
tor is heated and expands (see section 2.2). In the pro-
cess, its density becomes less than that of the unheated 
air around it. The heated air tends to move upward. 
That is basically all there is to it.

However, something else happens to our air after it 
has risen: it gradually releases its entropy to the colder 
ambient air and to the bodies in the room and cools 
down in the process. Consequently, its density increas-
es again and it is displaced by the freshly heated, rising 
air: it flows back downwards and replaces the warm, 
rising air there. In short: a cycle has developed, Fig. 

2.15. Such a permanent flow is called thermal convec-
tion.

Thermal convection is responsible for many entro-
py transfers in nature and technology. We have just 
talked about a relevant example: thermal convection 
ensures the distribution of the entropy that is released 
by a radiator in the entire room.

Even for the development of wind, thermal convec-
tion plays an important role. Although some wind sys-
tems are formed in a very complicated way, thermal 
convection is the simple cause in other cases.

An example is the sea breeze. It is the wind that 
blows at the coast during the day from the sea towards 
the land. Due to solar radiation, the temperature of the 
Earth strongly increases on the land, and only slightly 
on the water (because entropy flows to a much greater 
depth in the water). The air on the land consequently 
expands, reduces its density and rises, Fig. 2.16. From 
the sea, above which the air expands only slightly, air 
flows towards the land. At a few hundred meters eleva-
tion, the air from the land flows back to the sea in or-
der to come down again over the sea.

radiator

S S

S

S

window

Fig. 2.15  Thermal convection in a heated room

Fig. 2.16  The Sun heats up the land mass greatly, but 
the ocean only a little. Convective currents are created.

land

SS

S

sea
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The surface of the Earth heated by the Sun is equiv-
alent to the radiator in the case of the convection flow 
from our previous example.

Temperature differences that lead to different heat-
ing of air are not only to be found between land and 
ocean, but on many other places on the surface of the 
Earth. Wherever there is a place where the Earth is 
warmer than its surroundings, an updraft occurs. If 
the place is cooler than its surroundings, there is a 
downdraft.

The ascending air currents that develop in warm 
places (the so-called thermals) are often used for rising 
by birds and glider pilots.

Also, the trade winds are an example of a thermal 
convection flow, Fig. 2.17. In the equator region, the 
air is strongly heated. It rises, flows in a high altitude 
southwards and northwards, i.e. in areas where it is 
colder. In the area around the 30th degree of latitude 
(North and South), it descends and flows back to the 
equator at a low altitude. This reflux towards the equa-
tor is the trade wind.

We would now like to look at the thermal convec-
tion from a different perspective. Air absorbs entropy 
at a low altitude and rises. The temperature of the air 
decreases in an upward direction because the density 
of the air decreases. Then, it gradually releases entropy 
because it still has a higher temperature than its envi-
ronment. However, it releases the entropy at a temper-
ature that is lower than the one at which it has ab-
sorbed the entropy.

Thus, the same happens to the air as to the working 
gas in a heat engine: absorption of entropy at a high 
and release of entropy at a low temperature. Conse-
quently, each thermal convection could be considered 
a heat engine in which air is set in motion instead of a 
rotating shaft.

Finally, energy is often taken out of moving air by 
windmills, wind turbines, and sailboats. The energy of 
convective flow in a room could be used to turn a pin 
wheel.

equator
north

south

trade wind trade wind

Fig. 2.17  How the trade winds are created

Exercises
1. Liquids expand only very slightly when entropy is added 

to them. However, this slight expansion is enough to set 
thermal convective flows in motion. Give an example. 
Where is entropy added to the liquid, and where is it re-
moved?

2. Why does the flame of a candle point upward from the 
wick and not downward?

2.7 � Irreversible processes with 
gases

As we discover that a given process runs only in one 
direction and never reversely, we can conclude that en-
tropy is produced in that process. The reversal of the 
process would mean that entropy is destroyed – and 
that is not possible.

Expansion into the vacuum
Fig. 2.18 shows such a process: the recipient con-

sists of two compartments. First, air (or another gas) is 
only in the compartment on the left; the one on the 
right has been emptied by means of a pump. Then, the 
dividing wall is pulled out. The air immediately spreads 
out in both compartments. Without any doubt, this 
process is not reversible. If we put the dividing wall 
back in, the air will not do us the favor of retracting to 
the compartment on the left.

The experiment looks a bit distant from real life, but 
it is essentially the same as a bicycle tire that loses its 
air. The tire will not pump itself back up either.

Hence, entropy must have been produced during 
the “expansion into the vacuum” in the experiment 
from Fig. 2.18. And this additional entropy must be 
contained in the air.

Entropy is produced during the expansion of a 
gas into a vacuum.

Fig. 2.18  The process is irreversible. Entropy is produced 
during the expansion into the vacuum.

air air
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This leads us to the following interesting question: 
does the air become warmer or colder during the ex-
pansion? Here you find arguments in favor of both op-
tions:
•• Entropy was produced. If entropy is supplied to a 

gas, its temperature will rise.
•• We learned earlier that the temperature of the gas 

decreases as soon as the gas expands – provided, 
however, that the entropy remains constant.

In our case, there are both effects. One seeks to in-
crease the temperature while the other is trying to de-
crease it. It is hard to predict which one will override 
the other. What will actually happen can either be cal-
culated or discovered through an experiment. How-
ever, the calculation is complex and the experiment 
very involved. This is why we only indicate the result:

The temperature of a gas does not change during 
expansion into the vacuum.

Apparently, the two effects neutralize each other. 
We could regard this as a coincidence. There are gases 
that respect the gas equation only vaguely, not accu-
rately. For these gases, we cannot hold that the tem-
perature remains constant during expansion into the 
vacuum.

Mixing gases
Now, there are two different gases in the recipient 

with two compartments: nitrogen on the left and oxy-
gen on the right, Fig. 2.19.

For the sake of simplicity, we just assume that pres-
sure and temperature are equal on the left and on the 
right side. As soon as we pull out the division wall, the 
gases merge. Again, the process is irreversible because 
the gases will not separate again if we put the wall back 
in. Entropy must have been produced in the mixing 
process and this entropy must be contained in the mix 
of gases. Concerning the entropy balance, each of the 
two gases behaves as if the other one was not there: 

Fig. 2.19  The process is irreversible. Entropy is produced 
when gases are mixed.

nitrogen,
oxygen

oxygennitrogen

each gas makes a separate expansion into the vacuum 
whereby entropy is created. The quantity of entropy 
that is produced in the mixing process is equal to the 
sum of these two individual entropies.

Entropy is produced when gases are mixed.

Exercises
1. The expansion into the vacuum corresponds to one of the 

lines in Table 2.1. Which one?
2. The expansion process into the vacuum can be made a bit 

easier if the wall is not removed completely but if it is just 
equipped with a small aperture with a flow resistance. 
How does the temperature of the gas in the compartment 
on the left behave? What happens to the temperature of 
the gas in the compartment on the right? Which tempera-
ture will there be in case a thermal equilibrium develops 
between the left and the right side?

3. A problem that has kept researchers busy for a long time. 
We mix two gases that are not completely different from 
each other, such as nitrogen and oxygen, but two that are 
very similar, e.g. a nitrogen isotope on the left and an-
other isotope one on the right. In the mixing process, the 
same quantity of entropy is generated as in cases where 
the gases are very different. Now, we assimilate the gases 
more and more until they are not different anymore. The 
produced amount of entropy should remain constant. 
However, we know that no entropy will be produced if the 
two gases are equal. The problem has long been solved. 
What do you think?
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3  �  SUBSTANCE-LIKE QUANTITIES

Over time, you have learned about different sub-
fields of physics: mechanics, electricity, thermody-
namics, maybe some optics, atomic physics or nuclear 
physics.

You have gotten to know so many details in the pro-
cess that it is time to put things in an order now.

The following is not part of any of those fields in 
particular. Rather, it is part of all of them. To get an 
overview, we are going to jump back and forth among 
a variety of physical topics. At the beginning, we will 
organize the many physical quantities that we have en-
countered so far.

3.1 � Substance-like quantities
Someone tells you that he has measured and found 

the entropy value:

S = 50 000 Ct.

In case you are interested in the matter, you will 
maybe ask: which entropy do you mean and where did 
you measure it? The answer could be: in this room, in 
this water recipient or in this body, Fig. 3.1.

What matters is the fact that an entropy value refers 
in any case to an extended body, to a region of space: 
the region of the room, the water recipient or the body.

This observation is remarkable because it does not 
apply for all physical quantities.

Let’s look at another situation: someone tells you 
that he has measured and found a temperature:

ϑ = 17.42 °C

Fig. 3.1  How much entropy is contained in this region 
of space?

Fig. 3.2  What is the temperature at this point?

If you ask again “but where?”, the answer could be: 
“at this point of the room”, or in the top right corner of 
the radiator, Fig. 3.2.

Hence, a temperature value does not refer to a re-
gion of space but to a point.
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There is also a third possibility: someone has mea-
sured an entropy current and found

IS = 12 Ct/s.

To which geometrical object does this value refer? 
To the surface through which the entropy current has 
flown, Fig. 3.3.

We thus have found a classification system for phys-
ical quantities. Most quantities refer to a point, a sur-
face or a region of space.

Before you keep reading: try to classify as many as 
possible of the physical quantities you know. You can 
compare your result with Table 3.1.

Apart from these three types of physical quantities, 
there are others that do not fit into the pattern, see Ex-
ercise 2.

At the moment, we are particularly interested in the 
physical quantities that refer to a region of space: en-
tropy, momentum, electric charge, mass and energy, 
because they comfortably allow us to treat them like 

Values refer to

point

temperature
velocity
electric potential
pressure
density

surface

entropy current
momentum current
electric current
energy current

region of space

entropy
momentum
electric charge
mass
energy

Table 3.1

Fig. 3.3  How much entropy flows through this surface?

materials. This is what we have already done so far, 
without explicitly mentioning it. Due to this property, 
these physical quantities have a special name: we call 
them substance-like quantities.

The values of the physical quantities energy, 
mass, momentum, electric charge and entropy refer 
to a region of space. We call these quantities sub-
stance-like quantities.

We can say that they are contained in a region (a 
body, a recipient). They can move or flow from one 
place to another. This is why to each of them a current 
or current intensity is defined. In any case, the defini-
tion

substance-like quantitycurrent
time intervall

�

applies.
These definitions are listed in Table 3.2 for the en-

tropy S, the momentum pr, the electric charge Q, the 
mass m and the energy E.

Apart from the mass current Im, we had encoun-
tered all of them previously.

There is one physical quantity that refers to a region 
of space but that we do not want to include in the cat-
egory of substance-like quantities: the volume. It does 
not make any sense to say that the volume is contained 
in a body.

Exercises
1. There are physical quantities whose values refer to two 

points. Which ones?
2. Mention physical quantities that do not fit into the pat-

tern of Table 3.1.

S
SI
t

�
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t

�
��
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t
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m
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t

�

Table 3.2
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3.2 � The driving force for currents
Again we will put together a few things that we have 

encountered in very different contexts.
Each substance-like quantity is associated with a 

current and a respective current intensity. A current is 
generally hampered: there is a sort of friction, a resis-
tance. Hence, if something is meant to flow, there must 
be a driving force. So far, we have seen three relevant 
examples.

1. Electric charge flows through an electric conduc-
tor that is not perfect. The current is hampered by the 
resistance of the conductor. There must be a “driving 
force” to make electric charge flow through the “resis-
tor” of Fig. 3.4: an electric potential difference. It is cre-
ated by a battery or another “electricity pump”.

2. Entropy flows outside through the building wall. 
The building wall is a thermal resistor, i.e. a resistor for 
the entropy current. The entropy flows because there is 
a driving force: a temperature difference. The tempera-
ture inside the house is higher than outside, Fig. 3.5. A 
temperature difference can be generated in two ways:
•• By creating entropy. Where it is created, tempera-

ture rises.
•• By means of a heat pump.

3. A momentum current flows between the bodies 
that rub against each other. Because of the friction, the 
momentum current has to overcome a resistance. The 
momentum will only flow from one body to the other 
if the bodies move with a different velocity, Fig. 3.6. 
Hence, the velocity difference is the driving force for 
the momentum current. The velocity difference is gen-
erated, for example, by means of a motor.

These findings are summarized in Table 3.3.
In the previous section, we put together five sub-

stance-like quantities. Apart from electric charge, en-
tropy and momentum, there were mass and energy. 
Do such rules also apply for mass and energy?

We will deal with this question in the following sec-
tions. We would like to anticipate the answer though. 
For the energy, it is “no”, for the mass “yes”.

substance-like 
quantity entropy S momentum p

r
electric charge Q

current entropy current IS
momentum
current (force) F

r electric current I

resistance thermal resistance friction, momentum
resistance electric resistance R

driving force temperature difference 
T2 – T1

velocity difference
v
r

2 – v
r

1

electric potential difference
φ2 – φ1

“pump” heat pump motor, engine battery, generator, solar cell

Table 3.3

φ = 15 V φ = 10 V

resistor

electric current

Fig. 3.4  A driving force is needed to make the electric 
charge flow through the resistor: an electric potential 
difference

Fig. 3.5  The entropy flows through the thermal resistor 
(the building wall) because there is a driving force: a 
temperature difference.

inside outside

S

K

E

motor

Fig. 3.6  Friction between body K and Earth E means 
that there is a momentum resistor between K and E. A 
momentum current flows through this resistor because 
there is a driving force: a velocity difference.



48

3.3  Energy currents

3 
SU

BS
TA

N
CE

-L
IK

E 
Q

U
AN

TI
TI

ES

3.3 � Energy currents
Earlier, we referred to the substance-like quanti-

ties entropy, momentum and electric charge as ener-
gy carriers. This was because the current of each of 
the three physical quantities is related with the ener-
gy current in the same way. This can be expressed by 
the following three equation that are very similar 
among themselves:

P = T · IS
P = vr · F

r

P = φ · I

The formulas tell us:
•• whenever there is a current of entropy, there is also 

a current of energy.
•• whenever there is a current of momentum, there is 

also a current of energy.
•• whenever there is an electric current, there is also a 

current of energy.

Often, the energy carrier quantity flows in a closed 
circuit. Then, we have a go-and-return line and the net 
energy transfer becomes:

P = (T2 – T1) · IS
	 (3.1a)

P = (vr2 – vr1) · F
r	 (3.1b)

P = (φ2 – φ1) · I	 (3.1c)

Here, we see that no separate driving force for the 
energy current is needed. The energy will always flow 
as soon as one of the other substance-like quantities 
flows. The energy is always taken along by one of the 
other substance-like quantities. This is why we also re-
ferred to these quantities as energy carriers.

Exercises
1. Mention examples for energy transfers that are described 

by the equations 1a, 1b and 1c.

3.4 � Mass and gravitational 
potential

We look at the water wheel of a water mill, Fig. 3.7. 
(The turbine of a modern hydraulic power plant would 
have also been a valid example. However, the illustra-
tion of such a power plant would not be as transparent 
as the one of a water mill).

h2

h1

Fig. 3.7  Water wheel. While the water descends from 
the altitude h2 to the altitude h1, it supplies energy to 
the water wheel.

Our problem: how much energy can be obtained 
from the water? We track the portion of water with 
mass m on its ways through the water wheel. On this 
way, from the altitude h2 to the altitude h1, it releases 
the amount of energy

E = m ·g · (h2 – h1)	  (3.2)

to the water wheel. However, not only this portion 
flows through the wheel, but a continuous water cur-
rent and consequently a continuous mass current

(3.3).m
mI
t

�

And the water is not supplied with only one portion 
of energy, but with a continuous energy current

(3.4).EP
t

�

With the equations (3.3) and (3.4), equation (3.2) 
becomes:

P = g · (h2 – h1) · Im	 (3.5)

Finally, a note about naming: we call the product of 
g and h the gravitational potential and abbreviate it 
with the Greek letter ψ (say “psi”). We can therefore 
write:

ψ = g · h	 (3.6)

Thus, equation (3.5) becomes

P = (ψ2 – ψ1) · Im

This is again an equation of the type of the equa-
tions (1a) to (1c) in the previous section.
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We compare it to

P = (T2 – T1) · IS

Here, the difference T2 – T1 was a driving force for 
the entropy current that flows through a thermal resis-
tor. If our newly discovered equation is of the same 
type, we could expect ψ2 – ψ1 to be a driving force for 
a mass current. A mass current needs a driving force if 
it is hampered, i.e. if the pipe in which it flows contains 
a resistor. Such a pipe is the tube in Fig. 3.8. There, the 
mass obviously flows from the top to the bottom. Does 
it thereby flow from the high to the low gravitational 
potential? Yes, because the gravitational potential is 
higher at the top than at the bottom. The greater the 
difference in altitude h2 – h1, the greater becomes the 
energy current.

But what does the gravitational field strength g in 
equation (3.6) stand for? If the pipe from Fig. 3.8 was 
located on the Moon, the water would flow more slow-
ly and the drive would be weaker.

The arrangement from Fig. 3.8 looks a bit absurd. In 
fact, however, it is basically the same as a very normal 
river or stream. A river also flows from a higher to a 
lower altitude while being slowed down by the river-
bed. The riverbed is the resistor.

Fig. 3.8  The water flows from the altitude h2 to the alti-
tude h1. The difference of the gravitational potential is 
the driving force.

h2

h1

Exercises
1. There is a power plant at the Iffezheim barrage on the 

Rhine. During the regular season, approximately 900 m3 
of water are flowing there per second. The barrage has a 
height of 11 m. How many MW does the power plant 
supply?

2. In the mountains, the differences in altitude, which can 
be used for a power plant, are much greater. A water cur-
rent of 10 m3/s is led through pipes to the turbines located 
300 m further down. What is the energy current pro-
duced by the power plant?
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4  �  AMOUNT OF SUBSTANCE AND CHEMICAL 
POTENTIAL

One substance-like physical quantity was not 
mentioned in the last chapter: the amount of sub-
stance. It is the most important measure for an 
amount of something in chemistry. Though, this does 
not mean that it does not play a role in physics. In any 
case, there is the question of how it fits into the sys-
tematic pattern of the other substance-like quantities. 
We will see that the amount of substance behaves in a 
way that is very similar to entropy, momentum, elec-
tric charge and mass: there is also a driving force 
quantity for the amount of substance. It is called 
chemical potential, its symbol is μ.

4.1 � The amount of substance
As the name suggests, the quantity ‘amount of sub-

stance’ with the symbol n measures the quantity or the 
amount of a substance. Its measuring unit is the mol.

A portion of substance of 1 mol contains	   
6.022 · 1023 smallest particles.

It is not always easy to decide what the smallest par-
ticles of a substance are.

Often, molecules are the smallest particles. 1 mol of 
gaseous hydrogen contains 6.022 · 1023 H2 molecules. 
In some substances, for example in helium gas, atoms 
are the smallest particles. One mol of helium contains 
6.022 · 1023 He atoms. The situation is a bit more com-
plicated for most solid substances. A common salt 
crystal could basically be regarded as a single giant 
molecule, i.e. the crystal would consist of one single 
“smallest” particle. In this case, however, it is standard 
to refer to a Na ion together with a Cl ion as the small-
est particle. Strictly speaking, such a “NaCl formula 
unit” is not a molecule though. When we talk about 

1 mol of common salt in the future, we actually mean 
6.022 · 1023 of such NaCl formula units.

Instead of saying that a substance consists of small-
est particles, we could also say that there is a smallest 
portion for it, whose quantity can be expressed in mol. 
We refer to the smallest possible amount of substance 
as elementary amount. The following applies:

23

23

−24

6.022 10 particles:  1 mol
1                  1 particle :  mol

6.022 10
                                 = 1.66 10   mol

�

�
�or:

Elementary amount = 1.66 · 10–24 mol.

You remember that there is also a smallest portion 
for the electric charge: the elementary charge:

Elementary charge = 1.602 · 10–19 C

To measure the values of the amount of substance, 
we do not have a simple meter as for the measurement 
of mass values. To determine an amount of substance, 
we need to make a detour: in the periodic table of ele-
ments, the mass of a mol is indicated for each chemical 
element. The upper one of the two numbers on the left 
of the element symbol describes the masse per amount 
of substance, i.e. the quotient of mass and amount of 
substance. Caution: the value is not stated in kg/mol, 
but in g/mol. Copper, for example, has the following 
values:

63.546
29 Cu

Hence, for copper we obtain

m/n = 63.546 g/mol.
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This means that 1 mol of copper weighs 63.546 g, or 
in other words: a portion of copper, whose amount of 
substance is 1 mol, has a mass of 63.546 g.

To determine the mass of one mol of a chemical 
compound, we need to add up the m/n values of the 
elements that the compound consists of. In cases 
where there are two, three, etc. atoms of the same type 
in a compound, the respective m/n values must be 
counted twice, three times, etc.

Example
What is the mass of 1 mol of Fe2O3?
For iron, the periodic table of elements says

55,847
26 Fe

and for oxygen:

15,999
8 O

Hence, the mass of 1 mol of Fe2O3 is

m = 2 · 55.847 g + 3 · 15.999 g ≈ 159.7 g.

Just as for any other substance-like quantity, there is 
a current, the substance current In . It is

n
nI
t

� .

The measuring unit of the substance current is 
mol/s.

Exercises
1. What is the mass of 1 mol of the following substances?

H2O (water)
O2 (oxygen)
CO2 (carbondioxide)
Ag2S (silver suphide)
Pb(NO3)2 (lead nitrate)
C12H22O11 (cane sugar)

2. How much sugar is contained in 100 g of candies? (Can-
dies are practically made of 100 % cane sugar).

3. What is the amount of substance of 1 l of water?
4. A gas bottle contains 12 kg of propane (C3H8). How much 

is that in mol?

4.2 � The chemical Potential
Just as a temperature difference drives an entropy 

current or as an electric potential difference drives an 

electric current, the chemical potential difference is a 
driving force for a substance flow. First, we would like 
to get a feeling for this new physical quantity.

We consider two points A and B. Between A and B, 
there should be
•• no temperature difference
•• no electric potential difference,
•• no velocity difference and
•• no gravitational potential difference.

Hence, all these driving forces are zero. We could 
assume that no current will flow from A to B either. If 
we were to find out that there is indeed something 
flowing from A to B, it would mean that there must be 
a driving force that we have not mentioned yet. In fact, 
there are countless situations in which there is a cur-
rent although none of the four mentioned driving 
forces exists. Here are some examples:

If a piece of rusk is kept together with fresh bread 
in the bread box, the rusk will become soft and flex-
ible after some time. It absorbs water from the 
bread. Water has moved from the bread (A) to the 
rusk (B).

An orange is peeled. After a short time, the whole 
room smells of orange. The aromatic substances have 
“spread”.

The aromatic substances of freshly ground coffee 
escape, just as the solvents of the glue or the water of 
the ink shortly after writing.

In all these cases, the transfer of a substance was 
driven by a difference of the chemical potential.

A difference of the chemical potential acts as a 
driving force for a substance flow.

4.3 � What the chemical potential 
depends upon

If we were to predict whether a substance flows or 
moves, we would have to know on which factors the 
chemical potential depends. Please remember: in case 
of the gravitational potential ψ it was easy – as long as 
the gravitational acceleration is constant, ψ only de-
pends on the altitude.

We should expect things to be more complicated 
when it comes to the chemical potential. We try to find 
out what μ depends on, only on the basis of common 
sense. Only after, we will deal with the quantitative de-
pendences.
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Dependence on the concentration
One dependence is obvious: we look at a layer of 

paint that is about to dry, Fig. 4.1
The solvent – let’s assume it is water – moves from 

the bottom to the top, from A to B. The technical term 
for this process is diffusion. We say that the water dif-
fuses from A to B.

But how does the water know in which direction it 
needs to diffuse? How do the positions A and B differ? 
In the concentration of the water. By concentration we 
mean the ratio of the amount of substance n to the vol-
ume V.

nc
V

�

As long as the concentration of the water at A is 
higher than at B, it diffuses from A to B. Hence, we 
conclude:

The chemical potential grows with an increasing 
concentration.

In most cases, we only notice a diffusion process in 
an indirect way – something dries slowly, some smell 
expands. But diffusion could also be observed. Fig. 4.2 
shows an experiment that is very easy to realize.

Some drops of water are put on a glass plate. A small 
crystal of potassium permanganate, a salt with a strong 
purple color, is put into the water. A second glass plate 
is pressed upon the water with the crystal. The result 
can be watched best in a projection: starting from the 
small crystal, the permanganate ions diffuse to the 
outside. The second glass plate is necessary to avoid 
convection, i.e. a water flow.

Dependence on pressure
Just as obvious is the dependence on the pressure. 

Fig. 4.3 shows a section of a pipe in which air flows 
from the top left (A) to the bottom right (B).

All of the four driving forces mentioned in the pre-
vious section are not an option. Earlier we would have 
said that the difference of pressure is the driving force. 
This statement is certainly not wrong, but we can also 
make the following conclusion:

1. As a substance is flowing, there must be a chemi-
cal potential difference.

2. The chemical potential difference depends on the 
pressure.

The chemical potential is higher where the pressure 
is higher as well. This statement is actually not differ-
ent from saying that the chemical potential increases 
with the concentration, because we can conclude from 

the gas equation that the concentration n/V (in case of 
a constant temperature) is proportional to the pres-
sure:

n pc
V RT

� �

The chemical potential grows with an increasing 
pressure.

At the moment, it still looks like the chemical po-
tential is actually not quite needed. We could simply 
say that a concentration difference is the driving force 
for a substance flow. However, we will see later that 
there are situations in which the substance flow moves 
from the low to the high concentration. This means 

layer of paint

water

support

B
A

Fig. 4.1  Strongly enlarged view of a layer of paint. The 
solvent water diffuses from A to B as long as the water 
concentration is higher at A than at B.

μ highμ low

glass plate

water

Fig. 4.2  The permanganate ions diffuse away from the 
KMnO4 crystal to the outside.

μ high

μ low

A

B

Fig. 4.3  The air flows from A (high pressure) to B (low 
pressure). We conclude that the chemical potential 
increases with growing pressure.
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that the concentration cannot be the right measure for 
the driving force.

Dependence on the nature of the substance
For the gravitational potential we could say: the po-

tential is high at one point, and low at another one – 
regardless of the substance at the two points: water, 
stones or air. This does not apply for the chemical po-
tential: at the same point, the chemical potential of one 
substance can be high and the one of another sub-
stance low. This is how two different substances can 
diffuse in opposite directions, Fig. 4.4.

Hence, we conclude:

The chemical potential depends on the nature of 
the substance.

Dependence on the phase of the substance
You have also observed this dependence very often, 

even at times when you did not know anything about 
chemical potential. The water disappears from the 
freshly cleaned blackboard after a few minutes – it 
evaporates. We conclude that the chemical potential of 
the gaseous phase is lower than that of the liquid phase, 
Fig. 4.5. However, the opposite could possibly be the 
case as well. If the concentration of the water in the air 
is not high enough, the chemical potential of the vapor 
can become higher than that of the liquid water. As a 
consequence, the vapor condenses.

This is an example for a process in which a chemical 
potential difference drives the substance flow from the 
low to the high concentration.

Sometimes liquid water freezes, and sometimes ice 
melts. In the first case, the chemical potential of the 
liquid water is higher than the one of the solid water; 
in the second case, the chemical potential of the ice is 
higher than that of the liquid water. Hence, the water 
always goes into the physical state in which the chemi-
cal potential has the lower value. Apart from the solid, 
the liquid and the gaseous phase, there are countless 
other phases. There are, for instance, solid substances 
with a variety of crystal structures. The chemical po-
tential has a different value for each of these phases.

The chemical potential depends on the phase.

Dependence on the surrounding material
This dependence is not as obvious as the ones dis-

cussed so far. It makes sense to distinguish between 
the following two cases:

1. Dependence of the chemical potential of the dis-
solved substance on the nature of the solvent

A B

μx high
μy low

μy high
μx low

substance X substance Y
Fig. 4.4  Substance X diffuses from A to B, substance Y 
from B to A. The chemical potential has different values 
for different substances.

Fig. 4.5  The blackboard dries. The water evaporates 
because its chemical potential in the liquid phase is 
higher than in the gaseous phase.

We dissolve some iodine in water, Fig. 4.6. The solu-
tion has a brown color. Now, we carefully pour some 
ether over the water, stir to mix the water with the 
ether and wait. The ether moves back to its position 
above the surface of the water. However, the water has 

water with iodine

ether with iodine

water

Fig. 4.6  (a) The water is brown due to the dissolved 
iodine. (b) Most of the iodine has moved to the ether as 
its chemical potential there is lower than in the water.
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become clear and the ether is brown. The iodine has 
moved from the water to the ether during the stirring 
process. We conclude that the chemical potential of 
the iodine is lower in the ether environment than in 
the water environment.

The chemical potential depends on the sur-
rounding material.

This effect is often taken advantage of. For example, 
silica gel can be used to dry air. Silica gel absorbs the 
water from the air because the chemical potential of 
the water in the silica gel is lower than in the air.

2. Dependence of the chemical potential of the sol-
vent on the concentration of the dissolved substance

A glass recipient is divided into two compartments 
by means of a porous wall. The wall is permeable for 
water, but not for sugar molecules as the latter are big-
ger than the pores, Fig. 4.7. On the left of the wall, 
there is pure water; on the right, there is water with 
dissolved sugar.

We observe that the water permeates the porous 
wall; it flows from the left to the right. The driving 
force for this flow must be a chemical potential differ-
ence again. We conclude that the chemical potential of 
the pure water is higher than the chemical potential of 
the water in which the sugar is dissolved. We have al-
ready seen that a chemical potential difference leads to 
a concentration balance. This is also the case here, as 
we can see, although what flows is not the dissolved 
substance but the solvent.

The potential difference in this case only depends 
on the difference between the concentrations of the 
dissolved substances on the right and on the left of the 
wall. It neither depends on the nature of the solvent, 
nor on the nature of the dissolved substance.

Such walls, that are only permeable for certain sub-
stances, play an important role in biological systems.

As the porous wall has a high resistance for the flow 
of the substance, the process is quite slow. However, 
this does not make it less important.

Dependence on the temperature
Finally, we should mention that the chemical po-

tential is also dependent on the temperature. The ex-
amination of this dependence is more complicated 
than the dependences we have seen so far, because – as 
soon as we have a temperature differences – there is 
also a thermal driving force besides the chemical one, 
and it is not easy to differentiate between these two 
driving force. We will get back to the dependence of μ 
on temperature later.

To finish off, we would like to introduce an impor-
tant term that we will need very frequently in the sub-
sequent sections: chemical equilibrium. We have seen 
that the reason of a substance flow from A to B is that 
the chemical potential at A is higher than at B. If the 
chemical potential at B is higher than at A, there will 
be a flow from B to A. If the values of the chemical 
potential at A and B are equal, no substance will flow 
and we have chemical equilibrium.

Chemical reactions
A chemical reaction is also driven by a chemical po-

tential difference. We look at the reaction

3 H2 + N2 → 2 NH3

The chemical potential has a well-defined value for 
each of the two sides of the chemical equation. As the 
chemical potential of 3 H2 + N2 is higher than that of 
2 NH3, the reaction runs from left to right. If the chem-
ical potential were higher on the right side, the reac-
tion would proceed from right to left. If the left and the 
right side have the same potential, no reaction takes 
place, i.e. there is chemical equilibrium. However, we 
will not discuss how to handle such reactions.

We have now seen a series of processes in which the 
chemical potential works as a driving force. However, 
we still need to understand how to determine the val-
ues of the chemical potential. In addition, we have not 
yet seen any equation in which the chemical potential 
appears. You will get the missing information in the 
following section.

A difference of the chemical potential acts as a 
driving force for phase changes and chemical reac-
tions.

Exercise
1. Give examples for substance flows that are driven by a 

difference of the chemical potential.

pure water
water with
dissolved sugar

porous wall
Fig. 4.7  The pure water (left) has a higher chemical 
potential than the water with the dissolved sugar 
(right). It flows through the porous wall to the right.
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4.4 � Amount of substance as an 
energy carrier

Substances carry energy, regardless of whether they 
are in the gravitational field, whether they are warm or 
cold, or whether they are electrically charged or not. A 
substance carries energy because it is that particular 
substance, i.e. different substances carry different 
amounts of energy. As a measure for much or little 
substance, we have introduced the amount of sub-
stance. Hence, we can say:

Amount of substance is an energy carrier.

One mol of a substance can carry more or less en-
ergy. The energy current and the substance current 
are consequently connected by a factor of propor-
tionality which is different for each substance and 
whose value also depends on the state of the sub-
stance. This proportionality factor is the physical 
quantity that we have just studied – the chemical po-
tential. Hence, we can say:

P = μ · In

In other words: if a substance flows through a pipe, 
there is also an energy current.

(The substance flow generally comes with a current 
of entropy, and sometimes also with a current of elec-
tric charge, etc. Therefore, there are yet other contribu-
tions to the total energy current.)

If there is a go-and-return line, we have:

P = (μ2 – μ1) · In	 (4.1)

whereby μ2 is the chemical potential of the go line 
and μ1 that of the return line.

We have not yet defined the chemical potential in 
the previous section. In fact, equation (4.1) can be re-
garded as the defining equation of the chemical poten-
tial. It will also help us calculate the relation between 
the chemical potential and the pressure.

From equation (4.1) we obtain the measuring unit 
of the chemical potential: Joule per mol = J/mol, for 
which we use an acronym: Gibbs (G). Josiah Williard 
Gibbs (1839 – 1903) is the inventor of the chemical 
potential. Just as for the electric potential, we can de-
fine the zero point of the chemical potential arbi-
trarily. Thereby, we need to bear in mind that the 
chemical potential depends on the phase of the sub-
stance.

We define:

μ = 0 G	 for the most stable phase
		  at ϑ = 25 °C and p = 1 bar

The most stable phase is that phase for which the 
chemical potential is lowest.

4.5 � The relation between 
chemical potential and 
pressure

We will establish this relationship by looking at a 
compressed air machine, Fig. 4.8 – a sort of engine that 
can be used to drive something. A compressed air ma-
chine is very similar to a piston steam engine. Instead 
of an input and an output for steam, it has an input and 
an output for air. At the input, air enters with a high 
pressure, the so-called compressed air, and expanded 
air, i.e. air with a low pressure, leaves the machine at 
the output. Compressed air drives are used in many 
construction machines. The air does not necessarily 
have to generate a rotary movement, it can also be a 
back-and-forth movement. An example you certainly 
know is the pneumatic hammer.

Now, we would like to explain the operating mode 
of the machine from Fig. 4.8. We start with the state in 
which the piston is located on the far left, Fig. 4.8a. The 

air input

air output

p0
V0

p0/5
5 V0

a)

b)

c)

d)

Fig. 4.8  Compressed air machine
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air output is closed, the air input open. The compressed 
air pushes the piston a bit to the right. As soon as it has 
made a fifth of the way, the air input is closed, Fig. 4.8b. 
However, the piston keeps moving whereby the air ex-
pands. The volume of the compressed air increases 
fivefold, the pressure is reduced to a fifth, Fig. 4.8c. We 
assume that the thermal balance with the cylinder 
walls is as good as to prevent a reduction of the tem-
perature. Then, the exhaust valve opens and the air is 
pushed out, Fig. 4.8d. The process can start again.

We have looked at a machine in which the air is ex-
panded to a fifth, e.g. from 5 bar to 1 bar. Of course, the 
position of the valves could also be arranged in a way 
that the air expands only to half or to a twentieth of the 
initial value. In practice, the air is usually expanded to 
match the pressure of the ambient. In this case, the 
maximum quantity of available energy is extracted 
from it.

The air at the input of the machine has a high pres-
sure and consequently also a high chemical potential; 
the air at the output has a low pressure, i.e. a low chem-
ical potential. In the following, we will examine the 
relationship between the two physical quantities.

We assume that we have several compressed air ma-
chines at our disposal. They all have the same struc-
ture, i.e. the same size and they all expand the air to 
half of the pressure. This means that one liter of air of 
20 bar is expanded to two liters of 10 bar, or that one 
liter of air of 2 bar is expanded to 2 liters of 1 bar.

Now, let’s assume to have a source of compressed air 
to supply air with a pressure of 8 bar. We would like to 
gain the greatest benefit of this compressed air. There-
fore it should be expanded from 8 to 1 bar. (We cannot 
expand it further because the ambient pressure is 1 
bar.) What can we do? Remember that we only have 
machines that ensure expansion to half of the pressure. 
We expand in several steps, Fig. 4.9.

The first step is simple: air of 8 bar is led into one of 
the machines – we call it M1. At the output of M1, the 
air has a pressure of 4 bar. Hence, it can still be used to 
drive other compressed air machines. But we cannot 
just build a further machine behind the first because 
the volume of the air has doubled in M1. While 2 liters 
of air enter the M1 per second, 4 l/s come out of it. If 
the subsequent machines have to run as fast as the first 
one, we will need to connect two machines M2a and 
M2b in parallel. Then, the air current from M1 spreads 
to M2a and M2b, whereby each of them receives 2 l/s. 
We imagine M2a and M2b to be a single machine M2, 
as indicated by the dashed box in Fig. 4.9.

You see what happens next. The air at the output of 
M2 has a pressure of 2 bar. We can expand it once 

8 bar
2 l/s

4 bar
4 l/s

2 bar
8 l/s

1 bar
16 l/s

2 l/s 2 l/s

2 l/s 2 l/s 2 l/s 2 l/s

4 l/s 4 l/s 4 l/s 4 l/s

M1

M2

M3

M1

M2a M2b

M3a M3b M3c M3d

Fig. 4.9  Each time the air is expanded to half of its 
pressure, it releases the same amount of energy.

again. This time, we need to connect four machines, 
M3a to M3d, in parallel. All four machines together 
are called M3.

Now we ask how much energy is supplied by the 
machines; more precisely: how much is supplied by 
M1 compared to M2 and M3?

We first compare the energy supplied by M1 with 
the energy supplied by M2a. The energy current that a 
machine releases through the piston rod is calculated 
according to

P = v · F

Now we know that

F = p · A

(A = piston area, p = pressure).
Thus

P = v · p · A

In the respective positions of the piston, the pres-
sure in M2a is always exactly half as high as in M1. 
Hence, the energy current supplied by M2a is half of 
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the one supplied by M1 (because v and A are equal for 
both machines).

M2a and M2b together consequently supply the 
same amount of energy as M1. This means that M2 
supplies as much energy as M1:

P1 = P2

We conclude from the respective comparison of M2 
and M3 that M2 and M3 also supply equal amounts of 
energy. We thus have:

P1 = P2 = P3

During the expansion from 8 bar to 4 bar, the air 
supplies as much energy as during the expansion from 
4 to 2 bar or from 2 bar to 1 bar. This is an important 
result. It allows a conclusion about the value of the 
chemical potential.

Whenever a gas is expanded to half of its initial 
pressure at a constant temperature, it supplies the 
same amount of energy.

We remember equation (4.1):

P = (μ2 – μ1) · In

Since the same substance current In flows through 
the three machines M1, M2 and M3, there must be the 
same chemical potential difference between the input 
and the output of all three machines.

Assuming that the chemical potential at the output 
of M3, i.e. for the air of 1 bar, is 0 kG, and that the 
chemical potential for air of 2 bar is 1.5 kG, we know 
that the chemical potential for the air of 4 bar must be 
3.0 kG, and that of 8 bar must be 4.5 kG, Table 4.1.

Whenever the pressure of a gas increases by the 
same factor, the chemical potential increases by the 
same summand.

This is our result. However, it is still formulated in 
an uncommon way. Normally, it should be formulated 
mathematically. What type of function is μ(p)?

Fig. 4.10 shows μ as a function of p. This is the graph 
of the logarithm function. We have therefore discov-
ered that the chemical potential is proportional to the 
logarithm of the pressure.

Deriving this result, we have not paid attention to 
other factors in the μ-p relationship. This would have 
made the argumentation more complicated. Hence, we 

simply indicate the complete result

(4.2)0
0

( ) ( ) ln pp p R T
p

� �
� �

� � � � � �
� �

On the left, there is the difference of the chemical 
potentials in two states with the different pressures p 
and p0. On the right, there is the logarithm of the quo-
tient of the two pressures. Ahead of them, there are the 
gas constant R and the temperature, both as factors. 
Bear in mind that the equation is valid for a constant 
temperature: the temperature in the states with p and 
p0 must be equal.

We would like to get a feeling of how the formula 
works:

1. At first, we insert p = p0, i.e. the initial and the fi-
nal state are identical. Then, we have on the right side 
of the equation (2)

0
ln ln1 0p

p
� �

� �� �
� �

On the left side, we have

μ(p0) – μ(p0) = 0,

as expected.

p in bar μ in kG

1 	 0
2 	 1.5
4 	 3
8 	 4.5

Table 4.1

Abb. 4.10  The chemical potential of a gas is propor-
tional to the logarithm of the pressure.

p in bar

µ in kG 
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2. Now we look at the difference of the chemical po-
tentials of two gases of which one has a pressure of 100 
bar and the other of 50 bar:

μ(100 bar) – μ(50 bar) = R · T · ln 2

And now the difference between two gases with 2 
bar and 1 bar:

μ(2 bar) – μ(1 bar) = R · T · ln 2

Hence, the result is the same. The chemical poten-
tial difference for two states is consequently always the 
same if the quotient of the pressures in the states is 
equal. The formula expresses correctly what we have 
already found out by means of the compressed air ma-
chines.

3. We will often have to deal with processes that run 
at a normal temperature. Therefore, it is useful to 
memorize the factor ahead of the logarithm for that 
case:

R · T = 8.3144 Ct/mol · 298 K = 2477.7 G

or

R · T ≈ 2.5 kG

4. We have already derived from the gas equation 
that pressure and concentration are proportional to 
each other. Hence,

p = R · T · c

For a process, in which the pressure changes from p 
to p0 but in which the temperature remains constant, 
the quotient is

0 0 0

p R T c c
p R T c c

� �
� �

� �

This means that we can replace p/p0 in equation 
(4.2) with c/c0:

(4.3)0
0

( ) ( ) ln cc c R T
c

� �
� �

� � � � � �
� �

This equation does not only apply for gases, but also 
for dissolved substances.

We summarize:

The chemical potential of gases and dissolved 
substances is proportional to the logarithm of the 
concentration.

Exercises
1. In two steel cylinders, there is helium gas of 60 bar and 110 

bar. Calculate the difference of the chemical potentials.
2. The components of a mixture of gases do not mutually 

influence their chemical potentials. This means that pure 
oxygen has the same chemical potential as oxygen that is 
mixed with nitrogen as long as its concentration is the 
same. Calculate the chemical potential of the oxygen and 
of the nitrogen in normal air.

3. A recipient is connected to a vacuum pump. Then, the 
pump is switched on. What will happen to the pressure 
and what to the chemical potential if the pump runs lon-
ger and longer?

4. A few drops of alcohol are brought into a recipient filled 
with water. Describe in qualitatively what the alcohol (a) 
will do right at the beginning and (b) some time after 
having spread out in the water. What kind of process 
takes place?

5. The chemical potential of CO2 that is dissolved in water is 
8.36 kG for a one-molar solution. (a) For which concen-
tration will the chemical potential be 0 kG? (b) A bottle of 
mineral water, that has not yet been opened, contains 
CO2 with a pressure of 1.5 bar in the small gas chamber 
above the surface of the water. What is the concentration 
of the CO2 in the mineral water?

6. In a bottle, there is water and – above the surface of the 
water – CO2 with a pressure of 2 bar. CO2 has dissolved in 
the water so that there is a chemical equilibrium for the 
CO2 in the water and outside. The pressure of the CO2 is 
now increased to 6 bar. By which factor will the CO2 con-
centration in the water increase?

4.6 � Chemical resistance
A chemical potential difference leads to a substance 

flow. The substance flow tries to reduce the potential 
difference. The intensity of the flow can be high, but it 
can also be low or very low.

It is similar to a current of entropy, that is driven by 
a temperature difference, or to an electric current, that 
is caused by an electric potential difference: the sub-
stance flow is hampered as well, there is a “chemical” 
resistance. The smaller this resistance, the faster chem-
ical equilibrium is reached.

A diffusion process, such as shown in Fig. 4.2, runs 
very slowly; the chemical resistance is high. Later, we 
will look at phase transitions – transitions between the 
solid, liquid and gaseous states. For them, the resis-
tance is very low.

To get a feeling for such resistances, we experiment 
with some water and carbon dioxide, Fig. 4.11.

About half of a bottle is filled with tap water. The 
other half is filled with CO2. If the CO2 can simply flow 
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in, it will have the same pressure as the ambient air, i.e. 
1 bar. Then, we close the bottle carefully and subse-
quently reopen it. Nothing happens, just as you might 
have expected. We close it again, shake it strongly and 
reopen it. We can hear a clear hissing noise. If a ma-
nometer were fixed in the lid, we could observe the 
process even better.

Our shaking has caused a vacuum in the bottle; 
CO2 was dissolved in the water. In other words, the 
chemical equilibrium was established between the 
CO2 dissolved in the water and the CO2 in the gaseous 
phase. In the process, CO2 from the gaseous phase has 
dissolved. The resistance for this process is very high 
though. It was reduced by shaking.

Exercise
1. Half of the content is poured out of (or drunken from) a 

bottle of mineral water. The bottle is closed, shaken and 
reopened. What happens? Explain and make statements 
about the chemical equilibrium.

CO2

water

Abb. 4.11  (a) In the lower half of the bottle, there is tap 
water; the upper half is filled with CO2. (b) The CO2 
pressure is 1 bar. (c) If the bottle is shaken, chemical 
equilibrium will establish: CO2 will be dissolved. (d) The 
CO2 pressure has decreased.

a)				    b)

c)				    d)
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5  �  PHASE TRANSITIONS

5.1 � What is a phase?
We have already used the term. It is a generaliza-

tion of the term “physical state” or “state of aggrega-
tion”. Hence, we refer to the solid, the liquid and the 
gaseous phase of a substance.

In many cases, there is no continuous transition 
between two phases. This is obvious, for instance, 
for the transition from solid to liquid water. Ice is 
hard, liquid water not. And there is no water with a 
hardness somewhere in between. Boiling water 
passes from the liquid to the gaseous phase. The 
density changes sharply in the process – the density 
of liquid water is 1 kg/liter, that of the steam is 0.78 
g/liter.

However, there are many substances for which 
the phase transition is continuous. If glass is heated, 
it passes smoothly from the solid to the liquid state. 
When heating it first is rather viscous but then it be-
comes more and more fluid.

The transition from the liquid to the gaseous 
phase can also be continuous. This is the case when 
the pressure is very high.

The most interesting phase transitions, however, 
are the discontinuous ones. We would like to deal 
exclusively with them in the following. Such a phase 
transition is basically the same as what we have 
called a chemical reaction. It is the simplest case of a 
reaction: a substance A is transformed into a sub-
stance B, e.g. ice (A) into liquid water (B).

A note about the wording: the gaseous phase is also 
called vapor. Hence, vapor is gaseous water. There are 
also well-defined terms for the transitions between the 
phases:
•• solid → liquid: melting
•• liquid → solid: freezing
•• liquid → gaseous: vaporizing
•• gaseous → liquid: condensing

Not only water appears in different phases, but also 
other substances. You certainly know that metals can 
be melted. But they can even be vaporized as well. All 
materials that are normally gaseous can be liquefied 
and brought into the solid phase.

The solid, the liquid and the gaseous state are the 
three best known phases of substances. However, there 
are many other phases, i.e. all solid materials also ap-
pear in several different crystal structures which are 
also referred to as different phases of the respective 
material. An example is carbon. One solid phase is 
graphite, the other one is the diamond.

When a solid material is dissolved in a liquid, it 
passes to another phase: from the solid to the dissolved 
phase.

Also, the transition to the supra-conductive phase is 
abrupt. Hence, we talk about the normal conductive 
and the supra-conductive phase. Apart from this, there 
are countless phases in which the substances have dif-
ferent magnetic properties.
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5.2 � The driving force for phase 
transitions

Why does water vaporize? Sometimes it vaporizes, 
but in other cases it condenses. Why?

We are already used to formulating such questions 
in a different way. What is the driving force for such a 
process?

In our particular case, we already know the answer 
– a difference of the chemical potential. If the chemical 
potential of the substance in the gaseous phase is high-
er than in the liquid phase, the substance will con-
dense; if the chemical potential in the liquid phases is 
higher, the substance will vaporize. If the potentials are 
equal, nothing will happen, there is chemical equilibri-
um.

μgaseous > μliquid	 The substance condenses.
μgaseous < μliquid	 The substance vaporizes.
μgaseous = μliquid	 Chemical equilibrium.

The same applies for all other phase transitions.
Table 5.1 lists the chemical potential for different 

phases of a few materials at 25 °C.
As the chemical potential depends on temperature 

and pressure, a temperature or pressure change can 
lead to a change of phase.

Phase transition by means of temperature change
Liquid water, that is put into a freezer, turns to ice. 

Ice, that is left in a warm environment, melts.
The chemical potential decreases with increasing 

temperature, and that for all substances and for all 
phases. The extent to which it decreases depends on 
the nature of the substance and on the phase. The de-
crease is generally stronger for gases than for liquids, 
and stronger for liquids than for solids. For this rea-
son, the μ-ϑ-curves of any two substances must have 
an intersection.

Fig. 5.1 shows the dependencies for solid and liquid 
water. They intersect at 0 °C. At this temperature the 
chemical potential of the solid water is equal to that of 
the liquid water. Both phases coexist, there is a chemi-
cal equilibrium.

The same applies for the transition between the liq-
uid and the gaseous phase.

The equilibrium temperature for the transition 
from solid to liquid is also called melting temperature; 
the one for the transition from liquid to gaseous is 
called boiling temperature.

As the chemical potential also depends on the pres-
sure, the situation of the intersection of the μ-ϑ-curves 

μ in kG

water, H2O
liquid (1 bar)
solid (1 bar)
gaseous (1 bar)

	 0
	 0.59
	 8.59

carbon dioxide, CO2
gaseous (1 bar)
aqueous solution (1-mol)

	 0
	 8.36

chlorine, Cl2
gaseous (1 bar)
aqueous solution (1-mol)

	 0
	 6.9

hydrogen
H2 gaseous (1 bar)
H gaseous (1 bar)

	 0
	 203.26

oxygen
O2 gaseous (1 bar)
O gaseous (1 bar)
O3 (ozone) gaseous (1 bar)

	 0
	 231.75
	 163.18

carbon, C
graphite
diamond

	 0
	 2.9

sulfur, S
rhombic
monoclinic

	
	 0
	 0.04

tin, Sn
white
grey

	 0
	 0.13

Table 5.1  Chemical potential of some substances in 
different phases at 25 °C. For one of the phases, the 
chemical potential was arbitrarily set to zero.

Fig. 5.1  The μ-ϑ-curves of two phases intersect at one 
point. Here, the two phases are in chemical equilib-
rium.

µ in kG

0

3

2

1

–10 –5 0 5 10ϑ in °C

equilibrium

water at p = 1 bar

solid

liquid

also depends on the pressure. This means that the 
melting and the boiling temperature depend on the 
pressure. In Table 5.2, both equilibrium temperatures 
are listed for some substances at normal pressure.
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Phase transition by means of pressure change
In a transparent lighter, we can see the liquid fuel, 

the butane. If it is let flow out, it vaporizes quickly. 
There is a higher pressure in the lighter than outside.

The chemical potential increases with growing 
pressure for all substances and for all phases. (We had 
already examined the dependence for gases.) Again, 
the degree of the increase is different for the various 
phases, so that also the μ-p-curves of two different 
phases must have an intersection. Fig. 5.2 shows the 
curves for liquid and gaseous butane. They intersect at 
approximately 2 bar. At this pressure the chemical po-
tentials of the liquid and of the gaseous butane are 
equal. Both phases coexist; there is chemical equilib-
rium. This is the state inside the lighter.

In the case of equilibrium between the liquid and 
the gaseous phase, the pressure at which the μ-p-
curves intersect is called saturation pressure. We will 
explain the reason for this peculiar name later.

Table 5.3 lists the saturation pressures for some sub-
stances at normal temperature.

Just as the equilibrium temperature depends on pres-
sure, the equilibrium pressure depends on temperature.

The equilibrium curve
In the following, we limit our explanations to the 

transitions between the liquid and the gaseous phase, 
and we refer exclusively to water. All our results can 
though be applied accordingly to other phase transi-
tions and other substances.

We have seen that the equilibrium pressure depends 
on the temperature, and that the equilibrium tempera-
ture depends on the pressure. Hence, for the state of 
equilibrium, it should be possible to express the pres-
sure as a function of the temperature in a graph. In 
fact, the measurement of this function p(ϑ) is not dif-
ficult. We fill some water into a recipient that can stand 

Fig. 5.2  The μ-p-curves of the phases intersect at one 
point. Here, the two phases are in chemical equilibrium.

µ in kG

–2

3

2

1

0

–1

0.5 1 1.5 2 2.5 3
p in bar

equilibrium

butane at ϑ = 20 °C

gaseous

liquid

substance saturation pressure in bar

water 	 0.023
carbon dioxide 	 57.3
mercury 	 0.000 001 63
ethanol 	 0.0587
propane 	 7.9
butane 	 2.01

Table 5.3  Equilibrium pressure liquid-gaseous (= satu-
ration pressure) at T = 293 K.

substance melting  
temperature in °C

boiling  
temperature in °C

aluminum 	 660 	 2450
copper 	 1083 	 2590
iron 	 1535 	 2880
water 	 0 	 100
ethanol 	 –114.5 	 78.3
oxygen 	 –218.8 	 –183
nitrogen 	 –210 	 –195.8
hydrogen 	 –259.2 	 –252.2

Table 5.2  Equilibrium temperature solid-liquid (= melt-
ing temperature) and equilibrium temperature liquid-
gaseous (= boiling temperature) at p = 1 bar

high pressures and that allows to measure pressure and 
temperature and heat it up, Fig. 5.3.

We just need to overcome one obstacle prior to the 
experiment: above the surface of the liquid in the re-
cipient, there is at first not only water vapor, but also 
air. Consequently, the pressure that we measure would 
not be the pressure of the water vapor, but the pressure 
of the mixture of air and water vapor – which is not 
interesting for us. Before starting the measurement, we 
would therefore have to pump out the air. This can eas-
ily be done with a vacuum pump.

manometer thermometer

water vapor

liquid water

Fig. 5.3  Liquid water and steam are in chemical equilib-
rium. The equilibrium pressure is measured as a func-
tion of the temperature.
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The result of the measurement can be found in Ta-
ble 5.4.

The graph is shown in two scales in Fig. 5.4. Such a 
figure is also called phase diagram. The name is rea-
sonable because each point in the p-ϑ plane character-
izes a phase of the water.

In the states that are on the equilibrium curve p(ϑ), 
the liquid and the gaseous phase are in chemical equi-
librium. Both phases coexist. In the states above the 
curve, the chemical potential of the gaseous phase is 
higher than the one of the liquid phase. Gaseous water 
is not stable here – the water is liquid. Below the curve, 
the chemical potential of the liquid water is higher 
than that of the gaseous water. Here, the water is in the 
gaseous phase.

5.3 � The heat balance for phase 
transitions

We put an immersion heater in a glass beaker with 
water, switch on the heater and measure the temperature 
of the water, Fig. 5.5. While the immersion heater sup-
plies entropy to the water, the temperature increases – at 
least at the beginning. Then, however, when the temper-
ature reaches 100 °C, the water starts boiling and the 
temperature does not increase any further although the 
immersion heater continues to supply entropy. Why?

During the boiling process, liquid water passes to 
the gaseous state. The water vapor has the same tem-

Fig. 5.4  Phase diagram of water in two different scales. 
The curve p(ϑ) refers to states in which the liquid and 
the gaseous phase are in a chemical equilibrium.

p in bar

0

90

60

30

0 60 120 180 240 300

equilibrium curve

gaseous phase

liquid phase
µ             > µgaseous liquid

µ         > µ gaseousliquid

µ             = µgaseous liquid

ϑ in °C
p in bar

0

1.2

0.8

0.4

0 20 40 60 80 100
ϑ in °C

equilibrium curve

gaseous phase

liquid phase
µ             > µgaseous liquid

µ         > µ gaseousliquid

µ             = µgaseous liquid

ϑ in °C p in bar

0 	 0.006107
20 	 0.02337
40 	 0.07374
60 	 0.1992
80 	 0.4736

100 	 1.013
120 	 1.9853
140 3.614
160 6.18
180 10.027

200 15.551
220 23.201
240 33.48
260 46.94
280 64.19
300 85.92

Table 5.4  Pressure as a function of temperature for the 
equilibrium between liquid and gaseous water

perature as the liquid water: 100 °C. The entropy we 
supply to the water is obviously used to vaporize the 
water. We conclude that water vapor contains more 
entropy than liquid water.

Subsequently, the vapor can be heated up even fur-
ther. It is led through a pipe while heating the pipe 
from outside, Fig. 5.6.

In Fig. 5.7, the temperature of 1 kg of water is dis-
played above the entropy content of the water. (The 

100 °C

Fig. 5.5  In spite of a continuing entropy supply, the 
temperature stops increasing at 100 °C.
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figure is substantially the same as Fig. 1.47; in Fig. 5.7, 
we simply used one kilogram instead of one mol.) We 
can derive from the curve that 1 kg of vapor contains 
approximately 6000 Ct more than 1 kg of liquid water. 
The exact value is 6048 Ct.

The entropy content of 1 kg of water vapor is ap-
proximately 6000 Ct higher than that of 1 kg of liq-
uid water.

The diagram also shows that there is a similar phe-
nomenon during the transition solid → liquid. Liquid 
water contains 1222 Ct more than solid water, i.e. ice. 

146 °C

Fig. 5.6  The water vapor, which has an initial tempera-
ture of 100 °C, is heated further.

gaseous

solid

liquid

0

125

250

375

500

0 4000 8000 12000

T in K

S in Ct

phase trasition
solid � liquid

phase trasition
liquid � gaseous

Fig. 5.7  T-S-relationship for 1 kg of water

To transform 1 kg of ice of 0 °C into 1 kg of liquid wa-
ter of 0 °C (i.e. to melt 1 kg of ice), an amount of en-
tropy of 1222 Ct must be supplied. Accordingly, 1222 
Ct must be withdrawn to transform 1 kg of liquid wa-
ter into 1 kg of ice.

The entropy content of 1 kg of liquid water is ap-
proximately 1200 Ct higher than the one of 1 kg of ice.

The same applies for other substances and other 
phase transitions. Only the numbers change accordingly.

Exercises
1. Derive from Fig. 5.7 how much entropy is contained in 1 

kg of water vapor at 100 °C and in 1 kg of liquid water at 
100 °C. By which factor is the value for the vapor higher 
than that of the liquid?

2. How much entropy is needed to transform 10 l of liquid 
water at 90 °C into vapor of 100 °C?

3. 6000 Ct are needed to melt an ice block. What is the mass 
of the ice block?

4. A quarter of a liter of mineral water is cooled from 20 °C 
to 0 °C by means of ice cubes. How much ice is melting in 
the process?

5. A glass of milk (0.2 l) is heated from 15 °C to 60 °C by 
means of the steam jet of an espresso machine. How 
many grams of vapor are needed? (Milk essentially con-
sists of water.)
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5.4 � Phase transition in a thought 
experiment

In the previous section, we examined the heat bal-
ance of the liquidgaseous phase transition, but under 
slightly complicated conditions. We heated up the wa-
ter and observed that it vaporizes at 100 °C. In fact, 
however, water already vaporizes at temperatures be-
low 100 °C as we know; it “evaporates”. This process, 
however, is so slow that we could neglect it in our pre-
vious observations. In contrast to the evaporation, we 
call the vaporization at 100 °C “boiling”. The fact that 
there are these two different vaporization processes is 
due to the condition that there is air besides the water. 
To clarify the role of the air, we would like to look at 
the heat balance of a phase transition again in absence 
of the air, i.e. under slightly simpler conditions.

We realize a phase transition in two different ways: 
once at constant pressure and another time at constant 
temperature. (We have already made this differentia-
tion in section 5.2.)

Our descriptions here refer to so-called thought ex-
periments. A thought experiment is an experiment 
that could in principle be carried out, i.e. without vio-
lating any physical laws, but whose implementation 
fails because of technical difficulties. In our case, the 
technical problems consist in the impossibility of hav-
ing a piston that is perfectly sealed on one hand and 
that should move very smoothly on the other hand.

Phase transition at a constant pressure
The piston of the recipient from Fig. 5.8 can be 

moved freely. It is so light that we can neglect its 
weight. This ensures the pressure on the inside to be 
always equal to the outside pressure. We assume that it 
is 101 300 Pa. We now will supply entropy to the water 
and observe what happens.

We start with a temperature of 20 °C, Fig. 5.8a. The 
phase diagram tells us that the water at this tempera-
ture is liquid. You might think you would have also 
known this without the phase diagram, but bear in 
mind that water, which is not locked inside a recipient, 
evaporates, i.e. that it does not necessarily have to be 
liquid. However, our water is locked, it has a pressure 
of 1 bar and is therefore liquid.

Now we heat it up – we provide it with entropy. The 
consequence: the temperature of the water increases, 
Fig. 5.8b. We supply more entropy – the temperature 
rises further, Fig. 5.8c, until we finally reach 100 °C. 
Then, the temperature stops rising in spite of further 
entropy supply. Instead, water vapor is produced, Fig. 

piston

liquid water 20°C

60°C 95°C

100°C 100°C
120°C

vapor

a)		    b)		       c)

d)		    e)		       f)

Fig. 5.8  Entropy is supplied to the water while the pres-
sure is kept constant.

5.8d. We supply more entropy – more vapor emerges 
while the temperature remains 100 °C, Fig. 5.8e. Only 
when all the water is vaporized, the temperature con-
tinues to rise, Fig. 5.8f.

If we withdraw entropy from the water, we will pass 
through these phases again, but in a reverse order.

Phase transition at a constant temperature
The piston of the recipient from Fig. 5.9 cannot be 

moved freely anymore but is moved by us. This time, 
we imagine that the thermal contact with the envi-
ronment is so good that there is a thermal equilibri-
um between the inside of the recipient and the ambi-
ent: even the slightest temperature increase or 
decrease on the inside creates a current of entropy 
that immediately balances the temperature differ-
ence. We assume that the temperature is 20 °C. We 
would like to change the volume of the water and ob-
serve what happens.

We start at a pressure of 1000 Pa, Fig. 5.9a. The 
phase diagram and Table 5.3 tell us that the water is 
gaseous at this pressure. Now we push the piston 
downwards. The consequence: the pressure of the va-
por increases, Fig. 5.9b. We decrease the volume fur-
ther – the pressure keeps increasing, Fig. 5.9c, until we 
finally reach 2337 Pa. Then, the pressure stops increas-
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ing in spite of a further reduction of the volume. In-
stead, droplets are formed and the vapor starts to con-
dense, Fig. 5.9d. We further reduce the volume – we 
obtain more liquid water while the pressure remains 
constant at 2337 Pa, Fig. 5.9e. Only when the entire 
vapor is condensed, the pressure continues to rise, Fig. 
5.9f.

If we increase the volume, we pass through these 
phases again, but in a reverse order.

Exercises
1. Sketch the first experiment (phase transition at constant 

pressure) in a T-S-diagram and the second one (phase 
transition at constant temperature) in a p-V-diagram.

2. You make the experiment (constant temperature) with 
closed eyes. What do you feel when you push in the pis-
ton? Do you recognize which step of the process you are 
realizing?

5.5 � Partial pressure and 
atmospheric humidity

In recipient A of Fig. 5.10 there are 3 mol of nitro-
gen; in recipient B, there are 2 mol of oxygen. Each 
recipient has a volume of 10 liters = 0.01 m3. The tem-
perature in both recipients is 20 °C = 293 K.

We can calculate the pressures by means of the gas 
equation

nitrogen 3

oxygen 3

3 mol 8.31 Ct/mol 293 K 7.30 bar
0.01 m

2 mol 8.31 Ct/mol 293 K 4.87 bar
0.01 m

p

p

� �
� �

� �
� �

In recipient C, that also has a volume of 10 liters, 
there are 3 mol of nitrogen as well as 2 mol of oxygen, 
i.e. 5 mol in total. The pressure can be derived from the 
gas equation

mixture 3
5 mol 8.31 Ct/mol 293 K 12.17 bar

0.01 m
p � �

� �

The result is not surprising: the pressure of the mixture 
of nitrogen and oxygen is equal to the sum of the pres-
sure that the nitrogen would have if it were alone in 
said recipient and the pressure that the oxygen alone 
would have:

7.30 bar + 4.87 bar = 12.17 bar

The pressure of a gas mixture is equal to the sum 
of the partial pressures.

Fig. 5.9  The volume of the water is reduced while tem-
perature is kept constant

liquid water

vapor

1000Pa
1500Pa

2000Pa

2337Pa
2337Pa

4000Pa

a)		    b)		       c)

d)		    e)		       f)

3 mol N2
p = 7.30 bar

3 mol O2
p = 4.87 bar

3 mol N2
3 mol O2

p = 12.17 bar

A B

C

Fig. 5.10  The pressure in recipient C is equal to the sum 
of the pressures in recipients A and B.

We say that the nitrogen in recipient C has a partial 
pressure of 7.30 bar and the oxygen has a partial pres-
sure of 4.87 bar.

Things become more interesting as soon as we add 
water. We make another thought experiment but we 
will see later that essentially the same process also 
takes place in nature.

The piston of the recipient from Fig. 5.11 has no 
weight and can be moved freely. Hence, the inside 
pressure is equal to the outside pressure. We assume it 
to be exactly 100 000 Pa. The temperature is 20 °C 
again.
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In Fig. 5.11a there is air in the cylinder. (78.09 % of 
the amount of substance is nitrogen, 20.95 % is oxy-
gen, 0.03 % is carbon dioxide and the remainder is 
made up by inert gases).

In the cylinder from Fig. 5.11b, there is also air, but 
this air contains some water vapor as it is common in 
normal air as well. The partial pressure of the steam is 
1200 Pa. As the overall pressure is 100 000 Pa, there are 
98 800 Pa left for the remainder, i.e. for nitrogen, oxy-
gen, etc. together.

The cylinder from Fig. 5.11c contains some liquid 
water besides the air. In this case, we can conclude that 
the gaseous phase must contain water vapor because 
the liquid water is in chemical equilibrium with the 
water vapor in the air. The partial pressure of the water 
vapor must amount to 2337 Pa, see Table 5.4. We say 
that the air is saturated with water vapor. The air can-
not contain more water vapor as it would condense 
immediately. It can, of course, contain less as it was the 
case in Fig. 5.11b. In most cases, the water content of 
the air is indicated as a percentage of the maximum 
water concentration. This value is called the relative 
atmospheric humidity. If the air is saturated with water 
vapor, the relative atmospheric humidity is 100 %.

Relative atmospheric humidity: water concen-
tration in the air as a percentage of the maximum 
concentration.

Exercise
1. Temperature 20 °C, relative atmospheric humidity 40 % 

(a) What is the partial pressure of the water vapor in the 
air? (b) Which percentage of the molecules in the air are 
water molecules? (c) How many grams of water are con-
tained in one cubic meter of air?

5.6 � Boiling and evaporation
We have seen that water boils at 100 °C, but that it 

already passes to the gaseous state at lower tempera-
tures, just more slowly. This process is called “evapora-
tion”. Let’s repeat the different terms: the transition 
liquid → gaseous is always called “vaporization”. If va-
porization takes place at the boiling temperature, i.e. 
fast, we also talk about “boiling”. If vaporization takes 
place below the boiling temperature, i.e. slowly, we say 
that the water “evaporates”.

But why is evaporation slow and boiling fast? What 
is the difference between the two processes? We look at 
a water surface at different temperatures, Fig. 5.12. The 

Fig. 5.11  (a) The air does not contain any water. (b) The 
air contains some water, the relative atmospheric hu-
midity is lower than 100 %. (c) The air is saturated with 
water vapor, the relative atmospheric humidity is 
100 %.

pair
= 100000 Pa

pair
= 98800 Pa
pwater
= 1200 Pa

pair
= 97663 Pa
pwater
= 2337 Pa

liquid water

a)		  b)		  c)

935 Pa

935 Pa

935 Pa

2337 Pa 47360 Pa 100000 Pa

20 °C 80 °C 100 °C

Fig. 5.12  (a) and (b): The water vapor, which forms at 
the surface of the liquid water, diffuses into the envi-
ronment. (c) The partial pressure of the water vapor is 
equal to the atmospheric pressure. The water vapor 
pushes the air away like a piston.

a)		  b)		  c)

atmospheric pressure is again 100000 Pa. We start 
with 20 °C.

The air directly above the water surface is saturated 
with water vapor. The water vapor is in chemical equi-
librium with the liquid water. The partial pressure of 
the water vapor is therefore equal to the saturation 
pressure at 20 °C (Table 5.4), i.e.

pwater = 2337 Pa.

The partial pressure of the remaining components 
of the air is

100 000 Pa – 2 337 Pa = 97 663 Pa
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Far away from the water surface, the air has a lower 
humidity. Assume that the relative atmospheric hu-
midity is 40 % (quite a typical value); hence, the partial 
pressure of the water vapor is equal to 40 % of the satu-
ration pressure there, i.e.

402337 Pa 935 Pa.
100
� �

The remaining components of the air have a pres-
sure of

100 000 Pa – 935 Pa = 99 065 Pa .

Consequently, we have a downward slope in the 
partial pressure of the water between the water surface 
and the environment at a longer distance; i.e. a chemi-
cal potential difference. This means that the water va-
por diffuses away from the surface. The missing water 
vapor above the surface is supplied anew as water va-
porizes.

Hence, there is a continuous vaporization, which 
occurs very slowly though. The speed is limited by the 
slow diffusion process. Such a vaporization process is 
called evaporation. If the water is not heated, it takes 
the entropy necessary for vaporization from the ambi-
ent.

Now we heat up the water with a Bunsen burner. In 
the process, it is provided with more entropy than is 
needed for the evaporation. This is why the tempera-
ture of the water increases. We observe what will hap-
pen at a higher temperature, for example at 80 °C. 
Again, the partial pressure of the water vapor above 
the surface is equal to the saturation pressure, this time 
47360 Pa, see Table 5.4. The water vapor pressure dif-
ference to the outside is now higher than before and 
hence also the chemical potential difference. Conse-
quently, the diffusion is faster and so is the evaporation 
of the water.

Something new will happen if the partial pressure 
of the water is equal to the overall atmospheric pres-
sure. Then, no air will be left above the surface. As a 
consequence, the water vapor does not need to diffuse 
through the air anymore. It simply pushes the air away, 
as if it were a piston. In contrast to the diffusion, this 
process is no longer countered by a resistance. The va-
porization process is no longer hampered by diffusion. 
From now on, it runs very fast, i.e. as fast as new en-
tropy is supplied by the Bunsen burner. At this point, 
the entire amount of entropy is used for vaporization 
so that the water is not heated up any further. This va-
porization, which is no longer hampered by the air, is 
called boiling.

Evaporation: vaporization process whose speed 
is determined by diffusion

Boiling: vaporization process whose speed is de-
termined by the supply of new entropy

Now we can also understand an interesting phe-
nomenon: if the atmospheric pressure is lower than 1 
bar, water will boil at a temperature that is lower than 
100 °C. If the atmospheric pressure is lower the water 
vapor coming from the surface of the liquid water will 
be able to displace the air completely at an earlier stage, 
i.e. at a lower temperature.

This phenomenon can be observed, for instance, in 
the mountains: on a high mountain, i.e. where the at-
mospheric pressure is lower, the boiling temperature 
of water is also lower than 100 °C.

Exercise
1. In an altitude of 5400 m, the atmospheric pressure is ap-

proximately 0.5 bar. What is the boiling temperature of 
water?

5.7 � The chemical resistance of 
phase transitions

The transitions between the solid, the liquid and the 
gaseous state mostly occur without any obstacles. The 
chemical resistance is zero. In the case of water, this is 
quite obvious: if we heat up a piece of ice, i.e. solid wa-
ter, for example from –5 °C, we observe that the water 
remains solid at first. Exactly at 0 °C it starts melting. 
As long as the ice has not completely melted, the tem-
perature does not rise above 0 °C. We have become so 
used to this behavior that we consider it as absolutely 
normal. But actually it is quite surprising. If the phase 
transition were hampered by a resistance, we would 
expect the ice to take on a temperature above 0 °C. It 
would only melt gradually. Equally, liquid water could 
also exist below 0 °C. Or liquid water above 100 °C and 
steam below 100 °C.

In fact, water can be heated up beyond 100 °C. 
However, this needs to be done with greatest care: the 
water must be distilled twice, the heating process is 
best done in an oil bath. This way, the water can be 
kept liquid up to a temperature above 110 °C although 
its chemical potential in the gaseous phase is lower.

In many other phase transitions, the chemical resis-
tance works very differently: the transformation resis-
tance is so high that the phase transition can practi-
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cally not occur. An example is the transition from 
diamond to graphite. The chemical potential of graph-
ite under normal conditions is 0 kG by definition. The 
chemical potential of the diamond is higher: 2.9 kG. 
Hence, diamonds would have to turn to graphite by 
themselves if the chemical potential were the only de-
cisive factor. As we know, this does not occur. The rea-
son: the chemical resistance is so high that the process 
is completely inhibited.

In some less common cases, the phase transition 
liquid → solid is strongly inhibited. The melting tem-
perature of sodium thiosulfate, Na2S2O3 · 5 H2O, is 
48.5 °C. If entropy is withdrawn from the melt, the 
temperature will steadily decrease, i.e. up to far below 
48.5 °C, with no phase transition taking place. The 
chemical potential of this liquid is higher than the one 
of the solid substance at the same temperature, 
Fig. 5.13. The phase transition does not take place be-
cause the transformation resistance is “infinitely high”.

However, the reaction can be “switched on” by put-
ting a small crystal of sodium thiosulfate into the melt. 
Starting at this crystal, the liquid begins to solidify. Fig. 
5.14 illustrates this process in the ϑ-S-diagram. We 
start at point A: the sodium thiosulfate is liquid, its 
temperature is above 48.5 °C. We withdraw entropy 
from the liquid, the temperature decreases up to far 
below 48.5 °C. If we put the crystal catalyst into the 
liquid at B, the system will quickly move into the state 
C: a part of the melt solidifies, the temperature increas-
es until it reaches the equilibrium temperature. If more 
entropy is withdrawn, the development continues, via 
points D and E.

This effect is applied for thermal storage devices. As 
long as the solidification is not triggered, the entropy is 
stored in the non-solidified liquid phase and cannot 
escape. To release it, the solidification process can sim-
ply be triggered. Maybe you have already seen such a 
thermal storage device in the form of a “hand warmer”.

5.8 � Everything evaporates, 
everything dissolves

So far, we have paid little attention to one important 
phase transition. It takes place when a substance dis-
solves. If common salt crystals are put into water, they 
will dissolve. The solid state of the salt is one phase, the 
dissolved state another one. The dissolution process is 
very slow. Just as during evaporation: directly above the 
surface of the salt crystals, there is chemical equilibrium 
between the solid and the dissolved salt, Fig. 5.15.

Fig. 5.13  The chemical potential of the liquid and the 
solid phase as a function of temperature. If cooled 
down below 48.5 °C, the sodium thiosulfate remains 
liquid even though the chemical potential of the solid 
phase is lower.

µ

48.5 °C ϑ

solid
liquid

Fig. 5.14  If entropy is withdrawn, the sodium thiosulfate 
will first move from A to B. It remains liquid. In B, the 
solidification process is triggered. A part of the sodium 
thiosulfate solidifies. The left entropy causes a tempera-
ture increase up to the equilibrium temperature.

S 

48.5 °C
A

B

CD

E

ϑ

solid and liquid

so
lid liquid

low concentration

diffusion

solid NaCl saturated concentration
Fig. 5.15  (a) Above the surface of the common salt crys-
tals, the salt solution is saturated: the chemical poten-
tial is equal to the one of solid sodium chloride. Farther 
away it is lower. Hence, the dissolved salt diffuses 
away. (b) The saturation concentration is reached ev-
erywhere. The phase transition has come to a halt.
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The concentration has the highest value that it 
could possibly have: the saturation concentration. The 
dissolved salt diffuses from there away to the places 
where the concentration is lower. Thereby space is cre-
ated and further salt can dissolve. As the diffusion pro-
cess is very slow, the dissolution is also slow. If enough 
salt is put into the water recipient, the dissolution pro-
cess will stop at some point: when the salt solution is 
saturated everywhere. Now, the chemical potential of 
the NaCl has the same value everywhere, i.e. at all 
places of the solution and in the solid salt.

The saturation concentration for the well soluble 
NaCl in cold water is 6.1 mol/liter; for the hardly solu-
ble calcium carbonate it amounts to 0.00014 mol/liter.

Let us now discuss an interesting question: there are 
obviously substances that cannot be dissolved in other 
substances at all. Glass does not dissolve in water, be-
cause a water glass does not dissolve in the water that 
we pour inside. The gasoline tank does not dissolve in 
the gasoline and the shot glass does not dissolve in al-
cohol. But these obvious statements are not compatible 
with what we have learned about the chemical poten-
tial. Why not?

We remember the equation that describes the 
chemical potential of a dissolved substance as a func-
tion of the concentration:

0
0

( ) ( ) ln .cc c R T
c

� �
� �

� � � � � �
� �

Fig. 5.16 shows the respective graph once again.
We see that for c → 0 the chemical potential goes 

towards negative infinity. This fact has an interesting 
consequence: if we put any solid substance A into a 
liquid substance B, the chemical potential of A in the 
solution will at first be infinitely low as its concentra-
tion is zero. This means, however, that there is a drive 
for the transition from the solid into the dissolved 
phase. Something of A must be dissolved. It is possible 
that a tiny amount is sufficient to bring the chemical 
potential of A in the dissolved phase to the value in the 
solid phase. But the concentration may not remain 
zero. In other words:

Each substance dissolves in any othear sub-
stance.

The difference between a well soluble, a hardly sol-
uble and an “insoluble” substance only consists in the 
saturation concentration. The saturation concentra-
tion of “insoluble” substances can be extremely low.

This finding can also be applied to other phase tran-
sitions.

There are liquids that evaporate easily, ether or alco-
hol for example. There are liquids that do not evapo-
rate as easily, such as water. And there seem to be liq-
uids that do not evaporate at all: viscous oil or mercury. 
In fact, they evaporate as well. Only their saturation 
concentration is so low that the evaporation process is 
hardly noticed.

There are liquids that appear not to mix with certain 
other liquids. If gasoline and water are poured togeth-
er, a division level will emerge – the water at the bot-
tom, the gasoline on top, Fig. 5.17.

In fact, some gasoline dissolves in the water, i.e. as 
much as to equalize the chemical potential of the gaso-
line above the division level and of the gasoline that is 
dissolved in the water. In addition, some water is dis-
solved in the gasoline above the division level for the 
same reason.

Fig. 5.18 shows a recipient with water that is open at 
the top.

So far, we have only looked at the water. There is 
water not only below the visible surface, but also above 

Fig. 5.16  As the concentration approaches zero, the 
chemical potential tends towards negative infinity.

µ

c
c0

liquid gasoline +
little dissolved water

liquid water +
little dissolved gasoline 

Fig. 5.17  Some water is dissolved in the gasoline (top), 
and some gasoline in the water (bottom).
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it, in the gaseous phase. The air, i.e. the oxygen and the 
nitrogen, is located –as it appeared– only above the di-
vision level. Based on our new findings, this is not cor-
rect: oxygen and nitrogen must be dissolved in the 
water. Otherwise, the chemical potential of these sub-
stances would be minus infinite there and we would 
have no chemical equilibrium.

Of course, this applies for all places where water is 
in contact with air, i.e. also everywhere in nature. The 
water of the rain, of the rivers and the oceans contains 
oxygen, nitrogen, carbon dioxide and other gases that 
are part of the atmosphere. The oxygen that is dis-
solved in the water is essential for the fish.

For many purposes, ultra-pure substances are need-
ed. Now we understand why it is impossible to pro-
duce absolutely pure substances.

Exercise
1. Normal air contains 0.03 % of CO2 (content of the 

amount of substance). (a) Calculate the chemical poten-
tial of the CO2 at normal temperature. The water of a lake 
is in a chemical equilibrium with the air. (b) What is the 
CO2 concentration in the water?

5.9 � Phase transitions in nature 
and technology

During a phase transition, a substance absorbs or 
releases entropy at a constant temperature – depend-
ing on the direction in which the phase transition 
takes place. This fact is often used in technology, and it 
is the explanation of several interesting natural phe-
nomena.

The evaporative cooling effect
When you climb out of the swimming pool, and es-

pecially when the air is moving in addition, you feel 
cold. The water on your skin evaporates. Therefore, it 
needs entropy, which it takes from your body. The 
evaporation is particularly fast when the water, that 
has already evaporated, is carried away by the moving 
air.

Hot steam is more dangerous than hot water
It is by far not as dramatic to touch water of 100 °C 

as to touch steam of 100 °C. In both cases, entropy is 
transferred to the finger, which can burn the skin. The 
danger is much higher in case of the steam, because 
the steam condenses on the finger and releases an ad-
ditional high amount of entropy to the finger.

air +
water vapor

water +
dissolved air 

Fig. 5.18  Above the surface of the liquid water, there is 
water vapor. There is air, i.e. dissolved nitrogen and 
oxygen, in the liquid water.

Entropy storage
In summer, we would want to store abundantly 

available entropy for the winter.
There is a promising method based on a phase tran-

sition. A substance that has a phase transition solid → 
liquid at a suitable temperature is chosen. Approxi-
mately 50 °C would be a convenient. (It may not be a 
phase transition liquid → gaseous because gases take 
up too much space.) Then, a large quantity of the sub-
stance is melted in summer by means of solar energy. 
In winter, the entropy and energy are extracted to heat 
a building.

If the energy prices were to rise considerably in the 
future, this process to use solar energy might become 
competitive.

Cooling drinks with ice
To cool a coke, we could put it in the fridge. The 

heat pump of the fridge pumps the entropy out of the 
coke. But often we would like to cool a coke while it is 
on the table, or at least keep it cool. You know how to 
do that: by adding some ice cubes. However, why don’t 
we just pour some cold water in the coke instead? The 
effect would be much weaker. The ice in the coke melts. 
To melt, it needs entropy, which it takes from the coke. 
Melting continues until the temperature of the coke 
reaches 0 °C (provided that there is enough ice).

Liquid nitrogen
If we wish to cool something down to a much lower 

temperature but if we do not have a refrigeration ma-
chine, we can use liquid nitrogen, which can be bought 
for a cheap price.

The boiling temperature of nitrogen is 77 K 
(–196 °C). But how can liquid nitrogen exist when the 
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ambient has a much higher temperature? The nitrogen 
is kept in a recipient with good heat-insulating walls. 
The little entropy that permeates the insulation entails 
continuous, very slow boiling of the nitrogen. The 
temperature of the remaining liquid nitrogen always 
stays at 77 K, just as boiling water keeps its tempera-
ture of 100 °C. This is how the liquid nitrogen can be 
stored for several days.

Entropy transfer with phase transitions
Earlier we could see that an entropy transfer 

through convection is much more effective than 
through heat conduction. Now there is a transfer pro-
cess that works even better than the conventional con-
vection, Fig. 5.19.

The substance in the pipes is vaporized at the 
source of entropy on the left. It absorbs much entropy 
in the process. Then, it flows through the upper pipe 
to the right. It condenses in the coil on the right and 
releases the entropy that it had previously absorbed 
in the process. Some time ago, central heating sys-
tems worked on the basis of this principle – the so-
called steam heating systems. However, they had 
some disadvantages: they were difficult to regulate, 
and strange noises were caused by the condensation 
of the steam.

Nowadays, the method is used, inter alia, in heat 
pumps such as in the fridge. The cooling liquid vapor-
izes in the coil inside the fridge. In the process, it ab-
sorbs entropy. It condenses in the outer coil and there-
by releases entropy. (In order to condense in the 
warmer place and to vaporize in the colder place, the 
pressure at the warmer place must be lower than in the 
colder place. This is ensured by a compressor.)

Also nature takes advantage of this entropy transfer 
process. Vaporization and condensation processes 
constantly take place in the atmosphere. If water va-
porizes in one place, it becomes colder there. The wa-
ter vapor is transported with the air to another place 
where it condenses. It becomes warmer there.

Freezing mixtures
We could see earlier that the chemical potential of a 

liquid decreases when another substance is dissolved 
in it. Salt water has a lower chemical potential than 
pure water. Hence, the entire μ-ϑ-curve of the water 
has a lower position the more salt is dissolved, Fig. 
5.20. As a consequence, the intersection of the μ-ϑ-
curves of the liquid and the solid phase moves to lower 
temperatures when salt is put into the water. This 
means that the melting point depends on whether and 
how much salt is dissolved in the water.

pump liquid

entropygaseous

entropy

Fig. 5.19  A substance is vaporized on the left. It absorbs 
much entropy in the process. This entropy is released 
during condensation on the right.

If a foreign substance is dissolved in a liquid, the 
melting temperature will decrease.

This phenomenon is used when throwing salt on 
the road in winter. The ice on the road melts although 
the temperature is below 0 °C.

The effect can also be used to create low tempera-
tures in a very comfortable way.

Mix liquid water and small pieces of ice or snow. As 
the solid and the liquid phase are in an equilibrium, 
the temperature is 0 °C. Then, add a larger amount of 
common salt and stir. The temperature will fall below 
–10 °C. By adding the salt, the chemical potential of 
the liquid water decreases. As a consequence, the ice 
melts. As more entropy is needed for this process and 
no entropy is supplied from outside, the temperature 
decreases. The temperature reduction leads to an in-
crease of the chemical potential of the salt water. The 
melting process comes to a halt when the chemical po-
tential of the salt water becomes equal to the chemical 
potential of the solid water.

Fig. 5.20  The higher the salt concentration, the lower 
the position of the μ-ϑ-curve of the water.

µ

–10 –5 0ϑ in °C

points of equilibrium

solid
liquid with much salt

liquid with salt
liquid without salt
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6  �  COUPLED CURRENTS

6.1 � One substance – several 
energy carriers

Energy is always linked to a carrier of energy. 
Hence, we have schematically displayed energy trans-
fers as shown in Fig. 6.1: an arrow for the energy and 
another one for the energy carrier. The energy carrier 
is one of the substance-like quantities
•• momentum p
•• mass m
•• amount of substance n
•• entropy S
•• electric charge Q.

So far, we have considered energy transfers in which 
only a single energy carrier plays a role, i.e. either mo-
mentum or entropy or electric charge ... The energy 
current was calculated according to one of the follow-
ing equations:
•• P = v · F
•• P = ψ · Im
•• P = μ · In
•• P = T · IS
•• P = φ · I .

We pretended that the entire process consisted ex-
clusively of the flow of two physical quantities: energy 
and one energy carrier.

In fact, we have to expect that there is more than 
just one energy carrier; that all energy carriers contrib-
ute simultaneously to the energy current, Fig. 6.2.

Energy

entropy

Energy

momentum

mass

amount of substance

entropy

electric charge

Fig. 6.1  Schematic illustration of an energy transfer: 
one arrow for the energy, one arrow for the energy 
carrier

Fig. 6.2  In general, there are several energy carriers

Then, the energy current is the sum of the expres-
sions v · F, ψ · Im, etc.:

P = v · F + ψ · Im + μ · In + T · IS + φ · I . 	 (6.1)

In fact, some or almost all summands are equal to 
zero in many cases of practical relevance. Such a sum-
mand can become zero in two ways: either because the 
current (the second factor) is zero, or because the driv-
ing force (the first factor) is zero.
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Example: heat conduction in a metal bar
There is an current of entropy, the temperature is 

different from zero. Hence, the summand T · IS in 
equation (6.1) is different from zero.

However, no mass, no momentum and no electric 
charge are flowing. That is why the summands v · F, 
ψ · Im and φ · I are zero. Actually, there is a substance 
flow because particles, the so-called phonons, are 
flowing with the entropy. Their chemical potential, 
however, is zero so that also the term μ · In does not 
contribute to the energy current either.

But there is another reason for a simplification of 
equation (6.1). To understand it, we look at the energy 
supply of an electric device, i.e. a problem that we have 
already “under control”, Fig. 6.3.

We do not only want to look at the current of the 
two physical quantities "electric charge" and "energy" 
at this point though. In the wires flows a current of 
negatively charged particles, the electrons. The elec-
trons do not only transport electric charge and energy, 
they also have mass, amount of substance, entropy and 
momentum. Consequently, an entire “bundle” of cur-
rents is connected with the current of electrons:
•• an energy current
•• a current of electric charge
•• a mass current
•• a substance current
•• an entropy current
•• a momentum current.

To calculate the energy current that flows with the 
electrons, we first need to take into account all energy 
carriers that are taken along with the flow. All sum-
mands of equation (6.1) contribute to the energy cur-
rent.

We can neglect the contribution of the mass current, 
as the mass of the electrons is very small, and the mo-
mentum current for the same reason. What remains to 
consider is the electric current (flow of electric charge), 
the substance current and the entropy current.

Now, there are two wires leading towards our elec-
tric device: the go and the return wire. Both must be 
taken into account when calculating the energy cur-
rent. For the go wire we get

P1 = φ1 · I + μ1 · In + T1 · IS

and for the return wire

P2 = φ2 · I + μ2 · In + T2 · IS

The whole energy that is released to the device is the 
difference of the go and the return energy current:

φ1, μ1, T1

φ2, μ2, T2

φ1 > φ2 μ1 = μ2 T1 = T2

Fig. 6.3  As the chemical potential and the temperature 
of the electrons in the go and return line are equal, the 
amount of substance and the entropy do not contrib-
ute to the net energy transfer.

P	= P1 – P2
	 = (φ1 – φ2) · I + (T1 – T2) · IS + (μ1 – μ2) · In	 (6.2)

But at the output of the device, the electrons have
•• the same temperature
•• the same chemical potential as at the input.

Hence,

T1 = T2
μ1 = μ2

and

P = (φ1 – φ2) · I

is what remains of equation (6.2), i.e. the well-known 
equation for the electric energy current.

Often, in one substance flow the energy is moved 
from one carrier to another. This can be seen clearly in 
the following example: the energy supply of a hydro-
electric power plant that takes advantage of a differ-
ence in altitude, i.e. a power plant in the mountains, 

A B

C D
Fig. 6.4  Between A and B, mass is the energy carrier. 
Between B and C, the energy carrier is changed. Be-
tween C and D, the energy carrier is the amount of 
substance.
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Fig. 6.4. We track the water on its way from the reser-
voir to the paddle wheel of the turbine.

As the temperature of the water remains unchanged, 
the entropy is not interesting for us. The electric charge 
does not play a role since the water is not electrically 
charged. Hence, only mass, amount of substance and 
momentum are relevant. Thus, equation (6.1) reduces to

P = v · F + μ · In + ψ · Im	 (6.3)

On the way from A to B, the velocity of the water is 
low. As the pressure is low, the chemical potential is 
low as well. Only the gravitational potential is high as 
the duct is located at a high altitude. Hence, we can 
neglect the first two terms on the right side of equation 
(6.3) in relation to the third and obtain:

P = ψ · Im

The water carries energy between A and B as its 
gravitational potential is high. The energy carrier is the 
mass.

On the way from B to C, the gravitational potential 
of the water decreases. If we set the zero point of the 
altitude to the location of the power plant, the gravita-
tional potential there is also zero. The velocity has not 
changed on the way from B to C, but the pressure and 
consequently the chemical potential has increased. 
Thus, equation (6.3) becomes

P = μ · In .

The water between C and D transports energy be-
cause its chemical potential is high. The energy carrier 
is the amount of substance.

We look at the remaining way of the water through 
the nozzle of the turbine, from D to E, in the enlarged 
view of Fig. 6.5. The water is accelerated in the nozzle. 
Its pressure decreases in the process. When it leaves 
the nozzle, the pressure has become equal to the nor-
mal ambient pressure. This can be neglected in relation 
to the pressure ahead of the nozzle.

Hence, equation (6.3) becomes

P = v · F

The water transports energy from E to F because its 
velocity is high. The energy carrier is the momentum.

On its way from the reservoir to the turbine, the wa-
ter has transported energy. In the process, the energy 
has had three different carriers. It has changed the car-
rier twice.

D E F
Fig. 6.5  Extract from Fig. 6.4. Between D and E, the 
energy carrier is changed. Between E and F, momentum 
is the energy carrier.

We can use the first of these carrier changes, the one 
between the points B and C, to derive an important 
general relationship: the chemical potential as a func-
tion of the pressure in liquids. (We have already 
learned about the respective relationship for gases: μ is 
a logarithmic function of the pressure.)

We track a portion of water with the mass Δm on its 
way from B to C. At B, it transports the energy

ΔE = ψ · Δm = g · h · Δm
(The gravitational potential is ψ = g · h.)

When it arrives at point C, it carries the same ener-
gy, which is calculated as follows:

ΔE = μ · Δn

We equate the two energy values:

g · h · Δm = μ · Δn

and move the chemical potential to the left side:

.
m

g h
n

�
�

�
� � �

We use the equation for the gravitational pressure 
to replace the altitude h by the pressure p. The gravita-
tional pressure is

p = ρ · g · h

We also replace ρ by Δm/ΔV.

( )
V m

p p
m n

� �
�

� �
� � �

After canceling Δm, we obtain:
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The chemical potential for liquids is proportion-
al to the pressure. The proportionality factor is the 
molar volume ΔV/Δn.

Exercises
1. Which substance-like quantities flow together with the 

water that drives a water mill? Which of these quantities 
is responsible for the energy transfer to the water wheel? 
Why do the other quantities not play a role?

2. Which “engine” discharges energy from the water so that 
only the velocity of the water changes? (There are such 
machines. If you do not know them, please try to invent 
them.) Which one is the pertinent energy carrier?

3. For the compressed air machine in chapter 4.5, only the 
chemical term (μ1 – μ2) · In had to be considered to calcu-
late the exchanged energy. Why?

4. A pump presses 12 liters of water per second into a water 
supply network with an excess pressure of 4.5 bar. How 
much energy does the pump consume per second? (Cal-
culate the substance flow as well as the chemical poten-
tials at the input and the output of the pump first.)

6.2 � Several driving forces
To make a current flow while being hampered by a 

resistance, we need a driving force.
The electric potential difference is a driving force 

for an electric current; a temperature difference is a 
driving force for an entropy current, etc.

But what type of driving force is needed to drive a 
whole bundle of such currents? Let’s look at water 
again. Water comes with mass, amount of substance, 
entropy and momentum as energy carriers. To move 
the water current, we can now “pull” at any of these 
quantities, or at least we can try. If we use, for example, 
the mass, Fig. 6.6a, it works: the water flows down the 
mountain because a gravitational potential difference 
pulls at the mass of the water. Or we use the amount of 
substance, which works as well, Fig. 6.6b: the water 
flows from the left, where the chemical potential is 
high (because the pressure is high) to the right, where 
it is low. Let’s also try with the entropy, Fig. 6.6c. Al-
though the temperature difference causes an entropy 
current, the latter simply flows through the water 
without carrying the water along.

This example shows that the different substance-
like quantities are coupled with each other more or less 
strongly. The coupling between amount of substance 

Fig. 6.6  (a) A gravitational potential difference pulls at 
the mass of the water. (b) A chemical potential differ-
ence pulls at the amount of substance of the water. (c) 
A temperature difference does not cause a water cur-
rent.

ψ high

water current

ψ low

 p high � μ high
water current

 p low � μ low

T high T low

no water current

a)

b)

c)

and mass is tight. The mass of the water cannot move 
without carrying along the amount of substance. The 
entropy, in contrast, can simply “slide away” through 
the mass and the amount of substance. There seems to 
be no coupling. We will see later that there is also in 
this case a slight coupling. However, it is much weaker 
than the one between mass and amount of substance. 
For charged substances, such as electrons and ions, the 
coupling between amount of substance and electric 
charge is also tight.

We look at a concrete example. In a central heating 
system, entropy must be transported from the boiler 
to the radiators. Therefore, the water in the boiler is 
heated, i.e. it is charged with entropy. Then, the water 
must get to the radiators. This is ensured by means of a 
pump. The pump creates a pressure difference and 
hence a chemical potential difference. The latter act on 
the amount of substance and drives the water through 
the pipes. Entropy is taken along in the process. It 
would not be carried if there were no (i.e. not even a 
weak) coupling between amount of substance and en-
tropy. As the coupling is weak, the entropy can be eas-
ily charged upon the water in the boiler and subse-
quently discharged it in the radiators.
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6.3 � Equilibria
Common equilibria

The equilibria we have seen so far were always as-
sociated with two partial systems A and B.

Whenever there is a heat-conducting link between 
two bodies A and B, there is a current of entropy until 
the two temperatures A and B have become equal. The 
state, which is reached in that case, is called thermal 
equilibrium.

Accordingly, we have defined what is meant by elec-
trical and chemical equilibrium: the state in which two 
electric potentials or two chemical potentials have be-
come equal.

However, we do not need to limit ourselves to two 
temperature values, electric potential values or chemical 
potential values. The bar from Fig. 6.7a has a different 
temperature at each point x. If we leave it up to itself for 
a while, the temperatures will become equal. At the end, 
all temperature values will be equal, Fig. 6.7b. There is a 
thermal equilibrium among all parts of the bar.

thermal equilibrium: T(x) = const

In the same way we can generalize the definition of 
the chemical and the electric equilibrium:

chemical equilibrium: μ(x) = const
electric equilibrium: φ(x) = const

Also the gravitational potential tends to balance in 
such a way that an equilibrium results. We call it gravi-
tational equilibrium.

gravitational equilibrium: ψ(x) = const

The gravito-chemical equilibrium
Defining the different equilibria, we have neglected 

that the different substance-like quantities are coupled 
to each other. This was allowed in the examples that we 
have seen. However, there are processes in which this 
coupling impacts on the formation of an equilibrium 
in a peculiar way.

Fig. 6.8 shows a recipient with water: a vertical pipe 
closed at the bottom. Why does the water in the pipe 
not flow to the top, being the pressure at the bottom 
higher than at the top? We could dismiss this question 
as nonsense. But the answer would still be missing. 
Bear in mind that we believe in the general validity of 
the physical laws.

The question can simply be answered with a second 
question: why does the water in the pipe not fall down, 

100 °C     50 °C      20 °C  5 °C

42 °C      42 °C      42 °C     42 °C     42 °C    42 °C

a)

b)

Fig. 6.7  (a) The bar has a different temperature at each 
point x. (b) After a while, the temperature is equal at all 
points.

 μ high � ψ low

 μ low � ψ high

Fig. 6.8  The chemical potential difference drags each 
portion of water to the top; the gravitational potential 
drags it to the bottom. The overall driving force is zero, 
there is gravito-chemical equilibrium.

being the gravitational potential higher at the top than 
at the bottom.

You see that both questions together provide the 
answer. Two driving forces are pulling at the water: the 
chemical potential difference pulls it to the top, the 
gravitational potential difference to the bottom. Both 
driving forces compensate each other. Each portion of 
water is neither in chemical nor in gravitational equi-
librium. It is in a state of equilibrium that arises from 
the common action of gravitation and a chemical driv-
ing force. We say that the water is in the gravitochemi-
cal equilibrium.

For the gravito-chemical equilibrium, we can for-
mulate a condition in the same way as we did for the 
simple equilibria at the beginning of this section:

Gravito-chemical equilibrium: 
μ(x) + M · ψ(x) = const

On the left side of the equation, there is essentially 
the sum of the chemical potential and the gravitational 
potential.

The factor M = m/n, the molar mass, ensures that the 
measuring units of the two summands become equal.
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We apply the condition for the gravito-chemical 
equilibrium to the atmospheric air. Therefore we as-
sume that the temperature is the same throughout the 
atmosphere. (This assumption is not very realistic. As 
we know, the temperature decreases towards higher 
altitudes. Nevertheless, the result is pretty good.)

We call the position coordinate h and formulate the 
equilibrium condition as follows:

μ(h) + M · ψ(h) = μ(h0) + M · ψ(h0)

Here, h0 is the altitude value of the surface of the 
Earth. For the gravitational potential we insert

ψ(h) – ψ(h0) = g · (h – h0)

and for the chemical potential

0 0
0

( ) ( ) ( ) ( ) ln ph h p p R T
p

� � � �� � � � � �

We obtain

0
0

ln ( )pR T M g h h
p

� � � � � � �

Division by R · T results in

0

0

( )ln .M g h hp
p R T

� � � �
�

�

Now, we insert the left and the right side as an argu-
ment in the exponential function (we calculate “e to 
the power of the left side is equal to e to the power of 
the right side”):

0
0

( )ln
.

p M g h h
p RTe e

� � � �
��

Since the left side becomes p/p0 we get:
0( )

0
.

M g h h
RTp e

p

� � � �
��

Now we take advantage of the fact that the zero 
point of the altitude coordinate can be chosen freely. 
We define the surface of the Earth to be the zero point 
of the altitude. Hence,

h0 = 0 .

In addition, we multiply the last equation with p0 
and finally obtain our result

0

M g h
RTp p e

� � �
�� �

The atmospheric pressure decreases exponen-
tially with the altitude.

Fig. 6.9 shows the graph of p(h).

The electro-chemical equilibrium
Fig. 6.10 shows two electric conductors that are in 

contact with each other. The one on the left is made of 
copper, the one on the right of aluminum. There are 
freely moving charge carriers in both conductors: the 
electrons.

Now, the chemical potential of the electrons in the 
two different environments is different, see Table 6.1: 
in the copper, it is approximately 15 kG lower than in 
the aluminum. But shouldn’t be there a current of elec-
trons from right to left, from aluminum to copper in 
this case?

Exactly this happens in the moment in which the 
copper is brought in contact with the aluminum – 
however, the current only flows for a very short time. 
As electrons flow from the originally neutral alumi-
num to the originally neutral copper, both metals are 
being electrically charged – the copper negatively, the 
aluminum positively. This, in turn, creates an electric 
potential difference, which pulls the electrons in the 
opposite direction of the chemical potential difference. 

Fig. 6.9  The atmospheric pressure as a function of the 
altitude.

copper aluminium

 μCu < μAl
 φCu < φAl

Fig. 6.10  The chemical potential of the electrons is 
lower in the copper than in the aluminum. Electrons 
flow from the aluminum to the copper until the electric 
driving force is balanced with the chemical driving 
force.

p

h

p0
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Electrons only flow from the aluminum to the copper 
until the emerging electric driving force is balanced 
with the chemical one. Although there is an electric 
voltage, no electric current is flowing. This type of 
electric voltage is called contact voltage.

Hence, a state of equilibrium results that is due to 
the combination of an electric and a chemical driving 
force. We can say that the electrons are in an electro-
chemical equilibrium.

Again, we can establish an equilibrium condition.

Electro-chemical equilibrium:
μ(x) + q · φ(x) = const

On the left side, there is essentially the sum of the 
chemical and the electric potential.

The factor q = Q/n, the molar charge, ensures that 
the measuring units of the two summands are equal.

q is closely related to a physical quantity that you 
might know from chemistry class.

We look at an electrically charged substance whose 
particles carry a positive elementary charge, e.g. H+ 
ions. For this substance, we have

19

24

elementary charge
elementary amount
1.60 10 C 96500 C/mol.

1.66 10 mol

q

�

�

�

�
� �

�

This constant is called

Faraday constant: F = 96 500 C/mol

For substances whose particles carry one negative 
elementary charge, such as electrons, we have

q = –F,

for substances whose particles carry 2 (positive) ele-
mentary charges, we obtain

q = 2 F

etc. In general, we can write

q = z · F

where z is a positive or a negative integer that indicates 
how many elementary charges are carried by the par-
ticles.

For electrons, z = –1, for H+ ions, z = +1 and for 
Ca2+ ions, z = +2.

μ in kG

Cu 0
Na 198
Mg 73
Al 14.4
Fe 8.68
Zn 15.4
Ag 9.65
Pb 38.6

Table 6.1  Chemical potential of electrons in different 
metals

We write the condition for the electro-chemical 
equilibrium by using the Faraday constant:

μ(x) + z · F · φ(x) = const	 (6.4)

By means of this relationship, we can calculate the 
electric potential difference between two bodies that 
are in contact with each other, provided that we know 
the chemical potential difference.

Exercises
1. Describe a process in which μ(x) = const is established.
2. Describe a process in which φ(x) = const is established.
3. Describe a process in which ψ(x) = const is established.
4. Also, a motion equilibrium can be defined. What is the 

condition? Describe a process in which this equilibrium 
establishes.

5. Verify the validity of the condition for the gravito-chemical 
equilibrium in liquids. Use the formula for the dependence 
on pressure of the chemical potential at the end of section 
6.1 as well as the equation for the hydrostatic pressure.

6. Sketch the atmospheric pressure as a function of the alti-
tude. How does the graph p(h) change for an atmosphere 
on another planet? (Assume that the pressure on the 
ground is the same as on Earth.) What would the graph 
look like if the atmosphere consisted of pure CO2? (As-
sume again that the pressure on the ground is the same.) 
How does the graph change when the temperature in-
creases? Answer these questions in a qualitative way.

7. Calculate the atmospheric pressure in an altitude of 
4000 m.

8. Table 6.1 contains the chemical potential of electrons in 
different metals. The zero point of the chemical potential 
was set in a way that μ = 0 for copper. Calculate the con-
tact voltage between a piece of copper and a piece of so-
dium that are in contact with each other. Calculate the 
voltage between aluminum and lead.

9. Someone proposes a perpetuum mobile: a body made of 
copper and a body made of aluminum are brought in 
contact with each other. An electric contact voltage 
emerges between the two. Now, a small lamp is connected 
between the bodies. The lamp – as they say– will light up.
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6.4 � Thermoelectric energy 
exchangers

Whereas the amount of substance n, the mass m 
and the electric charge Q are tightly coupled to one an-
other, the entropy can “slide” over the other quantities. 
But this does not mean that there is no coupling at all. 
It is coupled to mass and amount of substance – just 
not very firmly. The same is true for momentum. There 
are many phenomena that are based on such loose 
couplings. We will take a closer look at one of them: 
the thermoelectric effect.

An electric conductor is heated on one end and 
cooled on the other, Fig. 6.11. As a consequence, an 
entropy current flows from hot to cold. This entropy 
current is, albeit weakly, coupled to the electrons. It 
seeks to carry along the electrons together with their 
electric charge, mass and amount of substance.

The process can also be imagined as follows, Fig. 
6.12: you are sweeping a somehow rough floor. The 
broom carries the dirt, but not completely. The “broom 
current” and the “dirt current” are coupled to each 
other, but the coupling is loose. Hence, you need to 
move the broom over the floor several times in order 
to remove all the dirt. Do you see the analogy? Broom 
↔ entropy and dirt ↔ electric charge.

What will happen in the case of our electric con-
ductor? The entropy first carries the electric charge to 
a certain extent. However, this leads to the creation of 
an electric potential difference between the ends of the 
conductor, which acts as a counter-driving force for 
the electrons. When thermal and the electric drive be-
come equal, which happens after a very short time, the 
electrons stop moving. The entropy, in turn, continues 
to flow as it is not firmly coupled to the electrons.

We try to make something useful of this phenome-
non: a source of electric energy. We could think that 
connecting two wires to both ends of the conductor 

T high
slight positive charge

entropy current
no electric current

T low
slight negative charge

Fig. 6.11  An entropy current flows from left to right. 
While it “slides over the electrons”, it slightly drags 
them to the right: the bar is charged negatively on the 
right end, and positively on the left end. Fig. 6.12  The broom is only loosely coupled to the dirt. 

This is why it needs to be moved over the floor several 
times.

A

A

A

iron

iron

copper copper

copper

Fig. 6.13  (a) The electric circuit is closed. Does the lamp 
light up? (b) Electric circuit without a lamp. Both in the 
lower and in the upper arm of the electric circuit the 
electrons are driven to the right. There is no driving 
force that pushes the electrons in a circular direction. 
(c) The coupling between entropy and electric charge is 
stronger in iron than in copper. The electrons are car-
ried along in a clockwise direction. (d) The lamp lights 
up.

a)

b)

c)

d)
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cooling heating
iron

copper

that lead, for example, to a lamp would be sufficient to 
light up that lamp, Fig. 6.13a. Really?

First, we remove the lamp from the electric circuit, 
Fig. 6.13b, to obtain, a shorted electric circuit in which 
there should be an electric current – that at least is 
what we expect. However, this does not happen at all. 
In the lower connection B the same happens as in the 
upper connection A: the entropy tries to drag along 
the electric charge from left to right, i.e. from the hot 
to the cold end. In both parts A and B of the electric 
circuit, we have a driving force from hot to cold. The 
driving force in A tries to move the electrons in the 
electric circuit in a clockwise way. In B it tries to move 
them in a counter-clockwise direction. The two effects 
compensate themselves. The electrons gather a bit on 
the cold end but are not moved in a circular direction. 
Hence, our invention does not work.

But it takes only a little bit more to make it work. We 
only have to make the connections A and B of different 
metals, e.g. A of iron and B or copper, Fig. 6.13c. The 
driving forces in A and B are not equally strong any-
more because the coupling of the entropy to the electric 

charge is now different in the two materials. In our case, 
it is almost ten times stronger in the iron than in the 
copper. The entropy drags the electrons in the iron part 
of the way more strongly than in the copper part. The 
drag in the iron wire “wins” over that in the copper wire. 
The electrons move in a clockwise direction.

In case you have not yet fully understood this prob-
lem, please look at the comparison from Fig. 6.14. A 
closed rope is hanging on a roll. You try to set the rope 
in motion by letting your hands slide over the rope 
from the top to the bottom. You pull on both sides 
with the same effort. As you are pulling simultane-
ously on the left and on the right with the same force, 
the rope does not move.

Now, make the coupling between the hand and the 
rope different on the two sides by pulling a bit more 
strongly on the right. The drag effect by the right hand 
is now stronger and the rope starts moving in a clock-
wise direction.

Do you see the analogy? Hands ↔ entropy and 
rope ↔ electric charge.

The transportation effect between entropy and elec-
tric charge is called thermoelectric effect; the mecha-
nism from Fig. 6.13d is called thermocouple.

The voltages that are created with a thermocouple, 
however, only amount to a few mV. To actually light up 
a lamp, many thermoelements need to be connected in 
series.

The thermocouple is an energy exchanger, Fig. 
6.15a. The energy flows in with entropy and comes out 
with electric charge.

The device also works in the reverse direction, Fig. 
6.15b: if an electric current is led through an electric 
circuit that consists of two parts of different materials, 
Fig. 6.16, one of the contacts will warm up and the 
other one will cool down. Hence, the arrangement 
works as a heat pump.

Thermocouples have some advantages in relation to 
other thermoelectric energy exchangers: they are easy 
to produce and they are robust. An important disad-
vantage is their low efficiency. They only reach 10 %.

Fig. 6.14  The character pulls the rope with his hands on 
the right and on the left side. (a) The drag effect is 
equal on the right and on the left, the rope does not 
move. (b) On the right, the drag effect is stronger. The 
rope moves in a clockwise direction

Energy thermo-
couple

entropy

Energy

electric charge

Energy inversion
of thermo-

couple

entropy

Energy

electric charge

a)

b)

a) 		  b)

Fig. 6.16  The electric current tries to drag along the 
entropy. The coupling is stronger at the top than at the 
bottom. On the right contact, the entropy accumulates; 
from the left contact, the electron current pull entropy 
away.

Fig. 6.15  The thermocouple (a) and its inversion (b) as 
energy exchangers.
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The major application of the thermoelectric effect 
in the direction that is illustrated in Fig. 6.15a can be 
found in sensors for thermometers: one of the contacts 
is located on the ambient temperature that is assumed 
to be known, the other contact is the actual sensor. A 
great advantage compared to other thermometers is 
the fact that such a contact of two wires is resistant to 
very high and also very low temperatures.

There are also applications for the reverse version, 
Fig. 6.15b. The thermoelectric effect is used for cool-
ing. If only a light cooling effect is required, the unfa-
vorable efficiency can be disregarded. The advantage is 
that the device needs is cheap, works silently and with-
out requiring any care.

Exercise
1. There are electric conductors whose charge carriers are 

positively charged. (They are the so-called defect elec-
trons that you might have already seen in another occa-
sion.) This fact can be used to build better thermocoou-
ples than the ones described in the text. Why?

6.5 � Electrochemical energy 
exchangers

Electrochemical cells are devices that transfer the 
energy from the carrier amount of substance to elec-
tric charge, or from electric charge to amount of sub-
stance, Fig. 6.17. They exist in countless versions with 
different names. If such a cell works as shown in Fig. 
6.17a, it is called electrolytic cell. When working as in 
Fig. 6.17b they are called battery or fuel cell, etc. Some 
of these devices are operated in one or the other direc-
tion in an alternating way. An example is the storage 
battery in the car.

All these devices or “cells” have a slightly different 
structure. The essence of their functioning, however, is 
the same in all cases. In the following, we try to under-
stand it by means of a system that is hard to realize for 
technical reasons but that provides a clear illustration 
of the functional principle.

This cell uses the chemical potential difference 
through which of a gas –in our case hydrogen– when it 
expands, Fig. 6.18.

In one reservoir, there is hydrogen at a high pres-
sure such as 10 bar. In a second one, the hydrogen 
pressure is 1 bar.

On its left end, the cell has an input for the hydro-
gen at a high pressure, and an output for the hydrogen 
at a low pressure on its right end. Due to the pressure 

Energy electrolytic
cell

amount of substance

Energy

electric charge

Energy

gg

battery,
fuel cell

Energy

electric chargeamount of substance

a)

b)

Fig. 6.17  Electrolytic cell (a) and battery (b)

H2
10 bar

H2
1 bar

H+, e− H+, e− H+,
SO4

− 

platinum electrodes electrolyte

Fig. 6.18  Electrochemical cell. The chemical potential of 
the hydrogen is in the left reservoir higher than in the 
right one.

difference and hence the chemical potential difference, 
the hydrogen tries to flow through the cell. However, it 
is hampered in this attempt.

Behind the input, there is a platinum wall, a so-
called electrode. A similar electrode is located at the 
side of the output.

One characteristic of platinum is its ability to ab-
sorb hydrogen. There is not enough space for the rela-
tively large hydrogen molecules between the platinum 
atoms, but the hydrogen molecules disintegrate into 
electrons and protons as soon as they enter, and these 
particles can move relatively freely in the platinum.

Between the platinum electrodes there is an acid, 
e.g. sulphuric acid, and this acid is not permeable for 
the hydrogen, at least not without a trick. We need to 
consider the following property of acids:

Acids are conductors for protons and insulators 
for electrons.

The hydrogen tries to move from the left to the 
right. Each hydrogen atom contains one proton and 
one electron. In the platinum, the proton and the 
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electron are separated from each other. The electrons 
cannot penetrate the acid. But could not at least the 
protons follow the chemical driving force and flow to 
the right? In fact, something that we already know 
will happen: at the very beginning, a small amount of 
protons will flow through the acid from the left to the 
right platinum electrode. An electrical potential dif-
ference emerges in the process that works as a driving 
force for the protons in the opposite direction. After 
a very short time, the two driving forces neutralize 
each other and the current of protons stops. There is 
electrochemical equilibrium for the protons. This 
means that the electric potential of the left half of the 
platinum electrode is lower than that of the right 
side.

Now it is easy to find a way from the left to the right 
for the electrons as well: we only need to connect the 
platinum electrodes with a copper wire.

Most metals are conductors for electrons and in-
sulators for protons.

(We have just seen platinum as an exception; it con-
ducts both electrons and protons.)

This current of electrons can be led through any de-
vice that consumes electric energy, Fig. 6.19.

We could also have connected the two hydrogen 
reservoirs by a turbine. Then, the energy, that corre-
sponds to the chemical potential difference, would 
have been tapped by the turbine, Fig. 6.20.

In fact, we have realized the hydrogen transfer from 
left to right in a different way: we led the two compo-
nents of the hydrogen – protons and electrons – on 
different paths and tapped the energy in the wire.

However, the cell described in this section does not 
work well in practice as the platinum is not as good as 
a conductor for the protons as we have assumed.

A cell that is very similar to ours is the concentra-
tion cell. It uses the chemical potential difference of 
dissolved substances with different concentrations. 
Although concentration cells work, they have a very 
bad efficiency. The very good cells – car batteries, 
most cells in electric and electronic devices – take ad-
vantage of more complicated chemical reactions. A 
chemical reaction is also driven by a chemical poten-
tial difference. These cells are arranged in a way that 
the reactants are physically separated from each oth-
er. They can only come together if one of the sub-
stances is decomposed into electrons plus ions in or 
at an electrode. The ions go through the electrolyte, 
the electrons through the wire of the external electric 
current.

M

Fig. 6.19  The electric circuit is closed.

H2
10 bar

H2
1 bar

Abb. 6.20  The chemical potential difference can be 
used directly to drive a turbine.

It is not difficult to calculate the electric voltage that 
is created by our hydrogen cell. We look at the cell in a 
circuit that is not closed. The protons are then in elec-
tro-chemical equilibrium and we can apply equation 
(6.4). The sum

μ + z · F · φ

must have the same value for the left and the right plat-
inum electrode:

μleft +  z · F · φleft = μright + z · F · φright

We name the potential differences

μleft – μright = Δμ, φleft – φright = Δφ

We obtain

.
z F
���� � �
�

According to our logarithmic formula, the chemical 
potential difference is

0
ln .pR T

p
�� � � �

With p = 10 bar, p0 = 1 bar, R · T = 2500 G, z = 1, F = 
96500 C/mol we get Δφ = 0.06 V .

Exercise
1. The hydrogen cell that we analyzed as an example creates 

a disappointingly low voltage. What would the pressure 
in the reservoir have to be to create a voltage of 1 V?
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7  �  THERMAL RADIATION

7.1 � Light has entropy
A hot body, e.g. a metal block, cools down by itself, 

its entropy flows to the environment – to the ambient 
air and to the surface on which it is located. We would 
now like to try to prevent this cooling process. We 
could think that this is very easy: we put the block into 
the vacuum, Fig. 7.1. There, the entropy could no lon-
ger escape through the air. In addition, we suspend it 
with thin threads that are only an insignificant thermal 
leak.

We make a peculiar observation: in spite of our pre-
cautionary measures, the vacuum jar starts to feel 
clearly warm and the block cools down (what we can 
experience as soon as we take it back out). In other 
words: both the entropy and the energy of the body 
have decreased. As neither one nor the other physical 
quantity can be annihilated, both must have escaped 
somehow from the block.

If you have doubts and think that the suspension is 
not perfectly heat-insulating: in principle, the block 
could also be brought into the outer space. Even there 
it would cool down.

Consequently, the entropy and the energy currents 
must be able to cross the vacuum by some invisible 
connection or by means of an invisible carrier. We dis-
cover what this carrier is when we heat up the block a 
bit more, i.e. as much as to make it glow. When it 
glows, it sends out what we all know: light. And light 
can go through the vacuum very well. By the way, it 
also traverses the 150 million kilometers between the 
Sun and the Earth, almost without any losses. But also 
when the temperature of the hot body is lower, so that 

Fig. 7.1  A body is suspended in the vacuum. Although 
there is practically no heat-conducting connection to 
the environment, it cools down quickly.

vacuum

to the vacuum pump

G

it does not glow yet, it sends out some type of light, i.e. 
infrared light – electromagnetic radiation whose 
wavelength is longer than that of the visible light. We 
conclude that electromagnetic radiation has also en-
tropy besides energy (we already knew that) – at least 
under the conditions of our experiment.

In fact, it is correct to make this restriction. You 
have probably already learned something about elec-
tromagnetic waves in the context of electrodynamics. 
But entropy was never mentioned there. The electro-
magnetic fields, that we analyzed in electrodynamics, 
were only a tiny selection of fields: they were very sim-
ple and their entropy content was zero. Hence, no 
wonder that we could not notice any entropy.

Electromagnetic fields (generally) contain en-
tropy.
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7.2 � The light gas – thermal 
radiation

The plane sine wave is a particularly simple state of 
the electromagnetic field. As it carries no entropy, 
though, it is not interesting in the context of thermo-
dynamics. There is another very simple state of the 
electromagnetic field, which is especially suitable for 
thermodynamic activities: the light-gas. It is, in turn, 
not very interesting in relation to electrodynamics 
since the distribution of the field strength is too com-
plicated. The light-gas is important because we come 
across it very often in everyday life. To get an under-
standing of what a lightgas is, we should start with a 
thought experiment: we create a lightgas under very 
simple, albeit somehow unrealistic conditions.

But let’s first get back to the common material gas. 
If we say of such a gas, which should be located in a 
recipient, that it has the temperature T and the pres-
sure p, we assume that all parts of the gas are in ther-
mal and in chemical equilibrium with each other. Such 
an internal equilibrium emerges in a material gas very 
quickly and by itself.

Imagine that there are molecules in a recipient that 
are all moving with the same speed in the same direc-
tion, Fig. 7.2a. These molecules, of course, are not in an 
internal equilibrium. After a very short time, their 
movements will get into a muddle, though: the mole-
cules move in all directions, they have the most differ-
ent velocities, and the whole space of the recipient is 
filled evenly, Fig. 7.2b. The internal equilibrium has 
established. The molecules form a gas. Prior to this, we 
might have said that they form a beam.

Back to the light. We would like to fill light into a 
recipient. To be able to store it, the inner sides of the 
wall of the recipient must be ideally mirrored. Real 
mirrors are not an option because every real mirror 
absorbs a small portion of the light. After a short time, 
the light would have made so many reflections that 
nothing would be left of it anymore.

However, there is a problem: in our mirror box, no 
internal equilibrium can establish as the light particles 
(the photons) –in contrast to the molecules of a mate-
rial gas– exchange almost no energy and no momentum 
among each other. They penetrate each other undis-
turbed. But there is a simple solution, at least in our 
thought experiment: we put a very small body K, which 
can absorb and emit photons of all frequencies, in the 
recipient. This small body ensures the formation of the 
internal equilibrium of the light. The body K should be 
small so that its entropy content can always be neglected 
in relation to the entropy content of the light.

Fig. 7.2  (a) The molecules are not in an internal equilib-
rium. (b) After a short time, equilibrium has estab-
lished.

a)		   b)

Now we can make the same observation as for the 
material gas. We imagine that we bring light into a box. 
This light has a uniform direction and a single wave-
length, Fig. 7.3a.

Light is absorbed and emitted by the small body K. 
The emitted light, however, has a different direction 
and a different wavelength than the absorbed light. 
Hence, the light in the box will spread in all directions, 
to all places and wavelengths after a very short time, 
Fig. 7.3b, and finally remain in this state. It will remain 
evenly spread to all directions, it will continue to fill 
the entire box, and – most remarkably – its spectrum 

a)		   b)

Fig. 7.3  (a) The photons are not in an internal equilib-
rium. (b) After a short time, the equilibrium has estab-
lished.

Fig. 7.4  Spectra of the light-gas for 4 different tempera-
tures of the light source. Vertical axis: energy current 
density per frequency interval. Horizontal axis: fre-
quency in units of 1012 Hz

0 40 12080 160
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will not change anymore. It has now a uniform tem-
perature, i.e. the same as body K. As soon as this is the 
case, K is no longer needed. The light that it emits and 
the one it absorbs are now equal.

The spectrum of the light-gas only depends on the 
temperature of the light, but not on the size or shape of 
the recipients. Figures 7.4 and 7.5 show the spectrum 
for different temperatures.

To examine light, it is convenient to use a light ray 
or a light beam. For this purpose, only a hole needs to 
be opened in the wall of the box so that the light can 
escape. Such light is called thermal radiation.

Light-gas in a recipient:
•• The light is spread evenly in the entire recipient.
•• The light rays are evenly spread in all directions.
•• The spectrum only depends on the temperature 

of the light.

From our thought experiment you might conclude 
that a light-gas and thermal radiation are something 
very rare and very artificial since there are no boxes 
with ideally mirrored walls in reality.

In fact, however, thermal radiation can also be pro-
duced under more realistic conditions.

One possibility to create a light-gas with a uniform 
temperature is shown in Fig. 7.6.

Again, we have a recipient, but this one has walls 
that can absorb light of all wavelengths and that have a 
uniform temperature. In such a recipient, there is a 
light-gas that has the same temperature as the walls. 
While the photons in the light-gas of the thought ex-
periment from Fig. 7.3b move back and forth in the 
box, they are constantly absorbed by the walls here, 
and the walls emit new photons that have the same 
spectrum as the absorbed ones so that the gas is not 
affected by the absorption and emission process.

There is also thermal radiation escaping from this 
box in case there is a hole. However, thermal radiation 
can also be created in an even easier way. Thermal ra-
diation is constantly absorbed by the inner wall of the 
box from Fig. 7.6, and the same radiation is emitted. 
Hence, this means that a wall or the surface of a body, 
that can absorb light of all wavelengths and that has a 
uniform temperature, also emits thermal radiation, 
Fig. 7.7. Such thermal radiation is a very common sub-
stance: many bodies emit thermal radiation when they 
glow. The filament of a light bulb, the glowing coal in 
the barbecue, the flame of a candle, but also the Sun 
and the stars emit thermal radiation.

We would now like to highlight the results of our 
observations:

0 200 600 800400 1000

j   per frequency intervalE

infrared visible ultraviolett

f  in 10   Hz12

2500 K

4000 K

5800 K 

5000 K

Fig. 7.5  Spectra of the light-gas for 4 different tempera-
tures of the light source. The upper curve is equivalent 
to the sunlight (5800 K), the other one to a light bulb 
(2500 K).

300 K

300 K

Fig. 7.6  The light-gas in this recipient has the same 
temperature as the walls.

Fig. 7.7  The surface of a body, that can absorb light of 
all wavelengths, emits thermal radiation.

In each recipient, whose walls absorb light of all 
wavelengths, there is a light-gas.

A body, that can absorb light of all wavelengths 
and that has a uniform temperature, emits thermal 
radiation.

We would now like to take a look at the spectra of 
thermal radiation, Fig. 7.4 and 7.5.

1. They are continuous spectra, i.e. the light con-
tains contributions of all frequencies, albeit not the 
same amounts for the different frequency intervals. 
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The spectrum has a single maximum (in contrast to 
the spectra of fluorescent tubes that have many sharp 
peaks).

2. We compare the spectra of light sources with dif-
ferent temperatures: with a increasing temperature, 
the maximum shifts to higher frequencies. We find:

(7.1)11
max

Hz0.588 10
K

f T� �

Thus, the frequency that corresponds to the maxi-
mum of the spectrum is proportional to the tempera-
ture. Therefore, the temperature of the body can be 
read from the spectrum of the emitted light.

3. The energy current density jE, i.e. the energy that 
is emitted per time interval and per area, increases 
strongly with the temperature. (The areas below the 
curves are an appropriate measure.) We obtain 

jE = σ · T4

with

σ = 5.67 ·10–8 W/(m2 · K4)

We get a clear view of the implications of these laws 
by heating up a spike in the Bunsen burner flame. The 
spike glows red at moderate temperatures. With an in-
creasing temperature, we can observe the following:
•• The brightness increases strongly.
•• The color of the light changes from red over yellow 

and orange to white.

The spectrum of thermal radiation only depends 
on the temperature of the light source. The energy 
current increases with T4. The position of the max-
imum of the spectrum on the frequency axis is pro-
portional to the temperature.

Exercise
1. Calculate the frequency of the maximum of the spectrum 

of thermal radiation that comes from a light source with 
a temperature of 500 K. Compare with Fig. 7.4. What is 
the wavelength of the light that corresponds to the maxi-
mum?

7.3 � Emission and absorption, 
black bodies

We come back to a remark from the previous sec-
tion that you might have considered as somehow sec-

ondary. To emit thermal radiation, a body must be able 
to absorb light of all frequencies (or equivalently all 
wavelengths). What does this mean?

Each photon with the frequency f0 has an energy of 
h · f0. Here, h is the Planck constant:

h = 6.6262 · 10–34 Js.

To be able to absorb light with the frequency f0, 
there must be a state that has the distance h · f0 from the 
ground state on the energy ladder, Fig. 7.8. However, if 
that is the case, it can also emit light of this frequency.

If the system (an atom, a molecule or a solid body) 
is in the ground state and if a suitable photon comes 
along, the photon is absorbed and the system passes 
into the excited state. If the system is in the excited 
state, it can return to the ground state through emis-
sion of a photon.

A system that is able to absorb photons of the 
frequency f can also emit photons of the frequency 
f.

If a body can absorb light of all frequencies, it can 
also emit light of all frequencies.

To emit thermal radiation, a body must be able to 
absorb light of all frequencies. It may seem that this 
condition is never fulfilled because each body absorbs 
(and emits) only light of certain frequencies or fre-
quency ranges. In fact, however, the condition does 

Fig. 7.8  Different energy ladders. The system with the 
energy ladder (a) can absorb and emit photons with 
the energy h · f0. The system with the energy ladder (b) 
cannot.

energy

ground state

h·f0

energy

ground state

h·f0
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not to be taken as seriously as it is formulated here. In 
practice, a body only has to absorb in the spectral 
range in which the spectral function of Fig. 7.4 and 
Fig. 7.5 is clearly different from zero. This range varies 
depending on the temperature.

Glowing bodies
If a body can absorb at all wavelengths of the visible 

light, it starts to glow in red at approximately 525 °C. 
At approximately 1000 °C, the emitted light is yellow 
and from 1200 °C it is white. Hence, one can tell the 
temperature of a glowing body just by looking. The 
filament of a light bulb has a temperature of approxi-
mately 2500 °K. Fig. 7.5 shows that most of the light is 
infrared light at that temperature. This explains why 
light bulbs have such a bad efficiency .

We have concluded that a body only emits light that 
it can also absorb while it is heated up. Substances that 
are transparent or white do not absorb any light in the 
visible spectral range. Hence, they cannot emit in the 
visible spectral range either. Logically, they are expect-
ed not to glow either.

Put small samples of different materials in a hot 
flame that shines only slightly, e.g. the flame of a pro-
pane burner as it is used for brazing, Fig. 7.9. We rec-
ommend to try it with the following materials: iron, 
coal, silicon, white gravel stones, black gravel stones, 
silica glass, sapphire. Most of the samples glow. The 
piece of sapphire and the silica glass, in contrast, do 
not glow. The reaction of the white gravel stone de-
pends on its degree of purity. If it is very white and 
pure, it does not glow. Possibly, some parts of it are 
contaminated. Those parts will glow.

Infrared radiation
Back to the absorbing materials. Even if the tem-

perature of a body is not high enough to make it glow, 
it emits thermal radiation. In that case, practically the 
whole spectrum is in the infrared range and the radia-
tion is invisible. But it can be felt. You certainly know 
some examples for this phenomenon. If you hold your 
hand over an active hotplate or closely to the bottom of 
an iron, you feel the infrared radiation. Also, a iron 
oven emits its entropy with thermal infrared radiation, 
Fig. 7.10.

Some ovens are built in a way to release as much 
entropy as possible through radiation; other oven 
types aim at spreading a maximum of entropy with hot 
air in the room to be heated by means of convection. 
The same applies for radiators of the central heating 
system. We distinguish between radiators and convec-
tors. To make a heating system radiate well, it should 

Fig. 7.9  Different small samples are heated up. Al-
though all of them have the same temperature, some 
glow and others do not.

Fig. 7.10  The oven emits the entropy with infrared ra-
diation.

–according to what we have learned so far– be black. 
In reality, however, most radiators are white. Do the 
heating system engineers lack physical knowledge? 
No, they don’t. They know that the radiators only need 
to be “black” in the spectral range in which there is the 
biggest portion of the radiation, and this is the infrared 
range in the case of the radiator. In fact, a radiator 
painted in white is “black in the infrared range”.

Emission and absorption at normal temperature
If our radiation laws are correct –and they are– a 

body does not only radiate when it has a high tempera-
ture, but also at low temperature, i.e. at any tempera-
ture except at T = 0 K. Also, each body around us radi-
ates. The respective spectrum, however, is completely 
in the infrared range. This is one of the reasons for this 
light being invisible. (There is another reason, too.)

If we insert the normal temperature 298 K in equa-
tion (7.1), we will obtain for the maximum of the spec-
trum
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fmax = 17.5 · 1012 Hz

This corresponds to a wavelength of 17 μm. Thus, 
the radiation maximum lies in the far infrared range.

But if all bodies with a normal temperature actually 
radiate, shouldn’t they cool down due to the fact that 
they are losing energy and entropy? It is correct that all 
bodies radiate. But because all of them radiate, our en-
vironment is full of thermal radiation and each body 
that emits also absorbs this environmental radiation. 
Each body emits as much energy and entropy as it ab-
sorbs. Hence, the energy and the entropy accounts are 
balanced.

This shows the second reason why the infrared light 
of the environmental radiation is invisible. The same 
amount of light that is absorbed by our eyes is emitted 
by the eyes.

A body, whose temperature is lower than the ambi-
ent temperature, will slowly heat up, even if there is no 
heat-conducting connection to a warmer body. The 
temperature equilibration is due to the fact that it re-
ceives more entropy from the environment with the 
thermal radiation than it emits to the environment 
through its own thermal radiation.

The cosmic background radiation
It is the most perfect example for a light-gas. A 

short time after the Big Bang, a light-gas came into ex-
istence, which (in contrast to all the light on Earth that 
is immediately absorbed by some body) has already 
“lived” for more than 10 billion years. Its original tem-
perature, however, was much higher than the one it 
has today: at its formation, its temperature was ap-
proximately 3 000 K, today it is not far away from the 
absolute zero point anymore; it is T = 2.7 K. The tem-
perature decrease was due to a process that you already 
know from the material gases: the universe has ex-
panded since its formation during the Big Bang. The 
entropy of the light in the universe has remained al-
most constant in the process. Just as the temperature of 
a material gas declines (at a constant entropy) during 
expansion, the temperature of a light-gas decreases 
when it expands (at constant entropy).

The Sun and other stars
Also the Sun and the other stars emit thermal radia-

tion. Hence, it is not difficult to determine the surface 
temperature of these objects from the Earth: the spec-
trum is measured, and the temperature is directly de-
rived from the position of the maximum. This is how 
the surface temperature of the Sun was found: it is ap-

proximately 5800 K. At this temperature, the greatest 
part of the radiation consists of visible light. The sur-
face temperatures of the other stars range from 3000 K 
to 20 000 K, Fig. 7.11.

Much higher are the temperatures inside the stars. 
Inside the Sun, where the nuclear reaction takes place 
and where the energy emitted by the Sun comes from, 
there is a temperature of 15 million Kelvin. On its way 
to the outside, which is around 500 000 km, the radia-
tion must overcome a very high thermal resistance. 
This is why the big temperature difference has formed 
between the inside and the outside.

Exercises
1. The maximum of the spectrum of the star Sirius is at a 

frequency of 6.5 · 1014 Hz. What is the surface tempera-
ture of Sirius?

2. There are electric radiators that emit the energy convec-
tively by heating up the air directly; and there are others 
that emit their energy with thermal radiation. Most likely, 
you have already seen both types. Describe them.

3. Calculate the energy that the Sun emits per second. What 
is the energy current that reaches the Earth?
Radius of the Sun: 7 · 105 km;
radius of the Earth: 6371 km;
distance between the Sun and the Earth: 1.5 · 108 km

7.4 � Reversible and irreversible 
processes with light

A process in which entropy is created cannot run in 
a reverse direction, it is irreversible. The reversal would 
mean that entropy is destroyed, which is not possible. 
In this section we would like to examine a few pro-
cesses that involve light in order to see if entropy is 
created or not.

Fig. 7.11  The temperature of a thermal radiator can be 
estimated with the bare eye.

I guess this star has a

temperature of 9000 °C
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In fact, there is no process in nature in which no 
entropy is created at all. However, there are processes 
in which very little entropy is produced. For example 
mechanical friction or electric resistance can be great-
ly reduced, so that the entropy creation is almost not 
perceived anymore. Is such a process reversible? Strict-
ly speaking not. However, two processes can be imple-
mented in which one process is almost the reversal of 
the other one. When we ask in the following whether a 
process is reversible, we actually only mean: is it 
strongly irreversible or is it only slightly irreversible?

Emission and absorption
A body whose temperature is not 0 K emits electro-

magnetic radiation. But this does not mean that its en-
ergy decreases because the body will generally absorb 
electromagnetic radiation at the same time. The ener-
gy balance depends on whether it emits more than it 
absorbs or vice versa.

We look at two bodies A and B that are arranged 
opposite to each other, Fig. 7.12. The body on the left 
has a higher temperature than that on the right:

TA > TB.

The energy that is radiated per time and per surface 
area from the left to the right is σ · TA

4, the energy radi-
ated from the right is σ · TB

4.
For the net energy current we obtain:

jE = σ · (TA
4 – TB

4)

As more energy flows from the left to the right than 
from the right to the left, we have a net energy current 
from A to B, from the warmer to the colder body – as 
we expected. If TA and TB would be equal, there would 
be no net energy flow, neither from A to B nor from B 
to A.

Now we assume that the net energy that flows from 
A to B is comes from the left side towards the surface, 
and that it flows away in B from the surface towards 
the right. The respective currents must be equal. 
Hence, we have

PA = PB	 (7.2)

Now, we can express both PA and PB by the tempera-
ture and the entropy current:

PA = TA · ISA

and

emitted by A

emitted by B

net energy
flow

T   > TBA
B A

Fig. 7.12  The energy current from A to B is greater than 
that from B to A. Hence, a net energy current is flowing 
from A to B.

PB = TB · ISB.

With equation (7.2) we obtain

TA · ISA = TB · ISB .

Since TA > TB we conclude:

ISA < ISB .

The entropy current has increased on the way from 
A to B. Entropy was created in the emission-absorp-
tion process, Fig. 7.13. The entropy is created both 
while the energy leaves A and while it enters into B, 
but not on the way between A and B. It is difficult to 
tell how the process of entropy production is distrib-
uted between A and B. We will not analyze it in detail 
at this point. In cases where the temperature difference 
is very great, such as between the Sun and the Earth, 
the entropy production takes place almost completely 
in the absorption process.

You have probably noticed that the energy and en-
tropy balance is the same as for the thermal current 

B A

PA → BPA 

IS A IS A → B IS B

PB 

TA > TB 

Fig. 7.13  The energy current on the left is equal to that 
on the right. The entropy current increases while leav-
ing A and entering into B.
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through a heat conductor from a higher temperatur TA 
to a lower temperature TB. In both cases, energy flows 
together with entropy from the high to the low tem-
perature, and additional entropy is created.

We summarize:

Emission and absorption of thermal radiation
•• at the same temperature: no entropy creation; 

reversible process;
•• at different temperatures: entropy creation; irre-

versible process.

We look at an example in which body A is the Sun 
and body B the Earth. We are only interested in that 
portion of the energy-entropy current that arrives at 
the Earth.

The temperature of the Sun is

TA = 5800 K,

and that of the Earth

TB = 290 K.

With

TA · ISA = TB · ISB 

we get

A
B A A A

B

5800 K 20 .
290 KS S S S

TI I I I
T

� � � �

Thus, after the absorption of the light by the Earth, 
the entropy current is 20 times as great as before to the 
emission by the Sun.

Hence, the much greater part of the entropy that 
appears at the Earth through the sunlight is created 
during the emission and absorption process. In fact, 
most of the entropy is created in the absorption pro-
cess.

As discussed earlier, processes in which entropy is 
created include: mechanical friction, electric currents 
flowing through resistances, chemical reactions.

The amount of entropy, that is created in all these 
processes everywhere on Earth, is still very small com-
pared to the entropy that is created by the absorption 
of the sunlight.

A body that warms up in the Sun obviously receives 
entropy in some way. Now we know how: the greatest 
part of this entropy is created in the absorption pro-
cess.

The greatest part of the entropy that the Earth 
receives is created in the process of the absorption 
of the sunlight.

This process is essentially the same as when using a 
strong laser beam or an electron beam to heat some-
thing up, or when heating something in the micro-
wave. Also in this case, entropy is produced when the 
laser beam, the electron beam, or the microwave beam 
hits the body to be heated up.

Reflection and refraction
Whenever light falls onto a mirror, a lens or a prism, 

it is reflected or refracted.
If a reflection process actually happened as shown 

in Fig. 7.14, it would be reversible. In reality, however, 
it is only almost reversible. We have already mentioned 
that a part of the light is always absorbed during reflec-
tion. Strictly speaking, the reflection process is there-
fore not reversible.

Also, refraction is almost reversible. The reason for 
the absence of complete reversibility is the fact that a 
part of the light that falls, for example, on a glass sur-
face is always reflected, Fig. 7.15a. Fig. 7.15b shows the 
expected reversal of the process. Do you see that the 
picture illustrates an impossible process?

Just as we sometimes say in the context of mechan-
ics: “we will neglect friction; we will assume that fric-
tion is so small that we almost don’t notice it”, it can 

Fig. 7.14  Reflection is an almost reversible process.

a)			   b)

Fig. 7.15  Refraction is an almost reversible process. (a) A 
part of the incident light is reflected. (b) The reversal is, 
strictly speaking, an impossible process.
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often be assumed that the irreversibility does not ham-
per the processes of refraction and reflection. Hence, 
we can also say in this respect:

Reflection and refraction of light are (almost) 
reversible processes.

Scattering
Scattering of light is the process in which a beam of 

light with a uniform direction is transformed into light 
that runs in many different directions.

Light is scattered on each white surface, be it on a 
sheet of paper or on a white wall, Fig. 7.16a.

Light is also scattered when it falls on a frosted glass 
plate. In this case, the scattered light does not only run 
in a backward, but also in a forward direction, Fig. 
7.16b.

A third example for scattering is shown in Fig. 
7.16c. The light of the Sun falls on a layer of clouds.

In each of these examples, the incident light is dif-
ferent from the outgoing light in one substantial as-
pect: the angular range over which the outgoing light 
scatters is larger than for the incident light. Figurative-
ly speaking, we could also say that during scattering, 
light “expands” into a larger angular range. This scat-
tering is irreversible, similar to the expansion of a gas 
into the vacuum. Thus, entropy must have been creat-
ed in the process of scattering. The scattered light has 
more entropy than the incident light.

The greatest part of the entropy that the Earth re-
ceives is created in the process of the absorption of the 
sunlight.

Scattering of light is an irreversible process.

Exercises
1. (a) Sketch the Sun as it emits light to the space. Sketch the 

reverse process. Can we tell from the sketches whether 
one of the two processes is not allowed? (b) Sketch a body 
on Earth that absorbs sunlight. Sketch the reverse pro-
cess. Can we tell from the sketches whether one of the two 
processes is not allowed?

2. Sketch a mirror and a light beam that is reflected by the 
mirror. Sketch the reverse process. Can we tell from the 
sketches whether one of the two processes is not allowed?

3. Discuss the scattering process that is caused by the frost-
ed glass of a light bulb. Sketch a light beam that comes 
from the filament. The light bulb should be located inside 
a big, spherical lamp shade made of silk tissue paper. 
What happens to the light when it falls on the lamp 
shade?

Fig. 7.16  Scattering of light (a) by a sheet of paper, (b) 
by a frosted glass a plate and (c) by a cloud

a)

b)

c)
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8  �  ENTROPY CURRENTS IN THE GAS LAYERS OF 
PLANETS AND STARS

8.1 � The troposphere
The air that surrounds the Earth is called atmo-

sphere. The air becomes increasingly thinner towards 
the top. Hence, the atmosphere has no clear end. But 
when you move towards the top and when you have 
reached an altitude of approximately 12 km, 70 % of 
the air are located under you. This area, which con-
tains the greatest part of the air and in which the most 
important weather processes take place, is called tro-
posphere. The troposphere is our focus of attention in 
the following.

Chemical composition
4/5 of the troposphere is nitrogen and 1/5 is oxygen. 

Apart from that, it contains smaller quantities of other 
gases: water vapor, carbon dioxide and the inert gases 
argon, neon and helium. More accurate substance per-
centages are listed in Table 8.1. The values correspond 
to an atmosphere that does not contain any water. The 
water content can hardly be indicated as it varies very 
strongly. It does not only depend on the place on the 
surface of the Earth and on the weather, but also and 
above all on the altitude. We can keep in mind 1 % as a 
rough value. On the surface of the Earth, the water 
content can amount up to 4 %. In an altitude of 10 km, 
it is only a thousandth of this value. For the substances 
in Table 8.1, the percentage is independent of the alti-
tude

Although CO2 and H2O only make up a small part 
of the overall amount of gas, these gases play an im-
portant role for the heat balance of the Earth.

substance % amount of substance

N2 78.08
O2 20.95
Ar 0.93

CO2 0.03

Table 8.1  Composition of the troposphere

Energy currents through the troposphere
The Earth receives energy with the sunlight. At the 

outer edge of the atmosphere, there approximately

jE = 1368 W/m2.

This value is called solar constant. This radiation 
hits the Earth only from one side. If we imagine, that it 
spreads over the whole surface of the Earth an average 
of 342 W/m2 will result. A large part of this light – 
31 % – however, is irrelevant for the energy balance of 
the atmosphere: it is directly scattered back by the air, 
by clouds and by the surface of the Earth. What finally 
remains amounts to approximately

jE = 236 W/m2.

This light is absorbed; most of it at the surface of the 
Earth, a smaller part in the atmosphere. We will not 
make a big mistake if we pretend that it is absorbed 
only at the surface of the Earth.

Although the light already brings entropy from the 
Sun, approximately 20 times more entropy is created 
in the absorption process.
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This entropy would now lead to a continuous warm-
up of the Earth as a whole. However, this does not hap-
pen as the Earth also emits entropy, together with the 
respective energy. Its only possibility is the emission of 
electromagnetic radiation to the space: just as any oth-
er warm body, the Earth emits electromagnetic radia-
tion. The maximum of the spectrum of this radiation is 
in the infrared range.

However, the troposphere is almost impermeable 
for such infrared radiation. Only in a pretty narrow 
range of the spectrum, the atmospheric window, it is 
transparent. This means that only a small part of the 
entropy is radiated directly by the Earth into space 
through the atmospheric window. The greater part 
first needs to move from where it is created, i.e. at the 
surface of the Earth, to where it is radiated: at the out-
side of the troposphere. From there, the atmosphere is 
tranparent for infrared light.

Hence, the Earth gets rid of its entropy, and conse-
quently also of its energy, in two ways, Fig. 8.1:
•• The smaller part – 13 % of the energy – is radiated 

directly into space through the atmospheric win-
dow.

•• The remaining 87 % are first absorbed by the air, 
then transported to the upper side of the tropo-
sphere and only radiated there.

Hence, the troposphere works as a heat-insulating 
material. This heat-insulating effect is called green-
house effect, because a greenhouse is also heated with 
sunlight. In fact, the existence of the heat-insulating 
effect on the Earth is more complicated than in case of 
a greenhouse.

Fig. 8.1  The sunlight is absorbed by the surface of the 
Earth. Much entropy is created in the process. A small 
part of it is directly radiated to space with infrared 
light. The greater part moves convectively with the air 
to the upper side of the troposphere. From there, it is 
radiated with infrared light. The percentages refer to 
the energy.

87 % 13 %

In section 8.4 we will talk about the 87 % of the en-
ergy that are transported by the air. In 8.5 we will dis-
cuss the remaining 13 %. Before that, we need to ana-
lyze the general behavior of liquids and gases in the 
gravitational field.

The various processes taking place in the atmo-
sphere are rather complex. Hence, we need to limit 
ourselves to the major aspects. We will therefore 
disregard the fact that the pressure and the tem-
perature in the horizontal direction depend on the 
location. For the density, the pressure, the temper-
ature, the energy current etc. at a given position on 
the surface of the Earth, we use the respective av-
erage values. We only take into account the depen-
dence on altitude. Of course, we cannot describe 
wind, weather fronts and similar phenomena in 
this way.

Exercises
1. We stated that a square meter of the surface of the Earth 

receives an average of 236 W from the Sun. Calculate this 
value using the other indications in the text.

2. If the Earth had no atmosphere, it would have to emit 
entropy and energy directly with infrared radiation. 
What would be the approximate temperature of the sur-
face of the Earth? If any numerical value is missing, make 
an estimate.

8.2 � Stratification of liquids
We are interested in gases in the gravitational field 

that are heated from below. To understand them, we 
first need to examine a simpler system: liquids in the 
gravitational field.

Imagine a certain amount of water – in a recipient 
or in a lake, as you prefer – that has no uniform tem-
perature. This water will stratify in a way that the water 
with the highest density is located at the bottom, and 
the water with a lowest density at the top. In general, 
colder water has a higher density than warmer water. 
Hence, the colder water will move towards the bottom, 
the warmer one rises to the top. The warm water 
“floats” on the cold water.

If such a stratification is disturbed by bringing the 
water with the higher density to the top, this water will 
dwindle down by itself. A stratification that emerges 
by itself is called stable stratification. As long as the 
denser water is still on top, the stratification is unsta-
ble. An unstable stratification passes to a stable one by 
itself, Fig. 8.2.
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An example for a stable stratification that you cer-
tainly know: on a sunny day, the water of a sea is clear-
ly warmer on the surface than deeper in the water.

For water with a temperature between 0 °C and 
4 °C, the density increases with growing temperature: 
warmer water is denser than colder water, Fig. 8.3. In 
the stable stratification, the colder water is now float-
ing on the warmer one.

Hence, the temperature in a frozen pond increases 
towards the bottom, Fig. 8.4

We will now look at a third stratification type. It can 
be obtained through vigorous stirring of the water. You 
can imagine what will happen in the process: the tem-
perature becomes uniform or homogeneous. There are 
no more preferred positions for the individual por-
tions of water. If such a distribution of the water is dis-
turbed, the water will not change its stratification any-
more. This state is called indifferent stratification.

Indifferent stratification of a liquid:
•• the density is the same at all depth levels;
•• the temperature is the same at all depth levels.

Stable stratification of a liquid:
•• the density increases towards the bottom.

Unstable stratification of a liquid:
•• the density decreases towards the bottom.

We will now ask what happens if water with a uni-
form temperature, i.e. indifferent stratification, is heat-
ed up. Thereby, we need to differentiate where the 
heating is done, i.e. at the top or at the bottom.

Let’s look at the lake again. If the water temperature 
is homogeneous at first and then the Sun shines onto 
the water (of course from the top), the upper layers 
become warmer than the lower ones. The water passes 
from the state of indifferent to the state of stable strati-
fication.

Next, we heat a liquid from below. There is also a 
well-known example for this process: the water in the 
pot on the hotplate, Fig. 8.5.

Fig. 8.2  (a) Stable stratification: the density of the wa-
ter is lower at the top than at the bottom. (b) Unstable 
stratification: the density of the water is higher at the 
top than at the bottom.

stable unstable

30 °C

30 °C

15 °C

15 °C

a)		  b)

0.9990

1.0000

0.9995

0 4 8 12 ϑ in °C

ρ in g/cm3

Fig. 8.3  Density of water as a function of the tempera-
ture. Below 4 °C, the density decreases again.

ice
0 °C
2 °C
4 °C

Fig. 8.4  Stable stratification: the water has a lower 
density at the top than the water at the bottom.

Abb. 8.5  Heating from below: there is convection. This 
“stirring” ensures an indifferent stratification.

SS

Again, the temperature distribution is homoge-
neous at first. During the heat-up, entropy is supplied 
to the lower layers of the water. Thereby, the stratifica-
tion becomes unstable and “tips over”. The water from 
the bottom moves to the top, the one from the top 
moves to the bottom, convection starts. The convec-
tion then triggers a “stirring process” of the water. The 
stirring causes a homogeneous distribution of the sup-
plied entropy. This ensures immediate equalization of 
the temperature differences caused by the heating.

Heating from below:
•• a stable stratification results.

Heating of a liquid from above:
•• convection sets in. The indifferent stratification 

is always restored.
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You can verify these statements on your own.
1. Heating from below: a pot is filled with water and 

heated on the hotplate. Measure the water temperature 
in different depths carefully and without stirring.

2. The water is heated from above with an infrared 
lamp. It is sufficient to have a temperature of 35 °C to 40 
°C at the surface of the water. Measure the temperature 
again carefully at the top and at the bottom. If you do 
not have a thermometer, you can simply dip your hand 
carefully in the water. If you have no infrared lamp, you 
can warm up the water from above in the oven in the 
barbecue mode. (Caution: the recipient must be heat-
resistant. Be careful to avoid burning yourself.)

For water in the temperature range between 0 °C 
and 4 °C, the rules are as follows:

Water between 0 °C and 4 °C
Heating from below:

•• a stable stratification results.
Heating of a liquid from above:

•• convection sets in. The indifferent stratification 
is always restored.

Exercises
1. Water of several different temperatures between 0 °C and 

8 °C is gently brought into a recipient. We do not stir. 
What kind of stratification will result?

2. Explain the abovementioned mnemonic for water be-
tween 0 °C and 4 °C.

8.3 � Stratification in gases
Many aspects are the same as for liquids, but others 

are completely different.
First, the experiments cannot be made in the class-

room or in the laboratory. But nature itself represents 
a great laboratory instead. We only need to observe the 
processes that take place in the troposphere.

At first, we ask how the indifferent stratification 
looks like. How will the stratification look like if air is 
vigorously stirred? The troposphere of the Earth is al-
ways disarranged by the winds. Hence, it is in a state 
that can be regarded as an indifferent stratification for 
our purposes.

This state differs significantly from the indifferent 
stratification of a liquid. In the air, “stirring” neither 
leads to a constant density, nor to a constant tempera-
ture. Both density and temperature decrease in the up-
wards direction as we know. We will try to understand 
what happens during “stirring”.

We hypothetically divide the air into many small 
portions of equal size, Fig. 8.6. By equal size we mean: 
portions of the same mass (or equivalently the same 
amount of substance).

Let’s first assume that the air has been heated very 
unevenly and unsystematically, so that the different 
portions of air contain different amounts of entropy. 
Stirring leads to a redistribution of the entropy among 
the air packages in a way that each portion, each kilo-
gram of air has the end the same amount of entropy.

At the same entropy, however, an air portion that is 
located further up has a lower temperature than a por-
tion further down. This is what we learned in section 
2.5. Consequently, stirring leads to the formation of a 
temperature decline in the vertical direction.

This might look peculiar at first sight. Doesn’t stir-
ring have a balancing effect on everything? Stirring of 
the cake dough does not only result in a homogeneous 
composition, but also in a uniform temperature. Al-
though eggs (from the fridge), flour (from the shelf) 
and butter (previously kept warm) had different tem-
peratures at the beginning, the dough does not only 

Fig. 8.6  (a) Different air portions of 1 kg contain differ-
ent amounts of entropy at first. (b) Stirring leads to an 
equal distribution of the entropy among all air pack-
ages. The air packages that are located further up will 
then have a lower temperature than the ones further 
down.

1 kg
12992 Ct
−42°C

1 kg
12991 Ct
−50°C

1 kg
12921 Ct
−25°C

1 kg
12921 Ct
−25°C

1 kg
12920 Ct
15°C

1 kg
12921 Ct
25°C



97

8.4  The convective energy transport through the troposphere

8 EN
TRO

PY CU
RREN

TS IN
 TH

E G
AS LAYERS O

F PLAN
ETS AN

D
 STARS

have a homogeneous composition, but also a uniform 
temperature after stirring. In case of the atmosphere, 
things are different. The temperature distribution does 
not become homogeneous.

But maybe this is not so peculiar after all. The pres-
sure behaves the same way, and nobody is surprised 
about it: stirring – not only of air, but also of water – 
does not change the fact that the pressure remains 
higher at the bottom than at the top.

Indifferent stratification of a gas:
•• the density decreases towards to top;
•• the temperature decreases towards the top.

The dependence of the temperature T on the alti-
tude h at an indifferent stratification is though very 
simple, Fig. 8.7. It is a linear function:

T(h) = – a · h + T0

The factor a tells us how strongly the temperature de-
creases with the altitude. We refer to a as temperature 
decline. It depends on the gravitational field (the gravita-
tional field strength g) and on the properties of the gas: 
on its molar mass and on its heatability. For waterfree air 
above the surface of the Earth, a ≈ 10 K/km.

To apply the formula, the temperature T0 at the zero 
point of the altitude needs to be set. As a zero point of 
the altitude, we choose for example the altitude of the 
sea level. Then, T0 is the temperature at sea level.

In the next section, however, we will see that the 
formula is not yet useful for the real atmosphere. The 
reason is the water that is contained in normal air.

One question remains: what is a stable and an un-
stable stratification of a gas like? Just as for a liquid, we 
obtain a stable stratification out of the indifferent one 
by increasing the density at the bottom and reducing it 
at the top; or better: by increasing the density decline. 
For gases, an increase of the density decline comes 
with a reduction of the temperature decline, Fig. 8.7.

Accordingly, the stratification becomes unstable if 
the density decline is lower and the temperature de-
cline higher than for the indifferent stratification.

Stable stratification of a gas:
•• the density decline is greater, the temperature 

decline smaller than for the indifferent stratifica-
tion; 
Unstable stratification of a gas:

•• the density decline is smaller, the temperature 
decline greater than for the indifferent stratifica-
tion.

heigth in km

indifferent stratification

stable stratification

unstable stratification

T in K

4

2

10

8

6

150 200 250 300 350

Fig. 8.7  Temperature as a function of altitude for wa-
ter-free air. If the temperature decline is greater than in 
the case of the indifferent stratification, the stratifica-
tion becomes unstable. If it is lower, the stratification is 
stable.

We now would like to heat up air, that at first is 
stratified indifferently, from below. Just as the stratifi-
cation of water, the stratification of air becomes un-
stable, it tips over. Air from the bottom rises to the top 
and air from the top comes down. Convection sets in. 
Just as in the case of a liquid, convection is a stirring 
process. Through heating, we try to constantly disturb 
the even distribution of the entropy in the air. Convec-
tion, however, ensures that the entropy remains evenly 
distributed.

Heating of a gas from below:
•• convection sets in. The indifferent stratification 

of the gas (evenly distributed entropy) is always 
restored.

Exercise
1. A room that is heated with a radiator in winter. Describe 

the way of the entropy. What is the temperature distribu-
tion? Is the stratification of the air unstable, stable, indif-
ferent?

8.4 � The convective energy 
transport through the 
troposphere

We already know the most important aspects of the 
87 % of the energy transfer through the troposphere 
mentioned in section 8.1. The air is supplied with en-
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tropy from below, which is then moved convectively to 
the upper side of the troposphere. From there, it is ra-
diated to the space with infrared light.

We must yet mention a trick that nature uses to 
charge the air with a maximum amount of entropy. (It 
is the same trick that engineers apply when they have 
to transport a large amount of entropy.) Water is va-
porized on the surface of the Earth. As you know, 
much entropy is needed for vaporization. The water 
vapor mixes with the remaining air and is transported 
with it to a higher altitude. There, the water vapor con-
denses and raindrops are formed. In the process, the 
water returns the stored entropy to the nitrogen and 
the oxygen of the air. Although the water content of 
the air is low, see section 8.1, the water is sufficient to 
ensure a significant part, i.e. a third of the convective 
entropy transfer, to the top. The transfer of the remain-
ing two thirds occurs on the “normal” way, i.e. through 
heating of the whole air including nitrogen and oxy-
gen.

The fact that a phase transition takes place has a 
strong impact on the heatability of the air and hence 
on the factor a. For the troposphere of the Earth, we 
obtain an average of a ≈ 6 K/km.

Temperature in the troposphere as a function of 
the altitude:

T(h) = – 6 K/km · h + T0	 (8.1)

Of course, the formula is valid only up to a certain 
altitude. Beyond this altitude hD, the air becomes per-
meable for infrared radiation. There, it releases the en-
tropy, that it has absorbed further down, with electro-
magnetic radiation into space. In the process, it cools 
down and moves back downwards.

The temperature T(hD) in the altitude hD adjusts in 
such a way that exactly the entropy that is supplied 
from below is released into space. With equation (8.1), 
we consequently obtain a higher temperature at the 
surface of the Earth.

This temperature difference is much more signifi-
cant at the surface of Venus. Among the planets of the 
Sun, Venus has the most interesting atmosphere. Al-
though Venus has approximately the same size as the 
Earth, its atmosphere contains about 90 times more 
gas than the Earth, mostly CO2. As a consequence, the 
pressure at the surface of Venus is 90 times higher than 
the pressure at the surface of the Earth, i.e. approxi-
mately 90 bar. This is why the troposphere of Venus is 
much thicker than that of the Earth. And hence, the 
temperature difference between the upper and the 
lower side of the troposphere is much higher than on 

Earth. The temperature at the surface of Venus is ap-
proximately 730 K. Without the thick atmosphere it 
would be very cold on Venus.

Exercises
1. Estimate the temperature that the surface of Venus would 

have if Venus had no atmosphere.
2. Quito, the capital of Ecuador, is located right on the equa-

tor at an altitude of 2850 m above sea level. Estimate the 
temperature.

Fig. 8.8  Transparency of the troposphere in the spec-
tral range in which the surface of the Earth emits (a) 
Normal air. (b) Air with CFC impurities.
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8.5 � The entropy transport 
through the atmospheric 
window

Fig. 8.8a shows for which kinds of light the tropo-
sphere is transparent. It shows the frequency range in 
which the Earth emits electromagnetic radiation. We 
can see that the atmospheric window is located be-
tween approximately 23 · 1012 Hz and 38 · 1012 Hz. Ex-
pressed in wavelengths: between 8 μm and 13 μm. The 
carbon dioxide and the water vapor are responsible for 
the absorption. Nitrogen and oxygen are transparent 
throughout the entire spectral range.

Although CO2 and H2O only make up a small part 
of the air, these gases play an important role for the 
heat balance of the Earth. Without them, there would 
not only be a window for the infrared light, but the 
atmosphere would be transparent in the whole infra-
red domain, and it would be much colder on Earth.

The radiation that goes through the atmospheric 
window is responsible for 13 % of the energy transfers 
that do not occur convectively. The infrared radiation, 
that is absorbed by the air, warms up the air and hence 
contributes to the convective transfer as discussed in 
the previous section.
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8.6 � The influence of greenhouse 
gases on the entropy 
transport through the 
troposphere

Gases are created through the different activities on 
Earth and released into the atmosphere. These gases 
can hamper the entropy transfer through the tropo-
sphere in two ways.

If gases absorb in the range of the atmospheric win-
dow, such as the chlorofluorocarbons (CFCs), the win-
dow becomes smaller, Fig. 8.8b. As a consequence, the 
temperature of the surface of the Earth increases until 
the evacuation of the entropy is ensured again. Both 
the convective evacuation and the radiation through 
the atmospheric window will increase if the tempera-
ture of the surface of the Earth rises.

However, the entropy evacuation is also hampered 
by gases that do not absorb in the atmospheric win-
dow, but in an area where the troposphere absorbs it-
self, e.g. through additional carbon dioxide. Carbon 
dioxide is created during combustion of coal and hy-
drocarbons, i.e. gasoline, diesel, jet fuel, natural gas, 
etc. It is evacuated into the atmosphere in very large 
quantities.

Starting from altitude hD, the troposphere is trans-
parent for any infrared radiation because practically 
all CO2 is below hD.

If the CO2 content of the air grows, hD will increase. 
The point at which emissions are released to space will 
rise. As hD increases while T(hD) remains equal, the 
temperature at the surface of the Earth must rise. 
Fig. 8.9 shows how the straight T(h) line moves as the 
CO2 content of the air increases. We see: more CO2 in 
the air means a higher temperature at the surface of 
the Earth.

Fig. 8.10  shows the CO2 content of the Earth’s at-
mosphere in the course of the last 200 years.

8.7 � The heat transport in the 
Sun and in other stars

A star has quite something in common with the at-
mosphere of the Earth, more precisely: with the tropo-
sphere. To give a concrete example, we will look at the 
star “Sun” in the following.

Inside the Sun, in a region whose diameter is ap-
proximately 10 % of the radius of the Sun, a nuclear 
reaction is running in which entropy is produced. The 

Fig. 8.9  The straight line T(h) makes a parallel shift to 
higher temperatures as the CO2 content of the air in-
creases.
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Fig. 8.10  CO2 content of the Earth’s atmosphere in the 
course of the last two hundred years.
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temperature there is around 15 million K. The created 
entropy must be transported away to the outside. 
Therefore, it has to permeate the area of gaseous hy-
drogen outside of the reaction zone. On the outer sur-
face of the Sun, whose temperature is approximately 
6000 K, it is radiated away with the sunlight.

Just as for the troposphere of the Earth, we have a 
source of entropy inside, and the created entropy needs 
to be transported away to the outside through a gas in 
the gravitational field, Fig. 8.11.

We could expect the transfer to work the same way 
as in the troposphere. The gas would stratify indiffer-
ently. Through the heating from below, convection 
would emerge to ensure that the entropy would be 
transported to the outside and that the indifferent 
stratification would be maintained. However, this oc-
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curs only in the outer tenth of the Sun radius. On the 
longer part of the way, something else happens.

The cause is that the gas of the Sun, contrary to the 
air of the Earth, is a good heat conductor. The heat 
conduction is ensured by light that is constantly ab-
sorbed and emitted.

To understand the consequences of this heat con-
duction, we make a thought experiment: the gas is vig-
orously stirred so that an indifferent stratification 
emerges. As we know, the indifferent stratification 
comes with a certain temperature deccline. In case of 
the Sun, this temperature decline, however, results in a 
strong entropy current because the gas is, as men-
tioned, a good heat conductor. This entropy current is 
greater than what is necessary to transport the entropy, 
that is created inside, away. Hence, the temperature 
difference in the gas layer decreases in our thought ex-
periment until the entropy current has achieved the 
right value. As the temperature decline is now lower 
than the one that corresponds to the indifferent strati-
fication, the resulting stratification is stable. There is 
no convection.

Exercise
1. Entropy is created on the way from the center to the sur-

face of the Sun. By how much does the entropy current 
increase?

Fig. 8.11  In the Sun, the entropy created at the center 
must permeate a gas layer in the gravitational field. 
The heat conductivity of the gas, however, is so good 
that the gas remains stably stratified. Convection oc-
curs only in the outer tenth of the radius of the Sun.
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radiation


	KPK Thermodynamics Sec II
	IMPRINT
	CONTENT
	1 HEAT
	1.1 Entropy and temperature
	1.2 Temperature difference as a driving force for an entropy current
	1.3 The heat pump
	1.4 The absolute temperature
	1.5 Entropy production
	1.6 The entropy current
	1.7 Entropy conductivity
	1.8 Entropy transfer by convection
	1.9 Entropy as an energy carrier
	1.10 The relationship between energy and entropy current
	1.11 Entropy production by entropy currents
	1.12 Heat engines
	1.13 Entropy sources for heat engines
	1.14 Energy loss and efficiency
	1.15 The efficiency of combustion processes
	1.16 Measuring entropy
	1.17 The heatability
	1.18 The relation between energy supply and temperature change

	2 GASES
	2.1 Gases and condensed substances
	2.2 Qualitative relationships between S, T, V and p
	2.3 Quantitative relations between S, T, V and p
	2.4 The operating mode of thermal engines
	2.5 Why the air above the Earth’s surface gets cooler with altitude
	2.6 Thermal convection
	2.7 Irreversible processes with gases

	3  SUBSTANCE-LIKE QUANTITIES
	3.1 Substance-like quantities
	3.2 The driving force for currents
	3.3 Energy currents
	3.4 Mass and gravitational potential

	4  AMOUNT OF SUBSTANCE AND CHEMICAL POTENTIAL
	4.1 The amount of substance
	4.2 The chemical Potential
	4.3 What the chemical potential depends upon
	4.4 Amount of substance as an energy carrier
	4.5 The relation between chemical potential and pressure
	4.6 Chemical resistance

	5  PHASE TRANSITIONS
	5.1 What is a phase?
	5.2 The driving force for phase transitions
	5.3 The heat balance for phase transitions
	5.4 Phase transition in a thought experiment
	5.5 Partial pressure and atmospheric humidity
	5.6 Boiling and evaporation
	5.7 The chemical resistance of phase transitions
	5.8 Everything evaporates, everything dissolves
	5.9 Phase transitions in nature and technology

	6  COUPLED CURRENTS
	6.1 One substance – several energy carriers
	6.2 Several driving forces
	6.3 Equilibria
	6.4 Thermoelectric energy exchangers
	6.5 Electrochemical energy exchangers

	7  THERMAL RADIATION
	7.1 Light has entropy
	7.2 The light gas – thermal radiation
	7.3 Emission and absorption, black bodies
	7.4 Reversible and irreversible processes with light

	8  ENTROPY CURRENTS IN THE GAS LAYERS OF PLANETS AND STARS
	8.1 The troposphere
	8.2 Stratification of liquids
	8.3 Stratification in gases
	8.4 The convective energy transport through the troposphere
	8.5 The entropy transport through the atmospheric window
	8.6 The influence of greenhouse gases on the entropy transport through the troposphere
	8.7 The heat transport in the Sun and in other stars


