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A B S T R A C T

Thermal radiation is an important sub-process in high-pressure entrained flow gasification. However, it was
seldom investigated in previous CFD studies and was usually accounted for by common radiation and simplified
gas radiation property models. Therefore, this study performed comparative one-dimensional radiation and
two-dimensional CFD simulations with respect to the bioliq Entrained Flow Gasifier (bioliq EFG). The one-
dimensional radiation simulations were applied to compare the effects of advanced and simplified gas
radiation property models for atmospheric and high-pressure entrained flow gasification conditions, while
the CFD simulations were carried out to investigate the performance of simplified gas radiation property
models incorporated within the CFD model of the bioliq EFG. The segmental heat removal from the cooling
screen of the bioliq EFG was applied as experimental basis for comparison with the numerical predictions.
Based on the comparisons, this study provides recommendations for the selection of gas radiation property
models for CFD simulations with the discrete ordinates model and with focus on entrained flow gasification.
In case of largely isothermal and homogeneous conditions with exemption of the flame zone, weighted-sum-
of-grey-gas models can be used with the discrete ordinates model if user-defined weighted-sum-of-grey-gas
models (i) are obtained from accurate line-by-line calculations, (ii) are based on conditions prevailing in
the reactor and (iii) are incorporated using the band approach. In absence of such weighted-sum-of-grey-gas
models, full-spectrum correlated-𝑘 distribution models based on the latest tabulations can be used instead for
CFD simulations of entrained flow gasification processes. In addition to that, sensitivity analyses showed that
a coarse discretisation of the radiative transfer equation within the boundary layer, inaccurate gas species
concentrations in the boundary layer (within a ±5% margin) and the P-1 approximation can be accepted for
high-pressure conditions while soot radiation becomes important at soot volume fractions above 10−6 and
should be accounted for if such conditions are expected.
1. Introduction

Entrained flow gasification processes are applied to convert car-
bonaceous fuels to synthesis gas at high-temperature conditions. In
order to replace the current fossil fuel-based technologies in the foresee-
able future, new biomass-based technologies, as the bioliq process [1],
and new flowsheet and CFD models are under development [2–7]. Gas
atmospheres in these processes are characterised by large contents of
water vapour, carbon dioxide and carbon monoxide. Thermal radiation

1 Corresponding author. ORCID: http://orcid.org/0000-0002-2851-7787.

is thus the dominant mode of heat transfer and needs appropriate
mathematical description. However, previous CFD studies on entrained
flow gasification relied on simplified or readily available grey-gas ab-
sorption coefficient models. Lu et al. [8] applied unspecified piecewise
polynomials while Marklund [9] assumed constant values of 15 m−1

and 30 m−1 based on simple high-pressure scaling of an atmospheric gas
absorption coefficient to investigate the effects on the gas temperature.
Furthermore, the gas absorption coefficient was frequently [10–28]
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Nomenclature

Latin symbols

𝑎 weight in the pseudo-band models
𝒂 weight vector in the pseudo-band models
𝐴 area
𝐶 absorption cross-section
𝑪 absorption cross-section vector
𝐶 constant
𝑒̇ emissive power
𝑓 fraction
𝐹 absorption line blackbody distribution

function
𝐺 incident radiation
𝐼 intensity
𝐾 absorption coefficient
𝑲 absorption coefficient vector
𝐿 length
𝑛 number of half-widths
𝒏 normal vector
𝑝 pressure
𝑞̇ heat flux
𝑆 source term
𝑇 temperature
𝑉 volume
𝑤 quadrature weight
𝒘 quadrature weight vector
𝑋 auxiliary variable
𝑥 mole fraction
𝒙 mole fraction vector
𝑧 position
𝒛 position vector

Greek symbols

𝛼 transformation factor
𝛥 difference
𝜀 emissivity
𝜂 wavenumber
𝜇 discrete ordinate
𝝁 discrete ordinate vector
𝜎 Stefan-Boltzmann constant
𝝓 (thermodynamic) state
𝛺 solid angle

Subscripts and superscripts

b blackbody
E with respect to the energy equation
fit fitted-mean
FSCK with respect to the FSCK model
G with respect to the incident radiation
gas gas
GL with respect to the Gauss-Legendre method
𝑖 index
𝑗 index for forward and backward directions
𝑘 index for pseudo-bands
𝑙 index for discrete ordinates
𝑚 index
2

max maximum
mean mean
min minimum
mix mixture
𝑛 index for nodes
p pressure-based
P Planck-averaged
q with respect to the radiation wall heat flux
R Rosseland-mean
rad radiation
ref reference
s surface
S with respect to the radiation heat source term
soot soot
tot total
v volume
wall wall
WSGG WSGG-mean
𝜂 spectral
′ auxiliary

Acronyms

1D one-dimensional
2D two-dimensional
3D three-dimensional
ALBDF absorption line blackbody distribution function
ARD absolute relative deviation
B band approach
bioliq EFG bioliq Entrained Flow Gasifier
CFD computational fluid dynamics
DB domain-based
DO discrete ordinates
DOM discrete ordinates model
FSCK full-spectrum correlated-𝑘 distribution
FSCKM full-spectrum correlated-𝑘 distribution model
GG grey-gas
GGM grey-gas model
LBL line-by-line
LBLM line-by-line model
MBL mean beam length approach
N numerical solution approach
NGG non-grey-gas
NGGM non-grey-gas model
P1M P-1 model
RANS Reynolds averaged Navier-Stokes
RD relative deviation
REGA atmospheric Research Entrained flow GAsifier
SIMPLEC semi-implicit method for pressure linked

equations-consistent
SLWSGG spectral-line-weighted-sum-of-grey-gas
SLWSGGM spectral-line-weighted-sum-of-grey-gas model
T tabulated approach with 21 cross-sections
T-32 tabulated approach with 32 cross-sections
T-6 tabulated approach with 6 cross-sections
UD user-defined
WSGG weighted-sum-of-grey-gas
WSGGM weighted-sum-of-grey-gas model
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described using the domain-based model [29]. This is an available
model in ANSYS Fluent [30] that relies on the weighted-sum-of-grey-
gas (WSSG) model of Smith et al. [31] (originally developed for at-
mospheric combustion conditions), the scaling rules of Edwards and
Matavosian [32] and the mean beam length model of Hottel and
Sarofim [33].

More recent developments based on spectral-line-weighted-sum-of-
grey-gas (SLWSGG) models (for example, see [34,35]), full-spectrum
correlated-𝑘 distribution (FSCK) models (for example, see [36–38]) or
improved WSGG models (for example, see [39–43]) were not applied
since substantial efforts are required for their coupling with CFD. In
contrast to older models developed using either measured narrow-
band transmissivities or narrow-band and/or wide-band models, such
modern developments are typically based on appropriate line-by-line
(LBL) calculations, which are performed using the available spectro-
scopic databases as HITEMP-2010 [44] and using one of the common
line-shape functions as the Lorentz function or the Voigt function.

Transmissivity spectra, corresponding to such calculated absorption
spectra, are mainly in very good agreement with the measured spectra
at atmospheric conditions. However, at high-density conditions, the
absorption coefficients in the line wings are overestimated due to
imperfections of the line-shape functions. In order to minimise the
discrepancies, Hartmann et al. [45–47], Pearson et al. [34,35], Westlye
et al. [48] and Alberti et al. [49–54] developed empirical correction
methods. Hartmann et al. [45–47] tabulated 𝜒-factors for specific
temperature and wavenumber ranges. Pearson et al. [34,35] cut off
the H2O lines after 2750 half-widths and the CO2 and CO lines after
600 half-widths. Westlye et al. [48] tested the pseudo-Lorentz line-
shape function. Alberti et al. [49,50,52–54] suggested cut-off criteria
that take temperature and total pressure into account and are appli-
cable for a wide range of temperatures and total pressures. The latter
criteria were recently used to re-create emissivity charts [49–51,53,54]
and to develop customised WSGG models for atmospheric and high-
pressure entrained flow gasification processes [2,6]. The models were
applied in RANS based CFD simulations which demonstrated again
the dominant influence of thermal radiation on the heat removal [2,
6,7]. Possible simplifications were suggested for atmospheric condi-
tions [2]. However, reference analyses with advanced gas radiation
property models including the LBL model were carried out neither for
atmospheric nor for high-pressure conditions.

Therefore, this study analyses the effects of advanced and simplified
gas radiation property models on the radiation predictions at atmo-
spheric and high-pressure entrained flow gasification conditions. In
order to provide recommendations for the selection of gas radiation
property models to be incorporated into CFD models for entrained flow
gasification processes, one-dimensional radiation simulations for slab
configurations were connected with two-dimensional CFD simulations.

The experiments and the methods used for the investigation are
described in Section 2 and Section 3, respectively. The results of the
simulations are presented and discussed in Section 4. The conclusions
are summarised in Section 5.

2. Experiments

This section briefly introduces the atmospheric and high-pressure
entrained flow gasification experiments considered in the 1D slab sim-
ulations and in the CFD simulations. The 1D slab simulations were
performed with respect to the atmospheric Research Entrained flow
GAsifier (REGA) of Karlsruhe Institute of Technology and to the bi-
oliq Entrained Flow Gasifier (bioliq EFG) while the CFD simulations
focussed on the bioliq EFG only, as the CFD models and predictions
regarding REGA are reported elsewhere [2,7].
3

Fig. 1. Schematic cross-section of the bioliq EFG reactor with the cooling circuits S1,
..., S5 and ST.

2.1. REGA

The REGA is an atmospheric laboratory-scale entrained flow gasifier
with a cylindrical geometry and a laterally heated wall and is applied
for the gasification of carbonaceous liquid and suspension fuels using
oxygen-enriched air [7,55].

The 1D slab simulations relied on recent CFD predictions of two
REGA experiments considering the gasification of ethylene glycol [3,4,
7], the REGA experiments TUC3 V786 and TUC5 V1105, deviating in
stoichiometric ratio and adiabatic temperature (see [3,4,7]).

2.2. bioliq EFG

The bioliq EFG is the high-pressure entrained flow gasifier of the
bioliq pilot plant and is used for the production of synthesis gas from
biogenic and anthropogenic fuels [1,56]. Oxygen and steam are fed
as gasification media while natural gas and nitrogen are applied for
ignition and flame stabilisation and for purging, respectively [56].
The cross-section of the inner reactor chamber is shown in Fig. 1.
Accordingly, the bioliq EFG is equipped with a segmental cooling
screen and a refractory made of SiC. Six water cooling circuits are used
for the main heat removal from the bioliq EFG while two further water
cooling circuits are applied for the cooling of the main burner and the
auxiliary burner. During operation, solid particles and liquid droplets,
containing mainly mineral compounds, deposit on the refractory and
form liquid, crystalline and solidified slag layers [56] while only the
molten slag flows down the refractory and leaves the inner reactor
chamber together with the synthesis gas [56].

The 1D slab simulations and the CFD simulations of the bioliq EFG
focussed on the bioliq EFG experiment V82.1 [5], in which a model
slurry consisting of 96% ethylene glycol and 4% glass beads (in mass
fractions) was gasified using oxygen and steam at a total gas pressure
of 40 bar and a total thermal input of 4 MW [5]. Mass or volume flow
rates, temperatures and pressures of the inlet streams and the dry gas
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Fig. 2. Predicted gas temperature (left) and gas species mole fractions (right) profiles for the REGA experiment TUC3 V786 at the nozzle distance of 100 mm.
e

species concentrations after the quench were recorded during operation
and were the basis for elemental and energy balances and for equilib-
rium calculations [5]. The process calculations provided the input data
for the CFD model and the segmental heat removal [5]. Within this
study, the latter is used as experimental basis for comparison with the
predictions.

3. Methods

This section describes the methods that were applied (i) to perform
the 1D slab simulations, the CFD simulations and the LBL calcula-
tions, (ii) to generate the emissivity charts and the WSGG models and
(iii) to incorporate GG models, SLWSGG models, FSCK models and soot
contributions into the 1D slab model.

3.1. 1D slab simulations

1D slab simulations are concerned with the radiative heat transfer
between two infinite parallel plates and are regularly used for compari-
son of gas radiation property models (for example, see [34,35,57–59]).
The plates with the wall temperatures 𝑇wall and the wall emissivi-
ties 𝜀wall = 0.8 are separated from each other by the distance 𝐿. Mass,
momentum, energy and species balance equations are not solved within
these simulations. Instead, one-dimensional profiles are assumed for gas
temperature, gas pressure and gas species concentrations. The profiles,
used within this study, were obtained from the CFD predictions for the
REGA experiments TUC3 V786 and TUC5 V1105 (see [7]) at nozzle
distances of 100 mm and 300 mm and from the CFD predictions for
the bioliq EFG experiment V82.1 (with the user-defined WSGG model
and the band approach; see Section 3.2) at nozzle distances of 260 mm
and 1524 mm. The extracted gas temperature profiles and the gas
species mole fractions profiles of H2O, CO2 and CO are shown as
open circle markers in Figs. 2–7 and were mirrored for the 1D slab
simulations. Additionally, further profiles were defined to investigate
4

uncertainties related to the bioliq EFG experiment (see Section 4.4). G
Following the definition of the profiles, absorption spectra were
determined using LBL calculations (see Section 3.3). These spectra
provided the most accurate gas radiation property model and the
reference model within this study. Additionally, grey-gas (GG) and
non-grey-gas (NGG) models were prepared using absorption coeffi-
cients and weights that were provided by user-defined WSGG models
(see Section 3.5), by the domain-based model (see Section 3.6.2), by
user-defined GG models (see Sections 3.6.3 and 3.6.4), by the latest
absorption line blackbody distribution function (ALBDF) tables for
SLWSGG models (see Section 3.7) and by the latest FSCK tables for
FSCK models (see Section 3.8).2

In the 1D slab simulations, the grey-gas absorption coefficients 𝐾gas
or the non-grey-gas absorption coefficients 𝑲gas =

(

𝐾gas,𝑘
)

were com-
bined with the soot absorption coefficient 𝐾soot (see Section 3.9). The
(total) absorption coefficients, that were finally applied in the radiative
heat transfer simulations using the discrete ordinates (DO) model or the
P-1 model, are given by

𝐾 = 𝐾gas +𝐾soot , (1)

𝐾𝑘 = 𝐾gas,𝑘 +𝐾soot , (2)

where 𝐾 is the (total) absorption coefficient and 𝐾𝑘 is the (total)
absorption coefficient of discrete wavenumber or pseudo-band 𝑘.

3.1.1. 1D slab simulations using the DO model
1D slab simulations using the DO model (see [58,60]) were per-

formed by solving radiative transfer equations for intensities 𝐼 or
spectral intensities 𝐼𝜂 in 36 forward and 36 backward directions under
application of different gas radiation property models.

2 For simplicity, the predictions based on the different gas radiation prop-
rty models are hereinafter referred to the underlying models (i. e. LBL, WSGG,
G, SLWSGG and FSCK models).
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Fig. 3. Predicted gas temperature (left) and gas species mole fractions (right) profiles for the REGA experiment TUC3 V786 at the nozzle distance of 300 mm.

Fig. 4. Predicted gas temperature (left) and gas species mole fraction (right) profiles for the REGA experiment TUC5 V1105 at the nozzle distance of 100 mm.
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a

Fig. 5. Predicted gas temperature (left) and gas species mole fractions (right) profiles for the REGA experiment TUC5 V1105 at the nozzle distance of 300 mm.
Fig. 6. Predicted gas temperature (left) and gas species mole fractions (right) profiles for the bioliq EFG experiment V82.1 at the nozzle distance of 260 mm.
The radiative transfer equation and the boundary conditions for the
pplication with GG models are given by

d𝐼 +𝐾 𝐼 = 𝐾 𝜎 𝑇 4
, (3)
6

d𝑧 𝜋
𝐼|wall = 𝜀wall
𝜎 𝑇 4

wall
𝜋

+
1 − 𝜀wall

𝜋 ∫𝛺wall

𝐼 d𝛺 , (4)
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Fig. 7. Predicted gas temperature (left) and gas species mole fraction (right) profiles for the bioliq EFG experiment V82.1 at the nozzle distance of 1524 mm.
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where 𝐼 is the intensity, 𝑧 is the position, 𝐾 is the absorption coeffi-
cient, 𝜎 is the Stefan–Boltzmann constant, 𝑇 is the temperature and 𝛺
s the solid angle.

The radiative transfer equation and the boundary conditions for the
onnection with absorption spectra are defined by

d𝐼𝜂,𝑘
d𝑧 +𝐾𝑘 𝐼𝜂,𝑘 = 𝐾𝑘

𝑒̇𝜂,b
(

𝜂𝑘, 𝑇
)

𝜋
, (5)

𝐼𝜂,𝑘
|

|

|wall
= 𝜀wall

𝑒̇𝜂,b
(

𝜂𝑘, 𝑇wall
)

𝜋
+

1 − 𝜀wall
𝜋 ∫𝛺wall

𝐼𝜂 d𝛺 , (6)

here 𝐼𝜂,𝑘 is the spectral intensity of discrete wavenumber 𝑘, 𝐾𝑘 is the
bsorption coefficient of discrete wavenumber 𝑘 and 𝑒̇𝜂,b is the Planck
unction.

The radiative transfer equation and the boundary conditions for the
ncorporation of pseudo-band models are given by
d𝐼𝑘
d𝑧 +𝐾𝑘 𝐼𝑘 = 𝐾𝑘 𝑎𝑘 (𝑇 )

𝜎 𝑇 4

𝜋
, (7)

𝐼𝑘||wall = 𝜀wall 𝑎𝑘
(

𝑇wall
)
𝜎 𝑇 4

wall
𝜋

+
1 − 𝜀wall

𝜋 ∫𝛺wall

𝐼 d𝛺 , (8)

where 𝐼𝑘 is the intensity, 𝐾𝑘 is the absorption coefficient and 𝑎𝑘 is the
weight, each of pseudo-band 𝑘.

1D slab simulations using the DO model provided total, spectral
or band intensities in the forward and in the backward directions
for each discrete ordinate 𝑙, 𝑙 = 1,… , 36. Total intensities were ob-
tained with application of GG models while spectral or band intensities
were determined with application of NGG models. Corresponding total
intensities 𝐼 𝑗𝑙 , 𝑗 = +,−, were subsequently determined by

𝐼 𝑗𝑙 =

⎧

⎪

⎨

⎪

⎩

∑

𝑘 𝐼
𝑗
𝜂,𝑘,𝑙 𝛥𝜂𝑘 , if relying on LBL models

∑

𝑘 𝐼
𝑗
𝑘,𝑙 , if relying on WSGG or SLWSGG models

∑

𝑘 𝑤FSCK,𝑘 𝐼
𝑗
𝑘,𝑙 , if relying on FSCK models

, (9)

where 𝛥𝜂𝑘 is the wavenumber width of discrete wavenumber 𝑘 and
=

(

𝑤
)

are the quadrature weights as originally used for
7

FSCK FSCK,𝑘
the generation of the FSCK tables (see Section 3.8). The total inten-
sities were used to determine the total incident radiation 𝐺, the total
radiation heat flux 𝑞̇rad and the total radiation heat source term 𝑆E,rad.

The total incident radiation 𝐺 and the total radiation heat flux 𝑞̇rad
are given by

𝐺 = 2𝜋
∑

𝑙
𝑤GL,𝑙

(

𝐼+𝑙 + 𝐼−𝑙
)

, (10)

𝑞̇rad = 2𝜋
∑

𝑙
𝜇𝑙 𝑤GL,𝑙

(

𝐼+𝑙 − 𝐼−𝑙
)

, (11)

here 𝑤GL,𝑙 is the quadrature weight, 𝜇𝑙 is the discrete ordinate, 𝐼+𝑙 ,
is the total intensity in forward direction and 𝐼−𝑙 is the total intensity
in backward direction, each for the discrete ordinate 𝑙. Quadrature
weights 𝒘GL =

(

𝑤GL,𝑙
)

and discrete ordinates 𝝁 =
(

𝜇𝑙
)

were obtained
from the Gauss–Legendre quadrature weights and nodes [61]. The total
radiation heat source term 𝑆E,rad is defined by the negative derivative
of the total radiation heat flux 𝑞̇rad.

3.1.2. 1D slab simulations using the P-1 model
1D slab simulations using the P-1 model (see [58]) were solved

with Marshak boundary conditions. With application of GG models, the
incident radiation 𝐺 was determined by

d
d𝑧

(

1
3𝐾

d𝐺
d𝑧

)

−𝐾 𝐺 = −4𝐾 𝜎 𝑇 4 , (12)

1
3𝐾

⟨∇𝐺,𝒏⟩|wall =
𝜀wall

2
(

2 − 𝜀wall
)

(

4 𝜎𝑇 4
wall − 𝐺|wall

)

, (13)

here 𝒏 is the normal vector. The radiation heat flux 𝑞̇rad and the
adiation heat source term 𝑆E,rad were subsequently obtained by

𝑞̇rad = − 1
3𝐾

d𝐺
d𝑧 , (14)

𝑆E,rad = 𝐾 𝐺 − 4𝐾 𝜎 𝑇 4 . (15)
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𝑞

t

𝐺

𝑞

𝑆

b

p

𝑞

t

𝐺

𝑞

𝑆

3

a

A

A

D
g
t
c
m

The P-1 approximation and the boundary conditions on spectral
basis were applied as

d
d𝑧

(

1
3𝐾𝑘

d𝐺𝜂,𝑘

d𝑧

)

−𝐾𝑘 𝐺𝜂,𝑘 = −4𝐾𝑘 𝑒̇𝜂,b
(

𝜂𝑘, 𝑇
)

, (16)

1
3𝐾𝑘

⟨∇𝐺𝜂,𝑘,𝒏⟩
|

|

|wall
=

𝜀wall

2
(

2 − 𝜀wall
)

(

4 𝑒̇𝜂,b
(

𝜂𝑘, 𝑇wall
)

− 𝐺𝜂,𝑘
|

|

|wall

)

, (17)

where 𝐺𝜂,𝑘 is the spectral incident radiation of discrete wavenum-
ber 𝑘. The spectral radiation heat flux 𝑞̇rad,𝜂,𝑘 and the spectral radia-
tion heat source term 𝑆E,rad,𝜂,𝑘, each of discrete wavenumber 𝑘, were
subsequently determined by

̇rad,𝜂,𝑘 = − 1
3𝐾𝑘

d𝐺𝜂,𝑘

d𝑧 , (18)

𝑆E,rad,𝜂,𝑘 = 𝐾𝑘 𝐺𝜂,𝑘 − 4𝐾𝑘 𝑒̇𝜂,b
(

𝜂𝑘, 𝑇
)

. (19)

The total incident radiation 𝐺, the total radiation heat flux 𝑞̇rad and
he total radiation heat source term 𝑆E,rad were finally calculated by

=
∑

𝑘
𝐺𝜂,𝑘 𝛥𝜂𝑘 , (20)

̇rad =
∑

𝑘
𝑞̇rad,𝜂,𝑘 𝛥𝜂𝑘 , (21)

E,rad =
∑

𝑘
𝑆E,rad,𝜂,𝑘 𝛥𝜂𝑘 . (22)

The P-1 approximation and the boundary conditions on pseudo-
and basis were used as

d
d𝑧

(

1
3𝐾𝑘

d𝐺𝑘
d𝑧

)

−𝐾𝑘 𝐺𝑘 = −4𝐾𝑘 𝑎𝑘 (𝑇 ) 𝜎 𝑇 4 , (23)

1
3𝐾𝑘

⟨∇𝐺𝑘,𝒏⟩||wall =
𝜀wall

2
(

2 − 𝜀wall
)

(

4 𝑎𝑘
(

𝑇wall
)

𝜎𝑇 4
wall − 𝐺𝑘

|

|wall
)

, (24)

where 𝐺𝑘 is the incident radiation of pseudo-band 𝑘. The radiation
heat flux 𝑞̇rad,𝑘 and the radiation heat source term 𝑆E,rad,𝑘, each of
seudo-band 𝑘, were subsequently calculated by

̇rad,𝑘 = − 1
3𝐾𝑘

d𝐺𝑘
d𝑧 , (25)

𝑆E,rad,𝑘 = 𝐾𝑘 𝐺𝑘 − 4𝐾𝑘 𝑎𝑘 𝜎 𝑇 4 . (26)

The total incident radiation 𝐺, the total radiation heat flux 𝑞̇rad and
he total radiation heat source term 𝑆E,rad were finally determined by

=

{

∑

𝑘 𝐺𝑘 , if relying on WSGG or SLWSGG models
∑

𝑘 𝑤FSCK,𝑘 𝐺𝑘 , if relying on FSCK models
, (27)

̇rad =

{

∑

𝑘 𝑞̇rad,𝑘 , if relying on WSGG or SLWSGG models
∑

𝑘 𝑤FSCK,𝑘 𝑞̇rad,𝑘 , if relying on FSCK models
, (28)

E,rad =

{

∑

𝑘 𝑆E,rad,𝑘 , if relying on WSGG or SLWSGG models
∑

𝑘 𝑤FSCK,𝑘 𝑆E,rad,𝑘 , if relying on FSCK models
. (29)

.1.3. Relative deviations
Results of the 1D slab simulations are compared in this study using

bsolute relative deviations (ARD) which are defined by

RDq =

|

|

|

|

𝑞̇rad,wall
|

|

|𝑋
− 𝑞̇rad,wall

|

|

|𝑌

|

|

|

|

|

|

|

|

𝑞̇rad,wall
|

|

|𝑌

|

|

|

|

, (30)

ARDS =
∫𝑧

|

|

|

|

𝑆E,rad
|

|

|𝑋
− 𝑆E,rad

|

|

|𝑌

|

|

|

|

d𝑧

∫
|

| 𝑆 |

|

|

|d𝑧
, (31)
8

𝑧 |
|

E,rad
|𝑌 |

|

s

RDG = 1
∑

𝑛 1

∑

𝑛

|

|

|

|

𝐺𝑛
|

|𝑋 − 𝐺𝑛
|

|𝑌
|

|

|

|

|

|

|

|

𝐺𝑛
|

|𝑌
|

|

|

|

, (32)

where 𝑋 refers to the predictions which are to be evaluated and 𝑌 refers
either to the reference or to the baseline predictions. Thus, the absolute
relative deviation with respect to the heat source term ARDS is defined
as global integral relative deviation while the absolute relative devi-
ation with respect to the incident radiation ARDG is a node-averaged
relative deviation.

The reference and the baseline predictions, with a few exceptions,
are based on the DO model and the LBL model as the absorption
spectra provide the most accurate gas radiation property model (see
Section 3.1). Furthermore, the reference predictions in Sections 4.1
and 4.2 are always based on the extracted and mirrored profiles while
modified profiles were used for the baseline predictions in context with
the sensitivity analyses in Section 4.4.

3.2. CFD simulations

CFD simulations within this study focussed on the bioliq EFG experi-
ment V82.1 and were performed using the CFD model of the bioliq EFG,
that has been developed using ANSYS Fluent [30] and user-defined
functions3 for steady-state design and scale-up simulations. Following
the preceding CFD model [6], the gas phase is described using the RANS
approach in the Eulerian specification of reference. Favre averaged
Navier–Stokes equations, Favre averaged species balance equations and
the turbulence equations of the standard 𝑘−𝜖 model [62,63] are solved
on an axisymmetric two-dimensional computing domain with 2.2 ⋅ 105

cells using the finite-volume method and the SIMPLEC algorithm [64].
The second-order upwind scheme is applied for the discretisation of the
momentum and energy equations while the turbulence and pressure
equations are discretised using the first-order upwind scheme and
the PRESTO! scheme, respectively. The gas reactions are described
using the eddy-dissipation-concept model [65] and a global reaction
mechanism while the discrete ordinates model is combined with one of
three different gas radiation property models to account for radiation:
(i) a NGG model with six pseudo-bands and with weighting factors
and absorption coefficients from the user-defined WSGG model (see
Section 3.5.2) or (ii) a GG model with absorption coefficients from
the user-defined WSGG model (see Section 3.5.2) and the mean beam
length model (see Section 3.6.1) or (iii) the domain-based model (see
Section 3.6.2). The radiative transfer equations are solved for 256
directions (8 × 8 directions in each of the four octants) and each
pseudo-band using the finite-volume method [66,67] and the first-order
upwind scheme.

The dispersed phase is injected using particles consisting of liquid
and solid fractions. The liquid fractions contain ethylene glycol which
vaporises according to the classical convective vaporisation model,
while the solid glass beads fractions are considered as inert (with
respect to chemical reactions and phase transformations) and mainly
deposit as slag on the wall boundary. Radiative heat transfer to the
slurry droplets and solid glass beads is simplified assuming opaque and
grey particle surfaces.

The slag phase is described using simplified slag flow equations
following the slag flow model of Seggiani [68]. The surfaces of both
the refractory and the slag phase are treated as opaque and grey.

3 Particularly, the macros DEFINE_EMISSIVITY_WEIGHTING_FACTOR and
EFINE_GRAY_BAND_ABS_COEFF are used to incorporate the weights and the
as absorption coefficients based on the user-defined WSGG model, while
he macro DEFINE_WSGGM_ABS_COEFF is applied for the gas absorption
oefficient based on the user-defined WSGG model and the mean beam length
odel (see Section 3.6.1). Note that the macro DEFINE_WSGGM_ABS_COEFF
hould only be applied in combination with the mean beam length approach.
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3.3. LBL calculations

LBL calculations were performed using the HITEMP-2010 databases
for H2O, CO2 and CO [44] and the LBL software of Alberti et al. [49–
51,53,54] to obtain gas absorption spectra for specified total gas pres-
sures 𝑝gas, gas temperatures 𝑇gas and gas species mole fractions 𝒙gas

ith a spectral wavenumber range between 𝜂min = 0 and 𝜂max =
0000 cm−1. The HITEMP-2010 databases provided the parameters at
he reference pressure of 1 atm and the reference temperature of 296 K
or the numerous absorption lines of each species including the line
osition, the integrated line intensity and the half-widths of the line
or self-broadening and foreign-broadening. The spectral absorption
oefficient of each line was described using the Voigt function as
ine-shape function to a minimum absorption coefficient of 10−9 cm−1

ollowing previous descriptions [54]. This also included the application
f the empirical cut-off criteria

CO2
(𝑝gas, 𝑇gas) = 429.99 ⋅

(

𝑇gas

296 K
1 bar
𝑝gas

)0.822

, (33)

𝑛H2O(𝑝gas, 𝑇gas) = 𝑛CO(𝑝gas, 𝑇gas) = 686.65 ⋅

(

𝑇gas

296 K
1 bar
𝑝gas

)0.833

(34)

to correct the overestimation of the absorption in the line wings of
each line [54]. Each criterion estimates the number of half-width 𝑛
away from the line centre above which each line is to be cut [54]. The
gas absorption spectrum was finally determined from the absorption
contributions of each line and each species [54].

3.4. Emissivity charts

Emissivity charts for specified total gas pressures 𝑝gas and gas
species mole fractions 𝒙gas were created each using 45 absorption spec-
tra obtained at 300 K, 350 K, . . . , 1950 K, 2000 K, 2100 K, . . . , 3000 K
and using 30 pressure path lengths defined by logarithmic spacing
between 0.001 bar cm and 6000 bar cm. The total gas emissivity 𝜀gas,tot
was calculated by

𝜀gas,tot =
∫ 𝜂max
𝜂min

𝜀gas,𝜂 𝑒̇𝜂,b (𝜂, 𝑇 ) d𝜂

∫ 𝜂max
𝜂min

𝑒̇𝜂,b (𝜂, 𝑇 ) d𝜂
, (35)

here 𝜀gas,𝜂 is the spectral gas emissivity and 𝑒̇𝜂,b is the Planck function.
he spectral gas emissivity 𝜀gas,𝜂 is defined by

gas,𝜂 = 1 − exp
(

−𝐾gas 𝐿
)

, (36)

here 𝐾gas is the gas absorption coefficient (as determined by the
BL calculations) and 𝐿 is the path length.

.5. WSGG models

The WSGG models applied in this study were the model of Smith
t al. [31], the user-defined model for the REGA conditions (see Sec-
ion 3.5.1) and the user-defined model for the bioliq EFG conditions
see Section 3.5.2).

The WSGG model of Smith et al. [31] was originally generated using
he exponential-wide-band model of Edwards and Modak [69,70] for
2O-CO2-N2 mixtures at a total gas pressure 𝑝gas of 1 atm and at gas

emperatures 𝑇gas between 600 K and 2400 K and with focus on several
tmospheric combustion conditions (𝑝CO2 ,gas = 0, 𝑝H2O,gas = 0, 𝑝CO2 ,gas =
atm, 𝑝H2O,gas∕𝑝CO2 ,gas = 1, 𝑝H2O,gas∕𝑝CO2 ,gas = 2). In this study, the

model was considered due to its popularity and its implementation in
the domain-based model of ANSYS Fluent [30] and was only used in
this context (see Section 3.6.2).

The user-defined WSGG models were obtained by constrained non-
linear multi-variable regressions of the corresponding total emissivity
charts using the fmincon method of Matlab [71] and the expression

𝜀gas,tot =
∑

𝑎𝑘 (𝑇 )
(

1 − exp
(

−𝐾gas,𝑘 𝐿
))

(37)
9

𝑘
p

here 𝑎𝑘 is the weight of pseudo-band 𝑘, 𝐾gas,𝑘 is the gas absorption
coefficient of pseudo-band 𝑘 and 𝐿 is the path length. The weight 𝑎𝑘 is
escribed by a polynomial while the gas absorption coefficient 𝐾gas,𝑘 is
efined by

gas,𝑘 = 𝐾p,gas,𝑘

(

𝑥H2O,gas + 𝑥CO2 ,gas

)

𝑝gas , (38)

here 𝐾p,gas,𝑘 is the pressure-based gas absorption coefficient of pseudo-
and 𝑘, 𝑥H2O,gas is the gas species mole fraction of H2O, 𝑥CO2 ,gas is the
as species mole fraction of CO2 and 𝑝gas is the total gas pressure. The
bove expression does not include the gas species mole fraction of CO
ince improved fitting results can be obtained without considering the
as species mole fraction of CO.4 The reason is that, although there is a
elatively large amount of CO present in the gas phase, its contribution
o the total gas emissivity 𝜀gas,tot is relatively weak due to strong
verlapping of the 4.7 μm band of CO with the 6.3 μm band of H2O
nd the 4.3 μm band of CO2.

The user-defined WSGG models were coupled with the respective
adiation model using two different approaches: the band approach
nd the mean beam length approach. The band approach assumes
seudo-bands in the radiation simulations with the weights and the
as absorption coefficients evaluated at the local gas conditions while
he mean beam length approach is actually a grey-gas approach (see
ection 3.6.1).

.5.1. User-defined WSGG model for REGA conditions
The user-defined WSGG model for the REGA conditions was de-

eloped in the preceding study [2]. After an elaborative analysis of
as conditions and emissivities, emissivity charts were generated for
3 gas conditions, for which gas species mole fractions of CO and H2O
ere assumed to be 0.18 and 0.33 while the gas species mole fractions
f CO2 were varied corresponding to gas species mole fraction ratios
f H2O and CO2 between 1.5 and 3.3 [2]. The WSGG model was
inally established using the emissivity charts for the 13 gas conditions,

minimum fit temperature of 450 K, a maximum fit temperature
f 2950 K, six pseudo-bands and polynomials of sixth order.

.5.2. User-defined WSGG model for bioliq EFG conditions
The user-defined WSGG model for the bioliq EFG conditions was

etermined based on preceding CFD simulations of the bioliq EFG ex-
eriment V82.1. Since the predicted approximately uniform gas species
oncentrations of H2O, CO2 and CO were similar to the equilibrium
as species concentrations, the WSGG model was generated using the
missivity chart for the equilibrium gas condition in combination with
minimum fit temperature of 450 K, a maximum fit temperature

f 3000 K, six pseudo-bands and polynomials of fourth order. The
otal gas emissivities 𝜀tot,gas based on the LBL calculations and the

SGG model are compared in Fig. 8 demonstrating the accurate ap-
roximation.

.6. GG models

The GG models applied within this study relied either on constant
as absorption coefficients 𝐾gas that were a-priori obtained using the
missivity charts of Alberti et al. [53,54] and the mean beam length
odel (see Section 3.6.1) or on gas absorption coefficients 𝐾gas that
ere calculated using the local total gas emissivities 𝜀gas,tot predicted
y the user-defined WSGG models (see Section 3.5) and the mean beam
ength model (see Section 3.6.1) or using the domain-based model (see
ection 3.6.2).

4 Accidentally, the expression (47) for the pressure path length in the
receding study [2] incorrectly included the gas species mole fraction of CO.
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Fig. 8. Total gas emissivities calculated using the LBL model and the user-defined
WSGG model for the bioliq EFG conditions.

3.6.1. Mean beam length model
The mean beam length model of Hottel and Sarofim [33] defines

the (mean) gas absorption coefficient 𝐾gas by [33]

𝐾gas = −
ln
(

1 − 𝜀gas,tot
)

𝐿mean
, (39)

here 𝐿mean is the mean path length. The mean path length 𝐿mean is
efined by 3.6𝑉 ∕𝐴s for an arbitrary geometry with the volume 𝑉 and
he surface area 𝐴s while it is given by 1.76𝐿 for a slab configuration
ith the length 𝐿.

.6.2. Domain-based model
The domain-based model defined in ANSYS Fluent [30] relies on

he WSGG model of Smith et al. [31], the scaling rules of Edwards
nd Matavosian [32], that provide tabulated coefficients for scaling
he total gas emissivity 𝜀gas,tot to total gas pressures 𝑝gas of 0.1, 0.3,
and 10 atm at gas temperatures 𝑇gas of 800, 1200, 1600 and 2000 K,

nd the mean beam length model (see Section 3.6.1).

.6.3. User-defined GG model for REGA conditions
The user-defined gas absorption coefficient for the REGA conditions

as previously [2] determined to be 0.53 m−1 using the total gas
missivity 𝜀gas,tot for a typical gas condition in the REGA experiments
nd using the mean beam length model (see Section 3.6.1).

.6.4. User-defined GG model for bioliq EFG conditions
The user-defined gas absorption coefficient for the bioliq EFG condi-

ions was estimated to be 2.4 m−1 using the total gas emissivity 𝜀gas,tot
t the equilibrium gas condition and using the mean beam length
odel [33]. Thus, the gas absorption coefficient only slightly differs

rom the value that was used in the preceding studies [72,73] and was
iven by a value of 2.3 m−1 based on the exponential wide band model
f Lallemant and Weber [74] and the mean beam length approach [33].
10
he reason is that even larger errors in the total gas emissivity and the
ctual gas species concentrations are not decisive due to the mean beam
ength model (see also Sections 4.2 and 4.4.4). Even the gas tempera-
ure has only a slight impact; for gas temperatures between 1350 K
nd 1850 K, gas absorption coefficients between 2.2 m−1 and 2.7 m−1

an be determined using the emissivity charts of Alberti et al. [53,54]
nd the mean beam length model [33].

.7. SLWSGG models

The SLWSGG models were applied using (i) the reference gas condi-
ion approach, (ii) the absorption line blackbody distribution function
ALBDF) tables of Pearson et al. [34,35] and (iii) the multiplication
ethod for mixtures. The reference gas condition approach relies on

olumetric averaging of the gas pressure 𝑝gas, the gas temperature 𝑇gas,
he gas species mole fraction of water vapour 𝑥H2O,gas, the gas species
ole fraction of carbon dioxide 𝑥CO2 ,gas and the gas species mole

raction of carbon monoxide 𝑥CO,gas. For the slab configuration, the
eference quantities were determined by [34]

ref =
1
2𝐿

∑

𝑛

(

𝑋𝑛 +𝑋𝑛−1
) (

𝑧𝑛 − 𝑧𝑛−1
)

, (40)

here 𝑋 = 𝑝gas, 𝑇gas, 𝑥H2O,gas, 𝑥CO2 ,gas, 𝑥CO,gas and 𝒛 =
(

𝑧𝑛
)

are the node
positions.

The absorption line blackbody distribution function (ALBDF) tables
provide tabulated fractions of blackbody emission 𝐹 for H2O, CO2
and CO below prescribed absorption cross-sections 𝐶 and were gen-
erated using LBL calculations with the HITEMP-2010 databases [44],
with the Voigt line-shape function and with cut-off criteria [34,35]
(2750 half-widths for H2O and 600 half-widths for CO2 and CO).
The ALBDF data has been given for 71 absorption cross-sections, for
28 gas temperatures 𝑇gas between 300 K and 3000 K, for 28 blackbody
temperatures 𝑇b between 300 K and 3000 K, for 10 gas pressures 𝑝gas
between 0.1 bar and 50 bar and for 9 gas species mole fractions of water
vapour 𝑥H2O,gas and was accessed using linear interpolations following
previous studies [34,35].

In addition to the reference (thermodynamic) gas state 𝝓gas,ref,
reference supplemental absorption cross-sections 𝑪ref =

(

𝐶ref,𝑘
)

were
specified by [34,35]

𝐶ref,𝑘 = 𝐶min

(

𝐶max
𝐶min

)𝑘∕(21−1)
(41)

here 𝐶min = 10−4 m2∕mol is the minimum absorption cross-section,
max = 103 m2∕mol is the maximum cross-section and 21 is the number
f recommended cross-sections (pseudo-bands).

The reference supplemental absorption cross-sections 𝑪ref =
(

𝐶ref,𝑘
)

ere applied to determine the reference ALBDF values 𝑭 ref =
(

𝐹ref,𝑘
)

defined by [34]

𝐹ref,𝑘 = 𝐹mix
(

𝐶 = 𝐶ref,𝑘,𝝓 = 𝝓gas,ref, 𝑇b = 𝑇gas,ref
)

=
∑

𝑚=H2O,CO2 ,CO
𝐹𝑚

(

𝐶 = 𝐶ref,𝑘∕𝑥𝑚,gas,ref,𝝓 = 𝝓gas,ref,

𝑇b = 𝑇gas,ref
)

,

(42)

where 𝐹mix
(

𝐶,𝝓, 𝑇b
)

represents the ALBDF of the mixture based on the
multiplication method, 𝐹𝑚

(

𝐶,𝝓, 𝑇b
)

is the ALBDF of species 𝑚, 𝝓 is the
(thermodynamic) state, 𝝓gas,ref is the (thermodynamic) reference gas
state and 𝑇b is the blackbody temperature.

Furthermore, local supplemental cross-sections 𝑪 =
(

𝐶𝑘
)

were
determined by [34]

𝐶𝑘 = 𝐶
(

𝐹 = 𝐹ref,𝑘,𝝓 = 𝝓gas, 𝑇b = 𝑇gas,ref
)

, (43)

where 𝐶
(

𝐹 ,𝝓, 𝑇b
)

is the inverse ALBDF and 𝝓gas is the (thermody-
namic) gas state.

The weights 𝒂 (𝑇 ) =
(

𝑎𝑘 (𝑇 )
)

and the gas absorption coefficients
𝑲gas =

(

𝐾gas,𝑘
)

were finally (i. e. as incorporated into the radiative
transfer equations) calculated by [34]
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𝑎𝑘 (𝑇 ) =

⎧

⎪

⎨

⎪

⎩

𝐹
(

𝐶 = 𝐶𝑘,𝝓 = 𝝓gas,ref, 𝑇b = 𝑇
)

, if 𝑘 = 0
𝐹
(

𝐶 = 𝐶𝑘,𝝓 = 𝝓gas,ref, 𝑇b = 𝑇
)

− 𝐹
(

𝐶 = 𝐶𝑘−1,𝝓 = 𝝓gas,ref, 𝑇b = 𝑇
)

, else
, (44)

gas,𝑘 =

⎧

⎪

⎨

⎪

⎩

0 , if 𝑘 = 0
𝑝gas

𝑅𝑇gas

√

𝐶𝑘 𝐶𝑘−1 , else . (45)

3.8. FSCK models

The FSCK models were incorporated using the FSCK tables of Wang
et al. [36] and the corresponding reference gas condition approach.
The tables contain discrete full-spectrum correlated-𝑘 distributions for
34 total gas pressures 𝑝gas between 0.1 bar and 80 bar, for 28 gas
temperatures 𝑇gas between 300 K and 3000 K, for 28 Planck tem-
peratures 𝑇P between 300 K and 3000 K, for 13 gas species mole
fractions of water vapour 𝑥H2O,gas between 0 and 1, for 13 gas species

ole fractions of carbon dioxide 𝑥CO2 ,gas between 0 and 1 and for
6 gas species mole fractions of carbon monoxide 𝑥CO,gas between 0
and 0.5 [36]. Each distribution was generated using LBL calculations
with the HITEMP-2010 databases [44] and the Voigt line-shape func-
tion and was tabulated using 32 values corresponding to 32 quadrature
nodes 𝒈 =

(

𝑔𝑘
)

and weights 𝒘FSCK =
(

𝑤FSCK,𝑘
)

. The latter were
defined using the nodes and weights of the Chebyshev polynomial
of second kind and using subsequent transformation to improve the
accuracy [75]. The transformation was carried out according to [75]

𝑔𝑘 ∶= 1 −
(

1 − 𝑔𝑘
)𝛼 , (46)

𝑤FSCK,𝑘 ∶=
𝛼 𝑤FSCK,𝑘

(

1 − 𝑔𝑘
)𝛼−1

∑

𝑖 𝛼 𝑤FSCK,𝑖
(

1 − 𝑔𝑖
)𝛼−1

, (47)

here 𝛼 = 2 was previously found to be the most appropriate transfor-
ation factor [75].

The tables were accessed using linear interpolations following pre-
ious approach [36] except for the gas pressure 𝑝gas. Corresponding to
he operating pressures in the REGA and the bioliq EFG experiments,
he tables for total gas pressures of 1 bar and 40 bar were applied only,
. e. interpolations were not performed with respect to the gas pressure.

The reference gas condition approach for the most recent FSCK ta-
les relies on the Planck-averaged reference gas temperature 𝑇gas,P,ref
nly. For the 1D slab configuration, the Planck-averaged reference gas
emperature 𝑇gas,P,ref was calculated by

gas,P,ref =

(

1
2𝐿

1
𝐾P,ref

∑

𝑛

(

𝐾P,𝑛 𝑇
4
gas,𝑛 +𝐾P,𝑛−1 𝑇

4
gas,𝑛−1

)

(

𝑧𝑛 − 𝑧𝑛−1
)

)1∕4

,

(48)

where

𝐾P,𝑛 =
∑

𝑘
𝑤FSCK,𝑘 𝑎

′
𝑘
(

𝑇gas,𝑛
)

𝐾 ′
𝑘
(

𝑇gas,𝑛
)

, (49)

𝐾P,ref =
∑

𝑘
𝑤FSCK,𝑘 𝑎

′
𝑘
(

𝑇gas,P,ref
)

𝐾 ′
𝑘
(

𝑇gas,P,ref
)

. (50)

The weights 𝒂′ (𝑇 ) =
(

𝑎′𝑘 (𝑇 )
)

and the absorption coefficients
′ (𝑇 ) =

(

𝐾 ′
𝑘 (𝑇 )

)

were determined by

′
𝑘 (𝑇 ) = 𝑎FSCK

(

𝑇 = 𝑇 , 𝑇P = 𝑇 , 𝑘 = 𝑘
)

, (51)
′
𝑘 (𝑇 ) = 𝐾FSCK

(

𝑇 = 𝑇 ,𝝓 = 𝝓gas, 𝑇P = 𝑇 , 𝑔 = 𝑔𝑘
)

, (52)

here 𝑎FSCK and 𝐾FSCK are functions for calculating the weights and
he absorption coefficients with respect to the FSCK tables. The former
11
s defined by

FSCK
(

𝑇 , 𝑇P, 𝑘
)

=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1
𝑔′𝑘

𝑔FSCK
(

𝑇 ,𝐾 ′
𝑘
(

𝑇 , 𝑇P
))

, if 𝑘 = 0

1
𝑔′𝑘 − 𝑔′𝑘−1

(

𝑔FSCK
(

𝑇 ,𝐾 ′
𝑘
(

𝑇 , 𝑇P
))

−𝑔FSCK
(

𝑇 ,𝐾 ′
𝑘−1

(

𝑇 , 𝑇P
)))

, else

, (53)

where

𝑔FSCK
(

𝑇 ,𝐾 ′
𝑘
(

𝑇 , 𝑇P
))

= 𝑔FSCK
(

𝑇 = 𝑇 ,𝝓 = 𝝓gas, 𝑇P = 𝑇 ,𝐾 = 𝐾 ′
𝑘
(

𝑇 , 𝑇P
))

, (54)

𝐾 ′
𝑘
(

𝑇 , 𝑇P
)

= 𝐾FSCK
(

𝑇 = 𝑇 ,𝝓 = 𝝓gas, 𝑇P = 𝑇P, 𝑔 = 𝑔′𝑘
)

, (55)

𝑔′𝑘 =
𝑘
∑

𝑖
𝑤FSCK,𝑖 . (56)

Here, 𝑔FSCK is the inverse function for calculating the fraction of the
spectrum below the specified absorption coefficient.

The weights 𝒂 (𝑇 ) =
(

𝑎𝑘 (𝑇 )
)

and the gas absorption coefficients
𝑲gas =

(

𝐾gas,𝑘
)

were finally (i. e. as incorporated into the radiative
transfer equations) determined by

𝑎𝑘 (𝑇 ) = 𝑎FSCK
(

𝑇 = 𝑇 , 𝑇P = 𝑇gas,P,ref, 𝑘 = 𝑘
)

, (57)

𝐾gas,𝑘 = 𝐾FSCK
(

𝑇 = 𝑇gas,𝝓 = 𝝓gas, 𝑇P = 𝑇gas,P,ref, 𝑔 = 𝑔𝑘
)

. (58)

3.9. Soot contributions

Soot contributions for bioliq EFG conditions were approximated by
the correlation of Felske and Tien [76]. The mean soot absorption
coefficient 𝐾soot was accordingly described by [76]

𝐾soot = 3.72 𝑓v,soot 𝐶soot
𝑇
𝐶2

, (59)

where 𝑓v,soot is the soot volume fraction, 𝐶soot is the soot constant,
𝑇 is the temperature and 𝐶2 is 1.4387... ⋅ 10−2 mK. The soot volume
raction 𝑓v,soot is correlated with the soot mass fraction 𝑤soot by

v,soot = 𝑤soot
𝜌gas

𝜌soot
, (60)

where 𝜌gas is the gas density and 𝜌soot is the soot density (typically
between 1600 kg∕m3 and 2000 kg∕m3).

Soot volume fraction 𝑓v,soot and soot constant 𝐶soot were regarded
as model parameters within the sensitivity analysis (see Section 4.4.5)
as soot measurements in the bioliq EFG have not been performed yet.
Generally, soot concentrations are expected to be rather low for the
gasification of ethylene glycol since (i) far-flame soot measurements in
REGA experiments demonstrated soot concentrations below the detec-
tion limit [77] and (ii) observations from bioliq EFG experiments have
indicated quite low soot concentrations. However, larger soot contents
are rather likely for the gasification of pyrolysis oils and slurries. For
a few bioliq EFG experiments with pyrolysis oils at atypical, low-
temperature process conditions, soot mass fractions 𝑤soot up to 1–3%
were determined from balancing (neglecting further by-products as
hydrocarbons). This corresponds to soot volume fractions 𝑓v,soot of
approximately 10−5-10−4. For REGA experiments with glycol slurries
containing 10% pyrolysis char [77], soot volume fractions of 10−8

were estimated from measurements. These findings are in agreement
with measurements and predictions reported elsewhere [21,78–81]. For
example, Sepman et al. [78] and Simonsson et al. [79] measured soot
volume fractions in the order of 10−6 in atmospheric entrained flow
gasification experiments with wood and peat powders. For gasifica-
tion of heavy oil, Bader et al. [81] predicted soot mass fractions of

approximately 2% using CFD simulations.
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Fig. 9. Predicted heat flux profiles for the REGA experiment TUC3 V786 at the nozzle distances of 100 mm (left) and 300 mm (right) based on 1D slab simulations.
4. Results

This section presents the results of the 1D slab simulations at atmo-
spheric and high-pressure entrained flow gasification conditions, dis-
cusses the results of the sensitivity analyses with the 1D slab configura-
tion and with emphasis on high-pressure conditions and finally reports
on the results of the CFD simulations of the bioliq EFG experiment.

4.1. 1D slab simulations for REGA conditions

Simplified gas radiation property models were previously suggested
for the CFD model of the REGA due to computing time reasons [2,7].
Relying either on the user-defined WSGG model for REGA conditions
or on the user-defined GG model for the REGA conditions, similar
predictions of gas species concentrations and total wall heat fluxes were
obtained in the CFD simulations of the REGA experiments while larger
deviations were found in gas temperatures and in radiation wall heat
fluxes [2,7]. As CFD simulations cannot currently be performed using
absorption spectra, 1D slab simulations based on the DO model and
different gas radiation property models were carried out to investigate
the preceding approach.

The results are compared in Figs. 9 and 10. Radiation heat fluxes
based on the user-defined WSGG model combined with the band ap-
proach, based on the ALBDF tables and based on the FSCK tables
are accordingly in good agreement with the predictions based on the
LBL model. Heat sources are thus predicted accurately as demonstrated
using the absolute relative deviations (ARD) in Tables 1–4. Significant
deviations are found with respect to the user-defined GG model for
the REGA conditions. However, this very poor performance can be
explained by the mean beam length approach. As the mean beam length
of the REGA is smaller than the mean beam length of the slab con-
figuration, the grey-gas absorption coefficient is overestimated for this
configuration. More meaningful grey-gas predictions are thus provided
by the user-defined WSGG model combined with the mean beam length
of the slab configuration but are still poorer than the predictions based
12

on the user-defined WSGG model combined with the band approach.
Table 1
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and absolute relative deviations
(ARD) with respect to the radiation wall heat fluxes, radiation heat source terms
and incident radiations for the REGA experiment TUC3 V786 at the nozzle distance
of 100 mm based on 1D slab simulations with the DO model and with various gas
radiation property models.

Gas radiation property model
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

ARDq

%
ARDS
%

ARDG
%

LBLM 11.11
WSGGM (UD, B) 13.09 17.79 32.10 0.39
WSGGM (UD, MBL) 17.55 57.94 52.59 1.47
WSGGM (DB) 18.34 65.12 52.39 1.65
SLWSGGM (Pearson, T) 12.34 11.04 7.76 0.33
SLWSGGM (Pearson, T-6) 14.75 32.74 57.21 0.94
SLWSGGM (Pearson, T-32) 12.29 10.60 6.37 0.32
FSCKM (Wang, T) 12.08 8.76 6.45 0.28
GGM (UD) 26.73 140.62 63.50 3.77

This finally justifies the implementation of the latter approach for the
CFD model of the REGA. Only if this approach already exceeds the
available computing resources for optically thin conditions prevailing
in atmospheric entrained flow gasification, user-defined GG models
may be applied. However, this may increase the inaccuracies in the
predictions of gas and wall temperatures and radiation wall heat fluxes
(see [2,7]) through erroneous radiation heat source terms.

4.2. 1D slab simulations for bioliq EFG conditions

Simplified gas radiation property models for the CFD model of the
bioliq EFG relied first [72,73] on a GG model and later [6] on the
user-defined WSGG model for bioliq EFG conditions in combination
with the band approach. Since preliminary CFD simulations indicated
significantly deviating total heat flux predictions, 1D slab simulations
based on the DO model and different gas radiation property models

were used to investigate the best approach for the CFD simulations.
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Fig. 10. Predicted heat flux profiles for the REGA experiment TUC5 V1105 at the nozzle distances of 100 mm (left) and 300 mm (right) based on 1D slab simulations.
Table 2
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and absolute relative deviations
(ARD) with respect to the radiation wall heat fluxes, radiation heat source terms
and incident radiations for the REGA experiment TUC3 V786 at the nozzle distance
of 300 mm based on 1D slab simulations with the DO model and with various gas
radiation property models.

Gas radiation property model
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

ARDq

%
ARDS
%

ARDG
%

LBLM 18.54
WSGGM (UD, B) 19.98 7.75 15.37 0.17
WSGGM (UD, MBL) 33.05 78.22 73.24 3.29
WSGGM (DB) 31.96 72.32 67.71 3.05
SLWSGGM (Pearson, T) 20.02 7.98 7.49 0.37
SLWSGGM (Pearson, T-6) 23.62 27.39 27.42 1.21
SLWSGGM (Pearson, T-32) 19.95 7.56 7.09 0.35
FSCKM (Wang, T) 19.14 3.22 4.48 0.15
GGM (UD) 46.46 150.52 141.14 6.20

The results are shown in Fig. 11. Accordingly, the user-defined
SGG model combined with the band approach, the SLWSGG model

nd the FSCK model provide predictions that are in good agreement
ith the predictions based on the LBL model. Large deviations are
bvious for the predictions using the user-defined GG model and those
SGG models that are combined with the mean beam length ap-

roach (see Section 4.1). However, the radiation wall heat fluxes
t 260 mm and 1524 mm are predicted quite well by all simplified

models with exception of the user-defined GG model and the user-
defined WSGG model combined with the mean beam length approach
as shown in Tables 5 and 6. More specifically, the domain-based model
is accurate realising that it was developed for atmospheric combustion
conditions based on emissivity models that are nowadays regarded as
inaccurate. The good performance of the domain-based model can be
explained by the mean beam length approach. Even larger errors in the
prediction of the total gas emissivity do not affect the mean gas absorp-
13

tion coefficient significantly. Therefore, the correct magnitude of the
Table 3
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and absolute relative deviations
(ARD) with respect to the radiation wall heat fluxes, radiation heat source terms
and incident radiations for the REGA experiment TUC5 V1105 at the nozzle distance
of 100 mm based on 1D slab simulations with the DO model and with various gas
radiation property models.

Gas radiation property model
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

ARDq

%
ARDS
%

ARDG
%

LBLM 15.72
WSGGM (UD, B) 17.30 10.08 24.02 0.41
WSGGM (UD, MBL) 23.85 51.78 46.67 1.84
WSGGM (DB) 24.47 55.68 45.47 2.04
SLWSGGM (Pearson, T) 17.58 11.85 8.26 0.76
SLWSGGM (Pearson, T-6) 21.36 35.94 48.55 2.21
SLWSGGM (Pearson, T-32) 17.52 11.46 7.48 0.73
FSCKM (Wang, T) 16.13 2.62 6.35 0.31
GGM (UD) 43.63 177.64 55.52 8.43

Table 4
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and absolute relative deviations
(ARD) with respect to the radiation wall heat fluxes, radiation heat source terms
and incident radiations for the REGA experiment TUC5 V1105 at the nozzle distance
of 300 mm based on 1D slab simulations with the DO model and with various gas
radiation property models.

Gas radiation property model
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

ARDq

%
ARDS
%

ARDG
%

LBLM 10.18
WSGGM (UD, B) 10.83 6.63 9.94 0.07
WSGGM (UD, MBL) 17.89 75.71 70.87 2.19
WSGGM (DB) 16.51 62.20 58.29 1.80
SLWSGGM (Pearson, T) 10.91 7.16 6.66 0.23
SLWSGGM (Pearson, T-6) 12.57 23.44 24.44 0.72
SLWSGGM (Pearson, T-32) 10.87 6.80 6.34 0.22
FSCKM (Wang, T) 10.63 4.38 5.91 0.12
GGM (UD) 21.76 113.74 106.19 3.24
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Fig. 11. Predicted heat flux profiles for the bioliq EFG experiment V82.1 at the nozzle distances of 260 mm (left) and 1524 mm (right) based on 1D slab simulations.
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Table 5
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and absolute relative deviations
(ARD) with respect to the radiation wall heat fluxes, radiation heat source terms
and incident radiations for the bioliq EFG experiment V82.1 at the nozzle distance
of 260 mm based on 1D slab simulations with the DO model and with various gas
radiation property models.

Gas radiation property model
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

ARDq

%
ARDS
%

ARDG
%

LBLM 65.79
WSGGM (UD, B) 61.72 6.19 12.89 1.69
WSGGM (UD, MBL) 94.25 43.25 87.37 16.55
WSGGM (DB) 68.70 4.41 96.84 29.85
SLWSGGM (Pearson, T) 66.89 1.67 18.18 7.21
SLWSGGM (Pearson, T-6) 65.82 0.04 22.89 5.70
SLWSGGM (Pearson, T-32) 67.12 2.02 18.74 7.27
FSCKM (Wang, T) 65.55 0.38 9.42 3.11
GGM (UD) 104.17 58.33 68.29 9.97

total gas emissivity is sufficient, which is granted by the domain-based
model for bioliq EFG conditions. Recalling that the mean beam length
approach was defined to provide good predictions of the radiation wall
heat fluxes only, this deficiency can clearly be seen in the predictions
relying on the mean beam length approach in Fig. 11.

4.3. Computing times

Computing times of 1D slab simulations, although significantly
lower than those of coupled 2D or 3D radiation simulations, can
illustrate the computational expense for different gas radiation property
models. Therefore, mean computing times of the 1D slab simulations,
described in Sections 4.1 and 4.2, were determined by neglecting, as
far as possible, one-time operations (for example, loading of tabulated
values) and by averaging the computing times of up to 20 single simula-
tions. Realising that the gas radiation property models rely on different
numbers of pseudo-bands, mean computing times were also obtained
for 1D slab simulations based on the DO model and the SLWSGG model
14

t

Table 6
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and absolute relative deviations
(ARD) with respect to the radiation wall heat fluxes, radiation heat source terms
and incident radiations for the bioliq EFG experiment V82.1 at the nozzle distance
of 1524 mm based on 1D slab simulations with the DO model and with various gas
radiation property models.

Gas radiation property model
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

ARDq

%
ARDS
%

ARDG
%

LBLM 64.83
WSGGM (UD, B) 68.34 5.41 6.23 0.15
WSGGM (UD, MBL) 85.01 31.11 78.01 1.92
WSGGM (DB) 58.93 9.10 60.75 8.84
SLWSGGM (Pearson, T) 69.72 7.55 9.34 2.08
SLWSGGM (Pearson, T-6) 68.77 6.07 13.09 1.80
SLWSGGM (Pearson, T-32) 69.83 7.71 9.57 2.13
FSCKM (Wang, T) 68.20 5.19 5.09 1.23
GGM (UD) 78.23 20.67 74.30 3.89

with 6 or 32 cross-sections instead of the default 21 cross-sections to
enable a comparison with the user-defined WSGG model combined with
the band approach (6 pseudo-bands) and the FSCK model (32 pseudo-
bands). The mean values are summarised in Table 7 and indicate
the following ranking: GG model < WSGG model combined with the
mean beam length approach < WSGG model combined with the band
pproach < FSCK model < SLWSGG model < LBL model. Although the
elative standard deviations for the computing times of the 1D slab
imulations using GG or WSGG models were quite high (up to 40%),
his ranking is in accordance with the expectations except for the
LWSGG model. The computing times for 1D slab simulations using
he SLWSGG model even with 6 cross-sections were higher than for
imulations using the FSCK model due to the expensive calculation of
ocal supplemental cross-sections based on the inverse ALBDF. Thus,
he adopted methods [34] should be improved in future studies. In
his context, it should also be noted that the application of 6 cross-
ections significantly increases the absolute relative deviations for at-
ospheric conditions whereas increasing the number of cross-section

o 32 changes the predictions only slightly (see Tables 1–6).
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Table 7
Mean computing times of the 1D slab simulations with the DO model and with various gas radiation property models for the REGA
experiments TUC3 V786 and TUC5 V1105 and for the bioliq EFG experiment V82.1.

Gas radiation property model Number of pseudo-bands
Computing time/s

REGA TUC3 V786 REGA TUC5 V1105 bioliq EFG V82.1

100 mm 300 mm 100 mm 300 mm 260 mm 1524 mm

LBLM 3 ⋅ 106 4.5 ⋅ 104 2.9 ⋅ 104 4.5 ⋅ 104 3.0 ⋅ 104 4.2 ⋅ 104 1.8 ⋅ 104

WSGGM (UD, B) 6 0.091 0.059 0.079 0.056 0.110 0.049
WSGGM (UD, MBL) 1 0.019 0.013 0.022 0.014 0.039 0.016
WSGGM (DB) 1 0.018 0.016 0.020 0.012 0.031 0.015
SLWSGGM (Pearson, T) 21 2.400 1.718 2.451 1.621 2.702 0.971
SLWSGGM (Pearson, T-6) 6 0.659 0.464 0.643 0.467 0.744 0.271
SLWSGGM (Pearson, T-32) 32 3.770 2.677 3.779 2.521 4.195 1.500
FSCKM (Wang, T) 32 0.413 0.289 0.414 0.293 0.267 0.122
GGM (UD) 1 0.015 0.010 0.017 0.011 0.017 0.009
Therefore, based on the comparisons of radiation wall heat fluxes,
bsolute relative deviations and computing times, only customised
SGG models combined with the band approach and the latest FSCK ta-

les [36] can be recommended for radiation simulations at ambient and
igh-pressure entrained flow gasification conditions. The FSCK models
ith 32 pseudo-bands provide more accurate predictions while cus-

omised WSGG models with 4–7 pseudo-bands require significantly
ess computing resources and are thus a good compromise between
omputing time and accuracy. However, in absence of such customised
odels, the latest FSCK tables (or even FSCK tables with less pseudo-

ands which have yet to be compiled) may be incorporated into
FD models of entrained flow gasification processes.

.4. Sensitivity analyses

Optically thick conditions can be expected for high-pressure en-
rained flow gasification due to large partial pressures of H2O, CO2 and

CO and can be demonstrated using estimates for the absorption coef-
ficients in the bioliq EFG experiment V82.1. Applying the predictions
of the 1D slab simulations based on the DO model and the LBL model,
Rosseland-mean absorption coefficients 𝐾R were determined using the
semi-grey P-1 approximation

𝐾R = −1
3

1
𝑞̇rad

d𝐺
d𝑧 . (61)

Mean non-uniform absorption coefficients 𝐾fit were additionally
stimated using the least_squares method of SciPy [82,83] and 1D slab
imulations based on the DO model and the GG model, i. e. the radiation
eat flux predictions based on the DO model and the GG model were
itted to the radiation heat fluxes that were obtained from the 1D slab
imulation based on the DO model and the LBL model.

Following the discussion in the preceding study [2], mean absorp-
ion coefficients were also obtained by

WSSG =
∑

𝑘
𝑎𝑘 𝐾p,gas,𝑘

(

𝑥H2O,gas + 𝑥CO2 ,gas

)

(62)

ith the weights 𝒂 =
(

𝑎𝑘
)

and the pressure-based gas absorption
oefficients 𝑲p,gas =

(

𝐾p,gas,𝑘
)

of the user-defined WSGG model.
The Rosseland-mean absorption coefficients 𝐾R and the fitted-mean

bsorption coefficients 𝐾fit are depicted alongside the WSGG-mean
bsorption coefficients 𝐾WSGG in Fig. 12. Despite the uncertainties due
o the underlying model assumptions, the estimates for the absorption
oefficients demonstrate that high mean absorption coefficients prevail
n the boundary layer and that the values are larger in the boundary
ayer than in the bulk. Thus, thermal radiation in the boundary layer
f the bioliq EFG primarily determines the radiation heat removal and
as to be described well in the CFD model.

In order to identify uncertainties in the radiation predictions using
he CFD model, non-coupled sensitivity analyses using the 1D slab
odel were performed with respect to model approaches, gas condi-

ions and soot. The impacts of the boundary layer discretisation and
f the radiation model are discussed in Sections 4.4.1 and 4.4.2. The
nfluences of gas temperature, of gas species concentrations and of soot
re presented in Sections 4.4.3, 4.4.4 and 4.4.5.
15
Fig. 12. Predicted absorption coefficient profiles for the bioliq EFG experiment V82.1
at the nozzle distance of 1524 mm.

4.4.1. Discretisation
Wall functions were applied in the CFD model of the bioliq EFG

for computing time reasons. Since temperature gradients were accord-
ingly only coarsely resolved, additional 1D slab simulations based on
the DO model and the LBL model and based on the DO model and
the user-defined WSGG model (combined with the band approach)
were performed to investigate the influence of the boundary layer
discretisation on the prediction of the heat removal.

The extracted and mirrored gas temperature and gas species mole
fractions profiles at 1524 mm with 289 nodes (CFD mesh) were in-
terpolated on two new meshes that were obtained using the gas tem-
perature gradient and are characterised by 159 nodes (medium mesh)
and 319 nodes (fine mesh) and resolve the boundary layer. The inter-
polated gas temperature profiles are depicted in Fig. 13 demonstrating
the different non-equidistant node distributions. Thus, for computing
time reasons, this is not a typical mesh independence analysis applying
meshes with different equidistant node distributions. Rather, predic-
tions based on different meshes with a fine resolution (319 nodes), a
medium resolution (159 nodes) and a coarse resolution (289 nodes)
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Fig. 13. Interpolation based gas temperature profiles for the bioliq EFG experiment V82.1 at the nozzle distance of 1524 mm using meshes with 159 nodes (left) and 319 nodes
(right).
Table 8
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and absolute relative deviations
(ARD) with respect to the radiation wall heat fluxes for the bioliq EFG experiment V82.1
at the nozzle distance of 1524 mm based on 1D slab simulations with the DO model or
the P-1 model, with the LBL model or the user-defined WSGG model (combined with
the band approach) and with various meshes. The predictions based on the DO model
and the respective gas absorption coefficient model for the mesh with 319 nodes were
defined as baseline results.

Model Mesh

|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

ARDq

%

LBLM WSGGM LBLM WSGGM

Fine (319 nodes, baseline) 66.50 69.97
DOM Medium (159 nodes) 66.31 69.76 0.30 0.30

Coarse/CFD (289 nodes) 64.83 68.34 2.52 2.22

Fine (319 nodes) 71.80 75.99 7.96 8.60
P1M Medium (159 nodes) 71.90 76.10 8.12 8.77

Coarse/CFD (289 nodes) 71.51 75.57 7.53 8.00

of the boundary layer are compared to analyse the effects on the heat
removal.

The predicted radiation heat flux profiles are compared in Fig. 14.
Only small deviations can be found near the walls. This is also evident
from the radiation wall heat fluxes given in Table 8. In comparison
with the baseline prediction using the fine mesh with 319 nodes, the
radiation wall heat fluxes predicted using the medium mesh deviate
only 0.3% while the radiation wall heat fluxes predicted using the
CFD mesh differ up to 2.5%. Thus, the fine mesh is able to provide
meaningful reference results, and the CFD mesh can be accepted for
coupled radiation simulations.

4.4.2. P-1 approximation
CFD simulations of the bioliq EFG were carried out using the
16

DO model. However, the optically thick gas conditions enable to apply
Fig. 14. Predicted radiation heat flux profiles for the bioliq EFG experiment V82.1 at
the nozzle distance of 1524 mm based on 1D slab simulations using various meshes.

the P-1 model to reduce the computing times. Therefore, additional un-

coupled 1D slab simulations based on the P-1 model and the LBL model
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Table 9
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and absolute relative deviations
(ARD) with respect to the radiation wall heat fluxes for the bioliq EFG experiment V82.1
at the nozzle distance of 1524 mm based on 1D slab simulations with the DO model
nd the LBL model and with various gas temperature profiles. The predictions based
n the DO model and the LBL model for the mesh with 319 nodes were defined as
aseline results.

Case
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

ARDq

%

Baseline 66.50
T + 80.43 20.94
T − 54.18 18.52

and based on the P-1 model and the user-defined WSGG model (com-
bined with the band approach) were performed to investigate the
influence of the radiation model. The predicted radiation wall heat
fluxes for the different meshes are given in Table 8. If the results
based on the DO model, the respective gas absorption coefficient model
and the mesh with 319 nodes are regarded as the most accurate
predictions, the results in Table 8 demonstrate that the loss of accuracy
is around 8% and is quite similar for the different meshes when
the P-1 approximation is used instead of the DO model. Thus, small
deviations can also be expected for coupled radiation simulations using
the CFD discretisation. Interestingly, deviations for the CFD mesh are
more accurate than predictions based on the medium and the fine mesh.
However, these small deviations should not be over-interpreted as the
meshes are characterised by non-equidistant node distributions.

4.4.3. Gas temperature
Simplified description of slag deposition and slag flow in the CFD

model of the bioliq EFG leads to uncertainties in the gas temperature
predictions. Since the impact of gas temperature on radiation pre-
dictions is well known, 1D slab simulations based on the DO model
and the LBL model and based on the DO model and the user-defined
WSGG model (combined with the band approach) were carried out with
various gas temperature profiles for numerical comparison only. The
gas temperatures were separately increased by 5% (+) or decreased
by 5% (−). The predicted radiation wall heat fluxes are summarised in
Table 9 showing the strong impact of the gas temperature. However, it
needs to be noted again that the simulations were uncoupled, i. e. the
gas temperature remained constant while using the DO model.

4.4.4. Gas composition
Simplified gas chemistry was applied in the CFD model of the

bioliq EFG in view of the fact that a reaction mechanism for the gasi-
fication of ethylene glycol has not been validated yet for high-pressure
conditions. Since uncertainties of global reaction mechanisms in the
water-gas-shift reaction rates and in the consumption rates of methane
impede accurate predictions of gas species concentrations (see [84]),
1D slab simulations based on the DO model and the LBL model were
performed to study the radiation heat flux predictions with various gas
species mole fractions profiles of H2O, CO2 and CO. The gas species
mole fractions were separately increased (+) or decreased (−), each
y 5%.

The predicted radiation wall heat fluxes are compared in Tables 10
nd 11 demonstrating very small relative deviations from the baseline
redictions. Inaccurate predictions of gas species concentrations, within
he ±5% margin, are thus not significant for the radiation simulations.

.4.5. Soot
Soot was neglected in the CFD model of the bioliq EFG as bioliq EFG

xperiments with ethylene glycol at higher operating temperatures
ave indicated low soot concentrations (see Section 3.9). In order
o determine at what soot volume fraction 𝑓v,soot the currently pre-
icted radiation heat fluxes would be substantially altered, 1D slab
17

imulations using the DO model and the LBL model were performed
Table 10
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and absolute relative deviations
(ARD) with respect to the radiation wall heat fluxes for the bioliq EFG experiment V82.1
at the nozzle distance of 260 mm based on 1D slab simulations with the DO model
and the LBL model and with various gas species mole fractions profiles. The predictions
based on the DO model and the LBL model for the mesh with 319 nodes were defined
as baseline results.

Case
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

ARDq

%

Baseline 65.79
H2O + 65.85 0.09
H2O − 65.72 0.11
CO2 + 65.76 0.04
CO2 − 65.83 0.05
CO + 65.83 0.05
CO − 65.76 0.05

Table 11
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and absolute relative deviations
(ARD) with respect to the radiation wall heat fluxes for the bioliq EFG experiment V82.1
at the nozzle distance of 1524 mm based on 1D slab simulations with the DO model
and the LBL model and with various gas species mole fractions profiles. The predictions
based on the DO model and the LBL model for the mesh with 319 nodes were defined
as baseline results.

Case
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

ARDq

%

Baseline 66.50
H2O + 66.52 0.03
H2O − 66.31 0.29
CO2 + 66.68 0.27
CO2 − 66.52 0.02
CO + 66.49 0.03
CO − 66.49 0.02

alongside 1D slab simulations using the DO model and the user-defined
WSGG model (combined with the band approach). The soot volume
fraction 𝑓v,soot was varied between 10−7 and 10−3 while the soot
onstant 𝐶soot was assumed to be 4.5, 5 or 5.5. The predicted radiation
eat fluxes are shown in Fig. 15, and the radiation wall heat fluxes are
ompared in Table 12. First of all, the effect of the soot constant 𝐶soot is
egligible at soot volume fractions lower than 10−6. However, with an
ncreasing soot volume fraction 𝑓v,soot (up to 10−3), the choice of the
oot constant 𝐶soot may alter the radiation wall heat flux predictions
y as much as 20%. The effect of the soot volume fraction 𝑓v,soot on
he radiation wall heat flux predictions is more pronounced. While an
ncrease of the soot volume fraction 𝑓v,soot from zero to 10−6 decreases
he radiation wall heat flux by around 25%, the decrease is stronger at
soot volume fraction 𝑓v,soot of 10−3 reaching around 35–50%.

The effects described above and presented in Fig. 15 and Table 12
equire a careful interpretation. Firstly, as it has already been pointed
ut, no evidence of soot presence was observed in the bioliq EFG
xperiment considered in this study. Secondly, soot volume fractions
bove 10−5 correspond already to sooty conditions and are indications
f imperfections in reactor/burner design. Thirdly, in the 1D slab-
alculations, the soot volume fraction was prescribed by a value which
id not vary along the path length which may be typical for far-flame
egions only. In summary, the above presented considerations on soot
re indicative and just flag up the issue. Judgement, whether soot is to
e included or not, must be made on a case by case basis.

.5. CFD simulations

CFD simulations were carried out (i) using the user-defined WSGG
odel for the bioliq EFG conditions and the band approach, (ii) using

he user-defined WSGG model and the mean beam length approach
nd (iii) using the domain-based model. The results are compared in

Fig. 16 using the total (radiation + convection) heat fluxes 𝑞̇tot and
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Fig. 15. Predicted radiation heat flux profiles for the bioliq EFG experiment V82.1 at the nozzle distance of 1524 mm based on 1D slab simulations for various soot constants 𝐶soot
at constant soot volume fraction 𝑓v,soot = 10−5 (left) and for various soot volume fractions 𝑓v,soot at constant soot constant 𝐶soot = 5 (right).
Table 12
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| for the bioliq EFG experi-
ment V82.1 at the nozzle distance of 1524 mm based on 1D slab simulations with
the DO model and the LBL model or the DO model and the user-defined WSGG model
(combined with the band approach) and with various soot volume fractions 𝑓v,soot and
with various soot constants 𝐶soot.

𝑓v,soot

|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

𝐶soot = 4.5 𝐶soot = 5 𝐶soot = 5.5

LBLM WSGGM LBLM WSGGM LBLM WSGGM

0 66.50 69.97 66.50 69.97 66.50 69.97
10−7 74.70 74.87 75.30 75.30 75.85 75.71
10−6 84.22 86.18 84.07 86.35 83.88 86.43
10−5 71.14 76.00 70.04 75.03 68.98 74.11
10−4 32.46 38.04 30.34 35.63 28.46 33.46
10−3 41.60 42.87 37.31 38.21 33.80 34.46

show a significant impact of the gas radiation property model on the
predictions of the wall heat fluxes. This is in agreement with the results
of the 1D slab simulations while the user-defined WSSG model com-
bined with the band approach provides the best numerical results in
comparison with the experimental results. Furthermore, the radiation
wall heat fluxes 𝑞̇rad at the nozzle distances of 260 mm and 1524 mm

ere extracted from the CFD simulations and are presented in Tables 13
nd 14. In comparison with the radiation wall heat fluxes 𝑞̇rad,wall
redicted by the 1D slab simulations, similar predictions are made in
alues due to the optically thick conditions, in particular using the
ser-defined WSSG model combined with the band approach. 1D slab
imulations are thus a good alternative for radiation wall heat flux
stimations when average gas conditions are known.
18
Fig. 16. Segmental and total heat fluxes for the bioliq EFG experiment V82.1 based
on measurements and balances and on CFD simulations.
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Table 13
Predicted absolute radiation wall heat fluxes |𝑞̇rad,wall| and predicted absolute total

all heat fluxes |𝑞̇tot,wall| for the bioliq EFG experiment V82.1 at the nozzle distance
f 260 mm based on CFD simulations with the DO model and with various gas radiation
roperty models.

Gas radiation property model
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

|

|

|

𝑞̇tot,wall
|

|

|

kW∕m2

WSGGM (UD, B) 67.29 75.88
WSGGM (UD, MBL) 83.82 97.61
WSGGM (DB) 82.86 97.44

Table 14
Predicted absoulte radiation wall heat fluxes |𝑞̇rad,wall| and predicted absolute total wall
heat fluxes |𝑞̇tot,wall| for the bioliq EFG experiment V82.1 at the nozzle distance 1524 mm
based on CFD simulations with the DO model and with various gas radiation property
models.

Gas radiation property model
|

|

|

𝑞̇rad,wall
|

|

|

kW∕m2

|

|

|

𝑞̇tot,wall
|

|

|

kW∕m2

WSGGM (UD, B) 75.67 114.94
WSGGM (UD, MBL) 74.04 111.29
WSGGM (DB) 68.58 109.09

5. Conclusions

Comparative one-dimensional slab and two-dimensional CFD sim-
ulations were performed in order to obtain an insight into thermal
radiation at atmospheric and high-pressure entrained flow gasification
conditions. The results show that simulations based on user-defined
weighted-sum-of-grey-gas (WSGG) models combined with the band
approach provide accurate predictions of the radiation heat flux and
the radiation heat source term if the WSGG models are generated us-
ing appropriate line-by-line (LBL) calculations with the HITEMP-2010
databases [44].

Reasonable predictions of the radiation wall heat flux at high-
pressure conditions were also provided by the WSGG model of Smith
et al. [31] combined with the scaling rules of Edwards and Matavosian
[32] and the mean beam length model [33]. However, this approach
showed deficiencies in predicting the radiation heat flux and the ra-
diation heat source term distributions at both atmospheric and high-
pressure conditions. Customised WSGG models should thus be preferred
over literature-based WSGG models if the latter have been developed
for deviating conditions.

Further alternatives for customised WSGG models are spectral-line-
weighted-sum-of-grey-gas (SLWSGG) models [34,35] and full-spectrum
correlated-𝑘 distribution (FSCK) models [36]. In comparison with user-
defined WSGG models combined with the band approach, SLWSGG
and FSCK models are able to provide superior results at the expense
of increased number of pseudo-bands and can be incorporated into
CFD models without any elaborative ventures since the underlying
tables and computing methods are available [85,86]. However, only
the integration of FSCK models can be recommended for CFD simula-
tions (alongside user-defined WSGG models combined with the band
approach) since the calculation of absorption coefficients and weights
using the available methods is significantly less expensive for FSCK than
for SLWSGG models. As appropriate interfaces are not available for the
most popular CFD software packages, future studies should establish,
for example, user-defined functions for the application of FSCK models
in ANSYS Fluent and absorptionEmission classes for the use of WSGG
and FSCK models in OpenFOAM.

Accurate predictions of heat removal are essential for the design
and scale-up of high-pressure entrained flow gasifiers. Therefore, the
impact of radiation model simplifications and of uncertainties in the
gas conditions were also investigated in this study. The analysis results
demonstrated that a coarse discretisation of the radiative transfer equa-
tion in the boundary layer, the P-1 approximation and inaccurate gas
species concentrations (within a ±5% margin) can be accepted while
19
the contribution of soot has to be taken into account for soot volume
fractions exceeding 10−6. Soot concentrations should thus be deter-
mined experimentally, and judgement whether soot is to be included
or not must be made on a case-by-case basis.
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