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Porous membranes have been utilized intensively in a wide range of fields due to their special characteristics
and a rigorous characterization of their microstructures is crucial for understanding their properties and
improving the performance for target applications. A promising method for the quantitative analysis of porous
structures leverages the physics-based generation of porous structures at the pore scale, which can be validated
against real experimental microstructures, followed by building the process-structure-property relationships
with data-driven algorithms such as artificial neural networks. In this study, a Variational AutoEncoder (VAE)
neural network model is used to characterize the 3D structural information of porous materials and to represent
them with low-dimensional latent variables, which further model the structure-property relationship and
solve the inverse problem of process—structure linkage combined with the Bayesian optimization method. Our
methods provide a quantitative way to learn structural descriptors in an unsupervised manner which can

characterize porous microstructures robustly.

1. Introduction

Porous membranes are popular in a wide range of applications,
including separation in water filtration as well as hemodialysis, di-
agnostic tools such as sensing platforms, supporting scaffold in tissue
engineering, and energy harvesting/storage devices [1,2]. These ap-
plications are enabled by the performant and tunable characteristics
of porous membranes, such as pore sizes, pore shapes, pore orienta-
tions, densities, surface-to-volume ratios, and their spatial distributions,
which facilitate combinations of multiple, often conflicting functions.
Nowadays, functional porous membranes usually have complex mi-
crostructural morphologies in order to satisfy different requirements,
enabled by modern synthesis methods and fabrication techniques [3,4].
Hence, a rigorous characterization of the microstructures of porous
membranes is crucial for understanding their properties and improving
the performance for desired purposes.

To apply porous membranes for industrial or medical purposes,
their microstructural morphologies, which are greatly influenced by
the production process, need to be carefully considered. Hence, it
would be beneficial to develop reliable methods for extracting the
salient morphological features of porous membranes and relate them
to both processing methods and properties of interest. Such kind of
Process—Structure-Property (PSP) linkage is essential in the field of
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material design [5,6]. Usually, more attention is paid to establish
process—property relationships directly (the structure is bypassed), or to
build structure-property linkages. Accordingly, problems in the context
of process-structure linkage have received fewer investigations [7,
8], even though they allow important insights, particularly for re-
verse engineering. Therefore, in this work, the full process-structure—
property chain is investigated in two parts: the process—structure and
the structure-property linkage. The main challenge in these problems
lies in the microstructure characterization, which involves the repre-
sentation of microstructure in a set of comprehensive microstructure
descriptors that can capture the morphologies of the microstructure in
a robust way.

A qualitative and quantitative representation of the microstructure
plays an essential role in building process—structure-property linkages.
The most widely used conventional methods for characterizing mi-
crostructures are: (i) deterministic or statistical physical descriptors,
which include composition descriptors, dispersion status descriptors
and geometry descriptors [9]; (ii) statistical function descriptors, which
usually employ correlation functions, for examples, n-point statistics,
especially 2-point statistics [10,11] (a good balance between captur-
ing rich microstructural information and feasible calculation and can
be followed by statistical procedures such as principal component
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Fig. 1. Schematic diagram of the variational autoencoder model and its applications in this work. The generated 3D porous structure is represented by the model as a low-dimensional
latent variable, which is used as a data-driven descriptor for three downstream tasks: estimating the properties of new unseen test sample by finding the nearest neighbor, solving
the inverse problem of process-structure linkage, and establishing structure—property relationship.

analysis to extract the most important features [12-16]), lineal path
functions [17], frequency domain-based statistics using fast Fourier
transformation [18], random fields [19-21]. Apart from these meth-
ods, data-driven descriptors have recently gained immense popularity,
which usually involve the use of latent variables to represent struc-
tures. These latent variables are usually learned from the data by
adopting unsupervised machine learning algorithms. In particular, deep
neural networks, such as Generative Adversarial Network (GAN) [22]
and Variational AutoEncoder (VAE) [23,24], due to their powerful
fitting and (for the most part) automatic feature extraction capabilities,
have successfully solved many machine-learning problems, such as
reconstructing/generating structures as well as linking structures and
properties [25-33]. For more comprehensive reviews of characteriza-
tion approaches, interested readers may refer to the works of Li [34]
and Bostanabad [35].

In order to study the structures of porous membranes in a more
qualitative and quantitative way on a larger scale, algorithmically
generated structures on the pore scale are essential to establish a
large database containing broad structural property information. Mor-
phologies of structures can be controlled by varying the generation
parameters, which allows the generated structures to be compared with
real structures. Since the generation of structures by computational
algorithms is rapid, a large number of structures with different mor-
phologies can be produced in short time. Furthermore, these generated
microstructures can provide the basis for data science methods that
require large amounts of data to achieve good performance. In this
work, a large number of digital structures, whose morphologies are
based on reconstructed real samples, are generated by physics-based
algorithms implemented in an in-house simulation software package
PACE3D [36]. To characterize the structure, a neural network model
will learn the corresponding data-driven descriptor in an unsuper-
vised manner. Specifically, a Variational AutoEncoder (VAE) neural
network is adopted, which is a deep learning model designed for
learning latent representations and generating new samples. VAE mod-
els have been successfully adopted in several studies in both fields
of materials science and physics [37,38]. They excel in nonlinear
projections of high-dimensional microstructural information into low-
dimensional latent representations in an unsupervised way. Thus, ex-
plicitly labeling the input data is not necessary, though it can ex-
tend the range of applications considerably. Finally, sampling from
the latent space can yield new samples that obey the original data

distribution. These features facilitate many downstream applications
such as building the process—structure-property relationships [39-42],
microstructure generation [43,44], and inverse design [45-47].

This study explores the ability of the VAE model to characterize the
structural information of porous membranes and to establish the PSP
linkages. In particular, two types of problems related to PSP linkages
are studied based on the low-dimensional structural descriptors learned
from neural networks: building structure-property relationship and
solving the inverse problem of process-structure linkage. A schematic
diagram of these procedures is shown in Fig. 1 and the following
contents are discussed in details: first, the capabilities of the model
to extract microstructural features and to represent microstructures
as low-dimensional latent variables, as well as their relationship to
microstructural properties, are analyzed. Besides, properties of unseen
microstructures are inferred by finding the most similar known mi-
crostructure (nearest neighbor) in low-dimensional space as they are
clustered closer to each other. Both algorithm-generated porous mi-
crostructures and real experimental samples validate its effectiveness.
Second, the model’s ability to build PSP linkages is discussed in two
aspects: (i) solving the inverse problem of process-structure linkage,
to be specific, given a target microstructure, the identification of its
corresponding parameters for generation is of interest. The neural
network model is used to represent microstructures as low-dimensional
variables, and the difference of latent variables between target mi-
crostructure and newly generated microstructure is set as the indicator
to be optimized. To solve this problem efficiently, Bayesian optimiza-
tion method [48] is adopted; (ii) establishing structure—property rela-
tionship based on the previously obtained model using transfer learning
techniques [49], specifically, the model is employed to predict the
tortuosity of microstructures.

2. Materials and methods
2.1. Data set

In this section, 3D digital twins of porous membranes are intro-
duced. The data sets representing the digital twins are obtained by
applying a Voronoi-tessellation based generation algorithm and by
converting reconstructed computer tomography scans from the real
membrane microstructure into 3D data of voxels.
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Fig. 2. Examples of generated porous microstructure stretched in different directions. Samples (a)-(c) are stretched (with 0.5 stretching intensity) only in x-, y-, and z-directions,
respectively, while the sample in image (d) is an isotropic one (no stretch). For samples (e)—(g) they are stretched in two directions at the same time. Sample (h) is a real

reconstructed structure from the experiment.

2.1.1. Generated porous microstructure

3D porous microstructures are generated by an in-house imple-
mented generator based on our previous study [12]. The generation
process is performed by two main steps: (i) random points are dispersed
inside the simulation volume for the construction of the Voronoi-
diagram, which will divide the domain of interest in Voronoi regions
(cells) according to the nearest neighbor rule. Coordinates of these
points are determined using a deterministic working random function
which can recreate the same random distribution of points by using
the (random) seed parameter; (ii) porous microstructure is generated
on the framework constructed by edges of the polyhedral Voronoi
cells, with stanchions and pores being formed parametrically during
the generation process. After these two steps, certain post-processing
can be followed such as placing multiple spheres with possible varying
radii by obeying a logarithmic distribution function, and smoothing the
structure by appropriate Gaussian filters. Porous membranes created
using the algorithm described above can hold diverse features. The
most influencing factors that determine the morphology of porous
microstructure are: the density (number) of Voronoi seed points, the
prescribed thickness of ligaments, the resulting overall porosity as well
as the pore size (directly related to the number of Voronoi points),
and the stretching factor for the x-, y- and z-directions, which ori-
ents the ligaments in certain directions to introduce anisotropy to the
microstructure. For stretched microstructures, the produced Voronoi
diagram is manipulated according to the stretching factor followed by
performing the microstructure generation. As a result, the stretching
process only leads to a distortion of the Voronoi region while the
primary features of the microstructure are remained unaffected.

Features of generated microstructures can be controlled by varying
parameters for digital generation, which can yield microstructures with
a wide variety of morphology and properties, e.g., the pore size of the
membrane structure is indirectly defined by the number of Voronoi
points. A smaller number of Voronoi points leads to larger pores
and thus also to a higher porosity. In this work, the most important
parameters for the generated microstructures are selected as: (i) the
number of Voronoi points n: 40-170; (ii) stretching factor e: 0.5-1.0
(only one direction at a time, smaller value stands for stronger stretch);
(iii) stanchion radius r: 3.4. Choices of these parameters are made so to
cover various morphologies and to match the algorithm-generated mi-
crostructures as closely as possible with the real experimental structures
(detailed in the next section). For real membranes, their microstructural
characteristics can be controlled by processing parameters during the
production process, such as temperature, humidity, evaporation speed
and composition of the added solvents, etc. [50]. In this manuscript,

the research interest is how to use optimization algorithms (detailed
in section Bayesian optimization) to quickly find the parameters for
the generation of given digital membranes, however, this principle
is promising to be adapted and transferred to real production sce-
narios. Since the parameters used for digital data generation do not
directly translate into real processing parameters, further studies are
required, e.g. a quantitative and qualitative analysis of their linkages
and influences on resulting microstructures.

In this work, microstructures are characterized by using the data-
driven descriptors, i.e. , features of microstructures are learned by the
neural network model automatically in an unsupervised manner and
microstructures are represented as low-dimensional latent variables.
The analysis of latent variables and their association with microstruc-
tural properties are discussed in the results sections. For the training
of the Variational AutoEncoder (VAE) neural network model used for
data-driven characterization, a data set which consists of a total of
10000 porous microstructures (generated by uniformly sampling within
the selected range of parameters for generation) with a domain size of
2007 cells (about 30 x 30 x 30 pm corresponding to the real physical
world) is produced by algorithm-based generation (a few representative
ones are depicted in Fig. 2a-d). For generating digital membranes,
the in-house developed PACE3D simulations tool was adopted and it
took about 15 s (averaged on 100 generations on a platform with CPU
Intel Xeon Gold 6146 x 2, 24 cores, 48 threads) to generate a single
sample (and in total about 42 h for 10000 samples as data set). These
microstructures serve as the inputs for training the model. To meet the
input requirements of the proposed VAE model, generated microstruc-
tures are resized to 128% using spline interpolation [51]. In addition to
the generated microstructures which are stretched in single direction,
another batch of microstructures (~ 3000) which are stretched in two
directions (a few representative ones are depicted in Fig. 2e-g) are also
generated to serve as the additional test data set for validating the VAE
model’s ability to characterize porous microstructures.

2.1.2. Real experimental porous microstructure

The geometric anisotropy is one of the most interested proper-
ties, as this can reflect many microstructural properties of the porous
microstructure, such as the permeability in different flow directions.
Hence, quantification of the degree of average anisotropy in the real
porous microstructure is one of the main interests. In this study, real
3D images of three different microstructure samples are obtained by
high resolution X-ray Computer Tomography (XCT), whose anisotropy
is of the most interest. The XCT scans are carried out with ID16B-
NA beamline at the European Synchrotron Radiation Facility (ESRF) in
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Grenoble [52]. The beamline has a minimum and maximum beam size
of 50.0 % 50.0 nm? up to 1.0x 1.0 pm using an energy range of 6.0keV to
65.0keV. The reconstructed 3D microstructure samples are composed of
900 equally spaced 2D images with the resolution of 150 nm pixel~!. The
size of the resulting segment of the real membranes is 900 x 500 x 500
voxels (approximately 75 x 135 x 75 pm) for each sample. The resulting
3D data are obtained as a stack of 8-bit (256 intensity levels) gray-scale
images in XCT imaging, which is further required to be filtered and
then segmented to obtain a clear separation between the microstructure
and the pore space. To reduce the noise in the images, a Gaussian 3D
filter with a sigma of 3 voxels is applied first. Then the threshold for
segmenting the images into zeros and ones (representing the pore space
and the membrane material, respectively) is continuously adjusted
until the experimentally obtained porosity values match up with the
porosity of the segmented microstructures [53]. To meet the need for
the input of the model, the original large microstructures are cropped
into smaller cubes with size of 200° and then are resized to 1283. Among
them, 15 structures are randomly selected to validate the effectiveness
of the neural network model to extract microstructural features and to
relate them to interested properties (porosity and anisotropy). These
properties are estimated by finding the closest neighbor in the low-
dimensional space, to be more specific, their properties are inferred
from the most similar generated microstructure found in the training
data set. For more details about these real porous membranes, inter-
ested readers can refer to our previous work [54]. Fig. 2h displays one
of the real reconstructed experimental 3D porous microstructures.

2.2. Machine learning model

A Variational AutoEncoder (VAE) is a generative neural network
model that can learn complex probabilistic distributions of data char-
acterized by latent variables. It is usually seen as an extension to the
AutoEncoder (AE) model for their architectural affinity though VAE
actually belongs to the families of probabilistic graphical models and
variational Bayesian methods whose goal and mathematical formula-
tion are significantly different from the standard autoencoder. Both
the VAE and AE are composed of two sub-models: an encoder and
a decoder. The encoder z = f(x) compresses the (high-dimensional)
input data x into a low-dimensional multivariate latent variable z; the
decoder x’ = g(z) reconstructs the latent representation z back to the
original data space to generate the output data x’. An AE is trained
to minimize the discrepancy between inputs x and their corresponding
reconstructions x’, however, it has the problem of being prone to
generate new outputs with unrealistic or invalid topology. VAE was
introduced to address this issue by constraining the distribution of
the latent variables z encoded from the input data to the distribution
used for output generation, indirectly forcing a match between the
distributions of the model outputs and the input data. By sampling the
latent variables from the learned distribution, the model can generate
new samples that share the same salient features as those in the original
data set. This is why the model is commonly referred to as generative
model (its performance on generating new porous microstructures is
discussed in Supplementary Note 3).

Let the input data set be y = {x;} [’i i which is characterized by
true data distribution p(x) and it is the objective to model. In practical
applications, data can be very complicated and its mathematical ex-
pression is often unknown, making it difficult to model. In probabilistic
graphical models, the observed data x is assumed to be generated from
some latent variables z. This generation process can be divided into two
steps: first, latent variables are sampled from their prior distribution
py(z) and second, data is generated from these sampled latent variables
pp(x|z) with @ as parameters. p,(z) and py(x|z) are usually assumed
to be some parameterized family of distributions, such as Gaussian
distribution. Hence, matching the model distribution with the data
distribution is equivalent to maximizing the marginal likelihood p,(x):

pp(X) = /pg(x,z)dz = /PQ(X|Z)P0(Z)d1 = EZNpg(z)Pe(Xlz)- (@)

z
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Given an observed data sample x, its latent variable z can be inferred
from its posterior py(z|x). However, this distribution is usually hard to
compute and can even be intractable. To make it feasible and speed
up the calculus, in variational inference, another distribution g, (z|x)
with parameters ¢ from a known family is introduced to approximate
the posterior distribution p,(z|x) by minimizing the KL divergence [55]
between these two distributions (generally assumed to be Gaussian):
Dy (q4(Ix)) || (pp(z|x)). In this way, the overall problem is trans-
lated into the autoencoder domain, in which the conditional likelihood
distribution p,(x|z) is carried by a decoder neural network model,
while the approximated posterior distribution ¢,(z|x) is computed by
another encoder neural network model. However, the computation of
the KL divergence still involves the same intractable integrals as in the
posterior computation. To solve this, the original formula is deformed
to derive an equivalent function to optimize, which is usually referred
to as the Evidence Lower Bound (ELBO) and is written as:

Lo g =10g pg(x) — D1 (4p(zIX) || py(z|x))

2
= By @108 Po(X|2)] = D (9o (2IX) || pg(2)).

Maximizing ELBO is equivalent to maximizing the log-likelihood
of the observed data and minimizing the KL divergence at the same
time. The above function can also be interpreted as two parts: the
first term is usually called the reconstruction loss between the input
and the output of the network, which is the expected log-likelihood of
reconstructing the same input x flowing through the model; the second
term can be seen as a regularization posed on the posteriors which will
penalize when it deviates from the prior. To solve the optimization
problem of Eq. (2) using the universal gradient descent approach by
backpropagation, a reparameterization trick is needed to remove the
stochastic sampling from the formation and thus making the training
process differentiable.

The architecture of the VAE model used in this work is summarized
in Table 1. This architecture is obtained empirically by trial and error
based on the performance on validation data (10% of the whole data
set). An exhaustive systematic study of varying the architecture was
not performed, which may be helpful for improving the performance.
For the inputs, as the original data is already in binary format (pore: 0,
structure: 1), no scaling is performed. Binary cross-entropy is chosen as
the loss function for measuring the reconstruction difference. Besides,
Adam optimizer (learning rate: 10~°, moment terms p1: 0.9, ,: 0.999)
is used as the optimization algorithm for stochastic gradient descent to
train the neural network model with batch size of 64 for 1000 epochs.
The models were trained on one NVIDIA A100-80 GB GPU and it took
about 14 h 36 min (averaged on 10 trials of training) to finish the
training process. Besides, the machine learning framework CIDS [56]
is used to process the data and to build neural network models. The
research data infrastructure Kadi4Mat [57] is adopted for efficiently
storing and managing the data for the continuous development of the
machine learning model.

2.3. Bayesian optimization

Inverse problems in materials science are frequently expressed as
building the process—property or process—microstructure linkage, with
materials properties or microstructures serving as outputs and manu-
facturing processes serving as inputs. In this work, solving the inverse
problem of process-structure linkage is of interest, i.e. , given a target
microstructure, how one can identify the corresponding parameters for
its generation. The idea is to minimize the difference (here /’-norm
is adopted) between low-dimensional representations of the target mi-
crostructure and the generated microstructure with the help of the VAE
model. The goal is to find the parameters for digital generation that
can reproduce a microstructure that should be as similar as possible
to the target structure. Hence, this process is represented as an opti-
mization problem, and an active learning approach based on Bayesian
Optimization (BO) is used to solve it effectively.
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Table 1
Architecture of the VAE model.
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Model Functions Parameters Model dimensions
Encoder Input - 128, 128, 128, 1
Conv3d + ReLU filters = 16, kernel = 4, stride = 2 64, 64, 64, 16
Conv3d + ReLU filters = 32, kernel = 4, stride = 2 32, 32, 32, 32
Conv3d + ReLU filters = 64, kernel = 4, stride = 2 16, 16, 16, 64
Conv3d + ReLU filters = 128, kernel = 4, stride = 2 8, 8, 8, 128
Flatten - 65536, 1
Dense + ReLU 2048 2048, 1
Dense x2 256 x2 u: 256, 1; ot 256, 1
Decoder Dense + ReLU 65536 65536, 1
Reshape - 8, 8, 8, 128
ConvTranspose3d + ReLU filters = 64, kernel = 4, stride = 2 16, 16, 16, 64
ConvTranspose3d + ReLU filters = 32, kernel = 4, stride = 2 32, 32, 32, 32
ConvTranspose3d + ReLU filters = 16, kernel = 4, stride = 2 64, 64, 64, 16

ConvTranspose3d + Sigmoid

filters = 1, kernel = 4, stride = 2

128, 128, 128, 1

Active learning is a branch of machine learning methods that in-
vestigates the best allocation strategy with limited finite resources.
Active learning techniques are primarily motivated by the wish to select
the most informative points at which the objective function should be
queried efficiently by balancing the trade-offs between exploration and
exploitation. The goal is to reduce the required number of attempts
to achieve an equal or better performance compared to an exhaustive
exploration. The Bayesian optimization technique arises and is often
considered as one of the most widely used active learning strategies
in this context. Bayesian optimization is a class of optimization meth-
ods which focuses on solving the problem argmin, ., f(x) within an
input domain y c R? as the bounding box. Its ability to optimize
the expensive black-box derivative-free functions makes BO extremely
versatile [48]. Recently, it has become extremely popular for tuning
hyper-parameters in machine learning models, especially deep neural
networks [58].

A typical BO algorithm involves two primary components: (i) a
surrogate model for statistical inference, typically Gaussian Process
(GP) [59,601, which is determined by a mean function y, a covariance
kernel K, and is represented as f ~ GP(u,K); (ii) an acquisition
function which decides where to sample the next most promising
candidate. The acquisition function is usually an inexpensive function
that defines a balance between exploring new unseen areas in the
objective space and exploiting areas which are already known to have
favorable values [61]. Typical acquisition functions are Probability of
Improvement (PI) [62], Expected Improvement (EI) [63,64], and Lower
Confidence Bound (LCB) [65]. These functions are different in how the
trade-off is made between exploration and exploitation. The decision
strategy is important for finding the global optimum efficiently instead
of being trapped in a local optimum.

In each iteration of BO, the surrogate model is fitted based on the
known samples to obtain information of the statistical mean estimations
and uncertainties across the input domain space. The information is
then fed into the selected acquisition function to decide the next candi-
date points that may potentially improve the performance of the target
function at best. New validations will be conducted on these new candi-
dates and their results will serve as new inputs to update the BO model
for the next iteration. This loop will continue until certain criteria are
met, such as the achievement of sufficient performance of the target
function. On this account, the merit is that expensive evaluations only
need to be conducted on these promising candidates, which has the
potential to reduce the number of required evaluations. Following this
strategy, the overall computational cost of the optimization process is
reduced considerably. In short, by adopting Bayesian optimization, the
optimization problem of the original function is replaced with another
optimization problem based on a much-cheaper acquisition function.
The GP-based (with Matérn 5/2 kernel) Bayesian optimization with
EI as the acquisition function is used to solve the inverse problem of
building process—structure linkage described previously.

2.4. Tortuosity prediction

A structure-property linkage is built with neural network model
in this work. Many properties are of interest for porous media, and
among them, tortuosity (z) is one of the parameters that plays an
important role in describing and understanding the transport behavior
through the porous microstructures, such as effective diffusivity, per-
meability, thermal conductivity and so on [66]. The tortuosity is the
quantity to characterize paths of particles being transported through
the medium [67]. Numerical calculation of tortuosity for the generated
microstructures is determined according to the method described in
Supplementary Note 4 and is set as the to be predicted quantity
by training a neural network model. Transfer learning technique is
used with the expectation of improving performance, that is, the new
developed regression model is based on the pre-trained VAE model. For
comparison, another neural network model with the same architecture
will also be trained from scratch.

3. Results and discussion
3.1. Characterization of generated microstructure

A total number of 10000 porous structures are generated using
physic-based algorithm for evaluating the Variational AutoEncoder
(VAE) model. This data set is divided into 80% of training part, 10%
validation part and 10% test part. The training part is used to train the
model and the validation part is used to select good hyper-parameters
for the model and the training algorithm. After identifying the satis-
fying architecture of the model, the training and validation parts are
merged as a larger training data set to retrain the model for further
improving its performance. The remaining 10% test part is utilized for
evaluating the final performance of the model. Fig. 3 shows the total
loss of the VAE model during the training process of 1000 epochs. In the
beginning, the loss decreases quickly until this changing rate eventually
drops significantly after about 150 epochs. Then, the loss of test set
declines slowly and gradually converges and finally levels off in the
last 200 epochs, while the loss of training set is still slowly continuing
to decrease. A gap between the loss of the training set (blue solid line)
and the test set (gray dashed line) can be observed after about 250
epochs of the training, and it is speculated that the model appears to
be slightly over-fitted.

The encoder part of the VAE model processes the algorithm-
generated structures and thus represents them as low-dimensional
latent variables. It is found that in this latent space, the most interested
structural information is scattered across multiple dimensions and no
single dimension is found to be obviously well disentangled (detailed in
Supplementary Note 1). Hence, to further refine the information and to
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Fig. 3. Total loss of the neural network model during the training process. The loss of
the training set is marked with blue solid line while the loss of the test set is marked
with gray dashed line.

visualize the result, the Principal Component Analysis (PCA) [68,69] is
performed on these latent variables. The distribution of the generated
porous microstructures in the space of the first three principal com-
ponents is shown in Fig. 4. The top two subplots (a and b) exhibit
the space distribution of the training set (points without edges) and
test set (points with black edges). Besides, the results obtained from
AutoEncoder (AE) model is also shown in Supplementary Note 2 for
comparison.

The distribution of the generated microstructures in PC1 and PC2
is presented in Fig. 4a and it can be inferred that the directional
features of the microstructures correlate mainly to these two principal
components. In this figure, the microstructures are color-coded accord-
ing to their stretching directions. It can be seen that microstructures
without preferred stretching direction are concentrated in the center,
while structures with different stretching directions are distributed
along their respective orientation branches and lie at an angle of
about 120 degrees to each other. The embedded-subplot depicts the
stretching strength of the microstructure in y-direction, with lighter
colors implying a stronger degree of stretching. It can be observed
that the color changes from darker to lighter from the center outward
in the corresponding branch (microstructures stretched in y-direction)
and the farther the microstructure is from the center, the stronger the
stretching strength is. Besides, the top and right subplots (the density
distribution of the stretching direction) also demonstrates that PC1
and PC2 together can clearly capture the directional information of
microstructures. Furthermore, comparing the distribution of training
set (points without edges) and validation set (points with black edges),
the model performs well on both and can accurately characterize their
stretching intensities and directions.

The magnitude of porosity is reflected by the color shade of the
data points (darker the color, larger the value of porosity) and it can
be found that the value of porosity gradually increases along the third
principal component (PC3) axis (right to left). Hence, it is concluded
that PC3 mainly captures the porosity information of microstructures.
Besides, it can also be observed that the number of Voronoi points used
in microstructure generation process decreases (indicated by the sizes
of the data points) along the PC3 axis. This is in accordance with the
properties of the generated microstructure as more skeletal structures
are produced with increasing Voronoi points during generation process,
which will take up more space and hence result in a smaller porosity
value. In addition, the subplot on the top of Fig. 4b shows the distribu-
tion of stretching directions along PC3 axis and it is observed that all
the microstructures are uniformly distributed along PC3 axis. There-
fore, PC3 is inferred to contain less amount of directional information
and only capture information related to porosity.
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To further demonstrate the model’s ability to extract microstructural
information, an additional test data set which contains microstructures
stretched in two directions is generated. These new microstructures
are also processed by the VAE model to extract structural informa-
tion, represented as low-dimensional variables and further projected
to principal component space. Similar results are shown in Fig. 4c
and d. Fig. 4c (PC1 vs. PC2) shows the distribution of stretching
directions of all generated microstructures. From the figure it can
be known that the model show good performance in extracting the
directional information of new microstructures which have not shown
in the training period and can project them to reasonable positions
according to their stretching direction. For example, the model projects
microstructures stretched in both x- and y-directions (purple) to the
place between microstructures stretched in only single direction (x
or y, blue or orange, respectively). From Fig. 4d (PC2 vs. PC3) it is
known that PC3 can also capture the information related to porosity
(and the associated number of Voronoi points). Along the PC3 axis,
the color of the data points changes continuously from dark to light,
implying the decrease of porosity values of microstructures, and it
corresponds to an increase in the number of Voronoi points set in the
microstructure generation process. This finding is consistent with the
conclusions from the previous analysis based on the microstructures
stretched in single direction. These results further demonstrate the
model’s robust ability to extract microstructural information and shows
its robust performance on new unseen data.

3.2. Characterization of experimental microstructure

The VAE model is further applied to the 3D experimental mi-
crostructures which are reconstructed from CT images. As before, the
trained neural network model is used to extract microstructural features
from the reconstructed experimental microstructures and to represent
them as low-dimensional latent variables. Together with the generated
microstructures, PCA is performed on these latent variables. In the
principal component space, microstructures with similar properties
will clustered closer to each other and it is intended to analyze the
interested properties of the experimental microstructure according to
the meanings represented by PC1-3. These results are shown in Fig. 5.

First, the stretching direction of reconstructed experimental mi-
crostructures is estimated according to PC1-2 as they represent direc-
tional information of microstructures. From Fig. 5a it can be clearly
seen that experimental microstructures (marked with white stars) are
concentrated near the center and biased in the y-axis. Similarly, the
distance (similarity) can be calculated in PC1 and PC2 to find the
closest algorithm-generated microstructures to estimate the stretching
direction of the reconstructed experimental microstructures. Besides,
the anisotropy of the microstructure can be judged accordingly. In the
present work, the tortuosity is numerically calculated by the simulation
method, which is used to approximate the anisotropy of the microstruc-
ture, as it can indirectly represent the directional orientation of the
microstructure. More specifically, if a microstructure is stretched in a
certain direction, the tortuosity value should be small, which means
that the microstructure shows a high anisotropy in this direction. The
calculated tortuosity values in x-, y-, z-directions of the reconstructed
experimental structures are regarded as their true values and they are
listed in Table 2. It can be seen that all reconstructed experimental
microstructures have the smallest values in the y-direction, implying
that they all tend to have a relatively large stretch along the y-direction.
It is worth noting that tortuosity values in each direction do not differ
much, which indicates the reconstructed experimental structures show
only weak anisotropy. The average of the ratio of tortuosity in the y-
direction to the x- and z-directions, respectively, is used to approximate
the degree of anisotropy in the y-direction. Estimated stretching in-
tensity values of the reconstructed experimental structures according
to their closest generated microstructures are given in Table 2. It can
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Fig. 4. The distribution of porous microstructures in the first three principal component space (PC1-3). (a) and (b) exhibit microstructures with single stretching direction while
(c) and (d) show microstructures having at most two stretching directions. It is found that the first two principal component (PC1-2) together capture the information of stretching
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Fig. 5. The distribution of algorithm-generated porous microstructures and real reconstructed microstructures from experiments (marked as CT). In (a) (PCl vs. PC2) the
reconstructed experimental microstructures are concentrated near the center and biased in the y-axis. Their microstructural anisotropy (measured in stretching direction) are
estimated by finding the closest algorithm-generated microstructures in PC1-2. The porosity value of reconstructed experimental microstructures are estimated in PC3 (b) as it is

found to correlate with the information about porosity.

be known that for most of the real experimental microstructures, the
estimated stretching directions and intensity values are satisfyingly ac-
curate. However, two wrong estimations of the stretching direction for
No. 4 and No. 6 sample are made. This discrepancy is understandable,
as the reconstructed experimental microstructures possess only very
weak anisotropy (slightly stretched) so inherently it is hard to infer
them accurately. Such a phenomena can also be observed in Fig. 5a
(PC1 vs. PC2) where the microstructures tend to cluster closely to

the center, and a slight deviation may lead to misjudge the stretching
direction.

In addition, it is possible to estimate the porosity value of the exper-
imental microstructure in PC3, which correlates most with the informa-
tion about porosity. From Fig. 5b it can be seen that the reconstructed
experimental microstructures are concentrated in the central place of
all the data points, locating at the position in PC3 axis where it should
correspond to a porosity value of about 0.84. The porosity value of
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Table 2

Numerically calculated property values of experimental microstructures and their estimated (predicted) values.
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Sample no. Porosity Tortuosity Geometric anisotropy
C P Diff. % Axis Direction Intensity
X y z C P C P Diff. %
1 0.846 0.822 -2.791 1.162 1.121 1.161 y y 0.965 0.980 —1.554
2 0.894 0.836 —6.441 1.101 1.077 1.105 y y 0.976 0.960 -1.639
3 0.842 0.839 -0.291 1.165 1.119 1.162 y y 0.962 0.980 1.871
4 0.866 0.858 —-0.862 1.127 1.104 1.134 y X 0.977 0.980 0.307
5 0.850 0.825 -2.919 1.162 1.111 1.159 y y 0.958 0.960 0.208
6 0.857 0.824 —-3.740 1.143 1.125 1.137 y no 0.987 1.000 1.317
7 0.887 0.835 -5.755 1.106 1.086 1.115 y y 0.978 0.980 0.204
8 0.861 0.833 -3.207 1.140 1.109 1.139 y y 0.973 0.990 1.747
9 0.827 0.829 0.242 1.184 1.147 1.188 y y 0.967 0.950 -1.758
10 0.845 0.839 —-0.702 1.167 1.130 1.157 y y 0.972 0.970 —-0.205
11 0.790 0.806 2.046 1.227 1.192 1.250 y y 0.962 0.950 —1.247
12 0.836 0.829 -0.834 1.169 1.122 1.184 y y 0.953 0.980 2.833
13 0.898 0.827 —-7.869 1.096 1.073 1.105 y y 0.976 0.980 0.409
14 0.844 0.830 -1.641 1.156 1.115 1.173 y y 0.957 0.950 -0.731
15 0.842 0.825 -1.967 1.169 1.140 1.158 y y 0.980 0.970 -1.020
C: calculated value, P: predicted value. Geometric anisotropy is measured in stretching strength.
Table 3
Results of Bayesian optimization in finding parameters for digital generation of target microstructures.
Sample Stanchion Num. of Stretch Diff. in
no. radius Voronoi points Z space
X y z
A Real 3.40 100 1.00 0.75 1.00
Median 3.58 100 1.00 0.75 1.00 3.82
Best 3.39 100 1.00 0.75 1.00 0.18
B Real 3.40 180 1.00 0.75 1.00
Median 3.57 183 1.00 0.75 1.00 4.14
Best 3.28 179 1.00 0.74 1.00 1.51
C Real 5.40 180 1.00 0.75 1.00
Median 5.35 184 1.00 0.75 1.00 8.03
Best 5.57 179 1.00 0.75 1.00 2.02
D Real 3.40 180 0.65 0.55 1.00
Median 3.77 179 0.61 0.50 1.00 8.23
Best 3.40 178 0.63 0.55 1.00 3.12

experimental microstructures can be estimated by finding the most sim-
ilar algorithm-generated microstructures (i.e., nearest neighbor) where
the “similarity” is measured by calculating the difference in PC3. The
calculated porosity of reconstructed experimental microstructures, as
well as the estimated (predicted) porosity value according to the closest
found algorithm-generated microstructures, are listed in Table 2. It is
found that there are some differences between the numerically calcu-
lated porosity value and the estimated value. By comparing the recon-
structed experimental and algorithm-generated microstructures, it is
speculated that such kind of discrepancy is mainly caused by some dis-
similarities of real reconstructed experimental and algorithm-generated
microstructures. Though our generated microstructures can resemble
the morphology of real microstructures, artifacts caused by e.g., noise
during the reconstruction process of experimental microstructures, can
lead to some deviations. As a result, this impairs the performance of
the model’s ability to characterize microstructures to a certain extent.
In addition, the limited amount of the data used to train the model
somehow restricts model’s ability: only about 10000 microstructures
are adopted and they may not be able to completely cover all possible
configurations and morphologies of the real experimental microstruc-
tures. It is therefore understandable that for some microstructures (for
examples, No. 2 and No. 11, whose porosity values locate at the
marginal place of the porosity distribution of the training set), no good
corresponding algorithm-generated microstructures are identified to es-
timate the porosity accurately. In general, the VAE model perform well

on extracting directional information of the reconstructed experimental
microstructure and their stretching direction (anisotropy) as well as
stretching strength can be estimated with high accuracy.

3.3. Inverse problem of the process—structure linkage

The VAE model is used to extract structural information and rep-
resent microstructures as latent variables. With these low-dimensional
variables, mathematical metrics such as /2-norm, can be calculated
to measure the difference between various microstructures. Taking
advantage of this kind of data-driven descriptors of microstructures, an
inverse design problem of the process-structure linkage is explored in
this section. In order to verify the validity of the model’s performance
on unseen microstructures, one microstructure (marked as A) whose
morphology is similar to the training data, and three microstructures
(B, C and D) with morphologies that are quite different from the
training data, are intentionally generated and their corresponding real
parameters for generation are listed in Table 3. The corresponding
generation parameters to produce these microstructures are assumed
unknown to us and the goal is to find these values. Such a problem is
treated as an optimization task, and an active learning approach based
on Bayesian Optimization (BO) is used to solve it effectively.

The convergence plot of the difference (/>norm of the 256-
dimensional latent variables u) between target microstructure and gen-
erated microstructure being minimized during the optimization process
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Fig. 6. Iteration history of the Bayesian optimization in solving the inverse problem of process-structure linkage for four different target microstructures (a—d). For each target
microstructure (A-D), the optimization process is repeated 10 times and the result corresponding to the median of final differences is marked with darker color. The difference
between the target microstructure and the generated one is measured by calculating the Euclidean distance in the latent space.

is shown in Fig. 6. In the beginning of the optimization, 20 random
microstructures are generated to serve as the input to initialize the
Bayesian optimizer and the number of iterations is relaxed to 1000 to
ensure that the optimal parameters can be reached as close as possible.
For each target microstructure, the optimization process is repeated 10
times to draw basic statistical information for better evaluating the opti-
mization results. Among the results (marked in lighter lines), the round
of iteration result corresponding to the median is marked in darker
color. For better visualization, a filled area of one standard deviation
is also plotted for each sample to see how the error (difference) drops
as BO iteration proceeds and the variation between different iteration
trials. Besides, to visually display the optimization process, above each
subplot, the corresponding microstructures generated by the found
parameters for generation at the first trial after the initialization, at one-
half and one-fourth states of initial difference values, and final found
value, are also drawn respectively. True parameters for generation that
generate the structures and results of the BO are summarized in Table 3
and the corresponding time cost is given in Supplementary Note 5.
From the BO results it is found that the corresponding parame-
ters for generation of the target microstructures can be satisfyingly
estimated despite a certain amount of discrepancy. Besides, it can be
observed from Fig. 6 that during the optimization process, similarity of
the generated microstructure to the corresponding target is improved
significantly at the very beginning part of the optimization process and
the degree of improvement gradually slows down as the number of
iterations grows. It is noticeable that the optimization process have
also experienced several plateaus, which is due to the nature of BO

as it takes both the mean estimation and the uncertainty in the meta-
model into consideration (the so-called exploration vs. exploitation).
Comparing the optimization results of the four target microstructures, it
is found that for microstructures (A, B in Table 3) that are more similar
to the original training set, the VAE model can better characterize them
and hence can better distinguish them, resulting in better performance
and fewer iterations needed to find the optimum. On the other hand,
for those microstructures (C, D in Table 3) that are more different from
the original training set, the model is also able to extract their structural
information and differentiate between them, though the performance is
slightly poorer. Thus, more trials may be required in these cases for BO
to find the optimal value. Overall, the process of combining data-driven
microstructural descriptor learned by the VAE model with the Bayesian
optimization can provide a satisfying solution to the inverse problem
of structure-process linkage, i.e. , finding the parameters for generation
of unknown target microstructure. This further validates the ability of
the VAE model in characterizing the porous microstructures and proves
the applicability of the Bayesian optimization method in solving the
considered problem effectively. It should be noted that in this work, the
BO is conducted in a single-step manner, i.e. , only one new candidate
is generated and evaluated in each iteration, other more advanced
BO methods, such as batch-parallel or asynchronous parallel BO, are
promising to accelerate the whole process [70,71]. Besides, finding the
appropriate parameters that can generate microstructure resembling
real experimental microstructure will be an interesting extension of this
strategy and is remained for future study.
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3.4. Transfer learning for predicting tortuosity

The performance of neural network model is often related to the
setting of the initial weights of the model. Hence, good choices of
setting these initial weights play an important role in obtaining a
good neural network model. The VAE model was trained on generated
porous microstructures in an unsupervised manner and the model has
learned some knowledge about extracting the structural information.
Hence, it is expected that re-using parts of the trained model can show
better performance on prediction tasks such as building the structure—
property linkage. To be specific, the encoder part of the VAE model
is taken out to serve as the basic part of building a neural network-
based regressor, that is, these pre-trained weights are re-used and are
believed to be able to yield better results than random initialization
of the weights, especially when only limited amount of labeled data is
provided. This idea is one of the key points in Transfer Learning (TL).

In this work, a structure-property linkage is built by training an-
other neural network model, that is, the relationship between porous
microstructures and their corresponding tortuosity values (described
in Materials and Methods: tortuosity prediction). For this purpose, an
additional 300 new unseen structures (250/50 training/test split) with
large differences (number of Voronoi points n = 180-250, stanchion
radius r = 2.8) from training set in previous sections are generated
and simulations are performed to calculate tortuosity values (labels).
Fine-tuning is adopted as a means to achieve transfer learning. More
specifically, the whole process is divided into three steps: (i) transfer-
ring architecture and weights of the encoder: the pre-trained encoder
part of the VAE model is taken out to serve as the microstructural
information extractor and it is the basic building block for the new
neural network model. It should be noted that no sampling process
is performed on the latent variables (unlike that during the previous
training of the VAE model); (ii) adding dense layers at the end of the
encoder: immediately following the output of the encoder, two more
dense layers (64 ReLU) are connected and a final linear output neuron
is added to yield the predicted scalar value (tortuosity). The weights of
these layers are randomly initialized using the Xavier uniform initializa-
tion method [72]. Furthermore, a weak L, constraint (107°) is imposed
as regularization term to mitigate the over-fitting phenomenon; (iii)
fine-tuning weights of the model: the Mean Squared Error (MSE) is
chosen as the loss function for this regression task. Besides, the Adam
optimizer [73] is adopted as the optimization algorithm for the training
and the parameters are set to be the same as those used in training the
VAE model. The optimization is set to last for 100 epochs to ensure
convergence. The time cost for calculating the tortuosity, training the
regressor model as well as predicting on samples, is summarized in
Supplementary Note 5. During the training process, the encoder part
is frozen so only the weights of fully-connected layers are updated. It
is noted that for the sake of brevity, other network architectures and
training strategies are not exhaustively investigated in this study.

To demonstrate the benefit of employing TL technique for devel-
oping the structure-property linkage model, another neural network
model, which is built with exactly the same architecture but with all
weights initialized randomly (rather than using the pre-trained weights
of encoder), is also trained for comparison (referred to as the “training
from scratch"). The mean-squared-errors are calculated on both the
training and testing data to evaluate the performance of these two
models trained with different strategies. To better assess the models’
performance, the training process and evaluation are repeated 20 times
and the results are shown in Fig. 7. It can be noticed that results
obtained from the TL method (averaged MSE: 0.00401 on training data
and 0.00502 on test data) are better than those from the “training
from scratch" method (averaged MSE: 0.00460 on training data and
0.00567 on test data). Besides, results from the TL method are also
significantly more stable as they exhibit smaller variance. For both
models, the errors on the test set are slightly larger than those on
the training set, but the difference between TL strategy is smaller
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Fig. 7. Mean square errors (MSE) of predicted tortuosity on both training set and
test set for two neural network models with the same architecture but trained with
different strategies: one is trained from the scratch and another adopts the transfer
learning strategy.

than that with the “training from scratch" method, indicating that
models obtained with transfer learning strategy are more robust in
extrapolation. It is speculated that such a privilege may come from the
anti-over-fitting effect introduced by freezing the weights in the pre-
trained encoder model. Furthermore, although occasionally the model
trained from scratch can achieve smaller value of MSE on the training
set, its performance on the test set is apparently worse than that of TL
strategy. Based on these results, it is inferred that the transfer learning
strategy can facilitate the development of structure—property prediction
model in many aspects such as improving its accuracy and stability,
especially when only limited amount of data is provided. These results
are consistent with the previous hypothesis that the model trained
in an unsupervised manner have gained useful knowledge from the
data and can be transferred to other downstream tasks which helps
achieve better performance. Moreover, it should also be mentioned
that there are many other model architecture designs and training
strategies. Their impacts on the results of transfer learning, and how
useful transfer learning can be in different application scenarios, are
worth exploring and is of interest for future work.

4. Conclusion

The Variational AutoEncoder (VAE) neural network model is used
to characterize the three-dimensional microstructures of porous mem-
branes. The model is used to extract structural information and repre-
sent it with low-dimensional latent variables as data-driven descriptors.
The ability of the model to characterize porous structural information
is verified in three aspects regarding the establishment of process—
structure—property linkages. First, Principal Component Analysis (PCA)
is performed to refine information and the meanings of the first 3
principal components are interpreted, namely porosity and stretch-
ing direction as well as factor. These properties can be estimated by
finding the most similar known microstructures in the correspond-
ing principal component space and were validated on both unseen
algorithm-generated porous microstructures and reconstructed experi-
mental microstructures. Second, Bayesian Optimization (BO) is utilized
to efficiently solve the inverse problem of process—structure linkage,
i.e., finding the parameters for generation of a given target microstruc-
ture. The results were validated on several microstructures whose
morphologies are different from the previous training data. Third,
following the transfer learning strategy, a structure—property linkage
(predicting the tortuosity of microstructure) is established by re-using
the parts of the VAE model. The results show that its performance
is better and more stable than the model trained from scratch, es-
pecially when only a small amount of data is provided. The above
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studies demonstrate the robust ability of the VAE model to characterize
microstructures of porous membranes and has the potential for other
geometries.
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