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Abstract
This work presents an enhancement of a method for analyzing metallic chips produced during turning processes in order to 
estimate the chip segmentation frequency. Therefore, the resulting 3D image of a computer tomography scan of the chip can 
be transformed virtually into a straight chip by describing the course of the chip in three-dimensional space by a trajectory. 
Along this trajectory, the chip point cloud is sliced in thin layers which can be transformed to a straight chip. To estimate the 
segment rate, the height course describing the segmentation of the chip is extracted on the serrated side of the point cloud 
by means of nearest neighbor interpolation. The resulting signals are compared with the measurements of the chip surface 
using an optical microscope, whereby only two straight chips could be analyzed. The comparison shows a nearly perfect 
match between the two signals and is confirmed by a Pearson correlation coefficient of over 86% for both signals. Further-
more, a statistical comparison with the acoustic emissions of the turning process reveals satisfying similarities for the chip 
segmentation frequency with respect to the compression factor.

Keywords  Chip segmentation frequency · Acoustic emission · Turning · Ti-6Al-4V

1  Introduction

When machining titanium alloys, due to the formations of 
adiabatic shear bands caused by the prevalence of thermal 
softening over strain hardening, sawtooth form chips are 
produced [1]. The phenomenon of the sawtooth like chip 
formation is known as chip segmentation. The morphology 
of the chips has a significant influence on the thermome-
chanical behavior at the interface between the workpiece and 
the tool. This limits the material removal rates and affects 
the dynamic behavior of the system, cutting forces, chip-tool 
interface temperature, as well as the microstructure of the 
machined surface [2]. In order to increase productivity and 
tool life in machining of titanium alloys, it is necessary to 
study the mechanics of chip segmentation and its impact on 
machinability, as well as on tool life [3].

As presented by Komanduri [4], the segment rate during 
the turning process strongly depends on the process parame-
ters, increasing with cutting speed and decreasing with feed. 
Zhang and Choi [5] presented different finite element (FE) 
approaches for simulating the orthogonal cutting of Ti-6Al-
4V. The authors concluded that a pure Langrangian formula-
tion delivers the closest chip morphology to the experiments, 
compared with other FE approaches, as arbitrary Lagran-
gian–Eulerian and coupled Eulerian-Lagrangian. Taking 
into account the possibility of a strain softening phenom-
enon occurring from a given temperature and deformation 
level, as presented by Komanduri and Hou [6], new material 
behavior laws have been developed for the 2D-FE-modelling 
of the crack initiation and propagation processes, which lead 
to the serrated chip geometry [7]. Acoustic Emission (AE) 
measurements were carried out by Zanger et al. [8], and 
the spectral information of the AE measurements were cor-
related with the effects on the workpiece surface state after 
linear orthogonal cutting experiments of Ti-6Al-4V. For 
validation of the simultation results and AE measurements, 
an experimental analysis of the chips after the machining 
process is necessary. The chips from the orthogonal cutting 
process can be measured directly by optical measurements, 
as presented in Nguyen et al. [9]. However, the geometry 
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of the chips after the turning process is much more com-
plex, due to the multidimensional angle of curvature. Sig-
nal processing of acoustic emission can be used to capture 
the chip segmentation frequency as strategy for process and 
tool condition monitoring, due to its high sensitivity and 
diverse information contained in the broad MHz frequency 
band [10].

Computer Tomography (CT) can be used to determine 
the geometry of the chips precisely. Devotta et al. [11] used 
CT for the characterization of the chip shape obtained from 
2D orthogonal turning experiments of AISI 1045 in order to 
validate 3D-FE simulations, using the chip curl as an evalu-
ation criterion. However, it remains a challenge to obtain 
reliable information on chip segmentation frequency from 
CT measurements.

In this work, a method for the automatic extraction of the 
chip geometry and segmentation from CT-scans of Ti-6Al-
4V chips is presented. First the relations between chip analy-
sis and acoustic emission measurements is shown. Next, sev-
eral steps of preprocessing are introduced before a trajectory 
which describes the course of the chip can be calculated. 
Then it is presented how the, in most cases helical chip, can 
be transformed into a straight chip, whereby a signal can be 
extracted for the analysis of the segment distances. Finally, 
the results are compared with optical measurements and 
with the measurements of acoustic emission.

2 � Methods

The presented method is an enhancement of the CT-analysis 
method previously published in [12]. For a better under-
standing, the main steps of the method will be described 
in brief.

The chip segmentation frequency

is the frequency over time, at which the individual segments 
that build up one chip, separate from the workpiece [10]. 
This frequency can be measured by using sensors for acous-
tic emission [13]. The distance covered by the worktool from 
one produced segment to the next one in the direction of 
primary motion is named segmentation distance ΔAE in this 
work. From this distance the chip segmentation frequency 
can be calculated, taking into account the cutting speed vc . 
In comparison, on a produced chip the instantaneous seg-
ment rate

(1)fAE =
vc

ΔAE

(2)fs =
1

Δs

can be measured, which is a frequency over space, as it is 
the inverse of the distance of a single segment in a saw-
tooth chip. The distance between two segments in the chip 
is named segment distance in this work. In Fig. 1, the geo-
metrical relation between the segment distance Δs and the 
segmentation distance ΔAE during the chip formation is 
shown schematically.

It can be seen that the distance and thus the frequency 
measured by acoustic sensors, respectively at a chip, are not 
identical and depend on the cutting parameters. Nevertheless, 
it is possible to get information about the chip segmenta-
tion frequency by measuring the segment rate, since they are 
strongly correlated by taking a compression factor

into account. To estimate the average compression factor for 
a single cut, the length of a produced chip lchip and the length 
of the cut to extract the chip from the workpiece l0 , can be 
taken. Due to the fact that in one cut several chips are pro-
duced which break stochastically, l0 is unknown. Assuming 
that the volume Vchip of the chip is constant and the material 
cannot be compressed, the original length l0 of a produced 
chip can be estimated by the machined cutting area A0 and 
the volume of the chip, according to

The cutting area, which is also the sectional area of the uncut 
chip, can be calculated analytically integrating the intersec-
tion of the surface projection of the cutting edge with the 
projection of the edge position at the previous revolution of 
the edge. This previous revolution is shifted back by the dis-
tance value of the feed F , with the height equal to the depth 
of cut ap , as explained in [14]. In this work, the capitalized F 

(3)fAE = �chip ⋅ vc ⋅ fs with �chip =
lchip

l0

(4)Vchip = A0 ⋅ l0 .

∆

∆

Fig. 1   Schematic relation between the measured variables, segment 
distance Δ

s
 and segmentation distance Δ

AE
 , during chip formation
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is used as symbol for feed, which is unusual but avoids con-
fusion between feed and frequencies. The acoustic frequency

can be estimated from the segment distance by combining 
the Eqs. (2), (3) and (4). To determine the length and volume 
of the chip and the segment distances Δs , a CT-scan of a chip 
can be used. The purpose of this method is to transform and 
unscrew the, in most cases helical chip, virtually to a straight 
chip, since this is not possible with the real chip due to its 
brittleness.

2.1 � Preprocessing

Before the transformation of the chip, several preprocessing 
steps have to be done. From the CT-measurement, a three-
dimensional matrix Cg with gray scale values of dimension 
I × J × K is given, which represents the intensity in the three-
dimensional space containing the chip and other objects like 
the mounting structure or glue. Next, a binarization of the 
matrix entries has to be done to classify them into the two 
groups "chip" (1) and "background" (0). Since the chip mate-
rial is titanium alloy, the values in the CT-scan, respectively 
in Cg , are much higher at points representing the chip than 
at points representing other materials like e.g. the mounting 
structure. Thus, a simple thresholding is sufficient to obtain 
a binary matrix Cb , which represents the chip but no other 
materials. To estimate the threshold with which the points are 
classified, a k-means algorithm is used, as described in [15]. 
Since in some cases single points were incorrectly classified 
as chip, every point which is not part of the largest volume is 
corrected as "background". The largest volume can be cal-
culated by a connected-component labeling algorithm, as 
described in [16]. After binarization, the binary matrix can 
be transformed into a point cloud P =

[
p1,… , pN

]
 of dimen-

sion 3 × N with pn =
[
i ⋅ Δx, j ⋅ Δy, k ⋅ Δz

]T
=
[
xn, yn, zn

]T in 
the three-dimensional Euclidean space. Thereby, each point 
of the binary matrix that equals one is saved and transformed 
as follows, with Δx , Δy and Δz as the pixel size along the cor-
responding coordinate axis. Figure 2a shows an example of 
the point cloud of a CT-scan of a chip. Here, the chip has a 
helical shape, like most chips of Ti-6Al-4V generated during 
a turning process, however straight chips exist depending on 
cutting parameters.

For the estimation of the compression factor in Eq. (5), the 
volume

(5)
fAE =

A0lchip

Vchip

⏟⏟⏟
=�chip

⋅

vc

Δs

(6)Vchip = Δx ⋅ Δy ⋅ Δz ⋅ N

is needed. It can be calculated easily at this point by mul-
tiplying the voxel volume with the amount of points in the 
point cloud.

2.1.1 � Chip trajectory

For the analysis of the chip, a trajectory is needed, which 
describes the course of the chip in the three-dimensional 
space. In the method presented previously, the centers of 
the two-dimensional x-y-submatrices were used for the cal-
culation of the trajectory. This may lead to an erroneous 
calculation of the trajectory if the chip has multiple parts in 
one horizontal plane. If the chip has been scanned while the 
start and endpoints are not on the topmost, respectively low-
ermost planes, this approach also fails. To solve this problem 
a method called skeletonization [17], based on mathemati-
cal morphology operations, can be used. The new method 
uses the erosion to successively scale down any volume until 
there are just lines left. In Fig. 2b the skeleton of the example 
chip is shown.

The erosion is an operator which uses a structural ele-
ment to probe a binary matrix. If the structural element fits 
completely in the volume described by the binary matrix, the 
operator returns a "1", respectively a "0" otherwise. The used 
structural element presents a connectivity of 26-neighbors, 
as shown in Fig. 3c, based on two previous steps, where the 
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Fig. 2   Example of a chip. a Example of a chip point cloud. b xy-view 
of a chip skeleton with "barbs"
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Fig. 3   The three connectivity types in the three-dimensional cubic 
lattice. a 6-neighborhood: the neighbors are connected by the faces 
of the voxel. b 18-neighborhood: the neighbors are connected by the 
faces and the edges of the voxel. c 26-neighborhood: the neighbors 
are connected via the faces, the edges and the vertices of the voxel. 
Based on [18]
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neighbours are connected by the faces, like in Fig. 3a, the 
edges, like in Fig. 3b and finally the vertices.

As can be seen in Fig. 2b, after the skeletonization, so 
called "barbs" exist, which are small contours from the main 
line to the chip surface. A minimum length of 1mm

Δx

 for the 
contours can be requested to speed up the following step and 
delete most of the barbs.

Now, discrete three-dimensional points from which the 
trajectory can be calculated exist. However, in these points, 
loops or long barbs may exist that need to be filtered. Fur-
thermore, at this point it is unclear where the trajectory 
starts, where it ends and how the points have to be sorted. 
For this reason, the skeleton point cloud can be interpreted 
as a graph, where the points are the nodes and the distances 
between the points are the edges. Then a shortest pathfinding 
algorithm can be applied to get the full course of the chip 
without loops or barbs.

A graph with edges between all points would lead to the 
direct connection between start and endpoint. To avoid this, 
the edges are only set to the direct neighbors of the 26-neigh-
borhood of an arbitrary point. Since two voxels have a dis-
tance of 1 in the I × J × K-space of the binary matrix, the 
neighboring points are within a radius of r =

√
3 . The search 

for these points is computed on the skeleton point cloud with 
a kd-tree [19], that splits data points spatially into three-
dimensional subspaces along the axis of the coordinates. The 
shortest paths between every pair of points can be calculated 
by using the Dijkstra algorithm [20]. A good basis for the 
trajectory is the longest path of all shortest paths, since this 
path contains the maximum number of points in the skeleton 
without any loops.

The resulting point cloud is a subset of the chip point 
cloud P . However, the points are not smooth, wherefore 
they need to be filtered before transforming the chip along 
this trajectory. They have to be smoothed, since too strong 
changes between two steps next to each other are undesirable 
in the following spatial transform. Therefore, a Savitzky-
Golay filter is used, as described in [21]. An example of a 
smoothed trajectory point cloud T =

[
t1,… , tM

]
 of dimen-

sion 3 ×M with tm =
[
xm, ym, zm

]T of a chip, is shown in 
Fig. 4.

2.1.2 � Chip surface

For later tasks it is not necessary to work with the full chip, 
since the chip surface is sufficient, especially to reduce the 
number of data points and accelerate the following compu-
tations. Therefore the erosion, as described in [17], can be 
used. The erosion removes a point from the point cloud if 
one neighbor, in comparison with the shifted kernel, is not 
part of the point cloud. The three-dimensional erosion of the 

binary matrix with a kernel is computed to remove the out-
most points. To obtain the surface, the difference between the 
eroded matrix and the original matrix is calculated. As a ker-
nel, different binary forms can be used, which are all within a 
cube with an edge length of three, as shown in Fig. 3. The dif-
ference between the kernels is given by which kind of neigh-
borhood they return, depending on the form. There are three 
suitable kernels, which provide the neighborhood of 6, 18 or 
26, to compute the surface. Investigations have shown that the 
kernels for the neighborhood of 18 and 26 return many more 
points but lead to noisy effects in later steps of the method, so 
the kernel for the neighborhood of 6 is sufficient. The result-
ing surface point cloud S is a subset of the chip point cloud P.

2.2 � Chip transform

In the next step, the surface of the chip has to be transformed 
into a straight form to be analyzed. For this transform, the 
surface of the chip has to be "sliced" into thin layers, which 
can be rearranged as a new straight chip, as described in [12]. 
The layers, containing a certain set of points, are defined and 
stretched orthogonal to the trajectory tangent. For each of the 
M trajectory points tm =

[
xm, ym, zm

]T , the tangent of the tra-
jectory is given by

which can be used as the normal vector of a plane whereby 
two of these planes limit the layers. Consequently, the points 
given by the surface point cloud S must fulfill the three 
conditions

(7)nm =
tm+1 − tm

‖tm+1 − tm‖ ,

(8)
(
S − tm

)T
nm ≥ 0,
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Fig. 4   Smoothed trajectory of a chip
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to be classified as part of the layer Sm , defined by the two 
planes by Eqs. (8) and (9) going through the trajectory points 
tm and tm+1 . Thus, every layer Sm is a subset of S . The last 
condition, given by Eq. (10), prevents points from other chip 
turns from being included. For this, a maximum radius rmax,m 
is defined, which describes the largest possible contiguous 
surface of each layer. This radius is calculated for every 
layer iteratively by increasing it until the set of points no 
longer increases. In order to calculate the maximum radius 
of a layer Sm , the layer of the full point cloud Pm is needed 
and can be calculated using the same conditions given by 
Eqs.  (8) and (9), as for the surface point cloud S.

Then the surface of the chip is straightened by spatially 
transforming each layer. To do this, each point of a layer Sm 
is transformed by

The rotation matrix

with the two unit vectors em,1 and em,2 of length ‖em,1∕2‖ = 1 , 
removes the individual rotation of the layers caused by the 
helical form of the chip. For the first layer, the unit vectors 
can be selected randomly, whereby both vectors must be 
orthogonal to each other and to the first normal vector. For 
the next layers, both unit vectors are calculated with

where the cross product × delivers a vector which is orthogo-
nal to both of the others.

The translation vector dm shifts each layer in z′-direction to 
the end of the previous layer. The first layer is not shifted and 
thus, the first translation vector is given by d1 =

[
0, 0, 0

]T . For 
the next layers, the translation vector results from the sum of 
the distances between the previous trajectory points

Finally, all points of the subsets S′
m

 written into a matrix 
produce the stretched point cloud S� =

[
S�
1
,… , S�

M

]
 . After 

this transformation, the virtual chip is normally screwed as 
it can be seen in Fig. 5a.

(9)
(
S − tm+1

)T
nm+1 < 0,

(10)and ‖S − tm‖ ≤ rmax,m

(11)S�
m
= Rm

(
Sm − tm

)
+ dm.

(12)Rm =
[
em,1, em,2, nm

]T
,

(13)em,2 =
ẽm,2

‖ẽm,2‖ with ẽm,2 = nm × e1,m−1

(14)and em,1 = em,2 × nm ,

(15)dm =

⎡⎢⎢⎣

0

0∑m

l=2
‖tl+1 − tl‖

⎤⎥⎥⎦
.

So the chip has to be descrewed by estimating the out-
most corner points of every layer, to rotate each layer of 
the chip. Therefore, the extreme values x′

m,min
 and x′

m,max
 in 

x-direction, and y′
m,min

 and y′
m,max

 in y-direction are taken 
for each layer. Then, the Euclidean distance between each 
combinations of two extreme value is calculated. The out-
most corner points �1,m and �2,m are given by the two pairs 
of extreme values, with the largest distance to each other. 
Once the corner points of the first layer have been deter-
mined, the succeeding corner points must be classified in 
the same area as the previous ones, and so on for the next 
layer. The condition

applies to the layer Sm and ensures that the corners match 
with the previous ones. The direction vector of each layer 
is given by the two corners and the direction angle results 
from its polar angle �m = ∡(�1,m − �2,m) . The course of the 
angle is then filtered with a moving average filter to prevent 
discontinuities, respectively too large changes between two 
points next to each other. The rotation around the z-axis of 
each layer can be realized by multiplying the points of the 
layer with a rotation Matrix

All layers are finally combined into the point cloud 
S�� =

[
S��
1
,⋯ , S��

M

]
 . Thus, the transformed chip is straight 

and no longer has any rotation, as can be seen in Fig. 5b.
In a next step, it is necessary to distinguish between the 

serrated side and the smooth side of the chip, since the 
segment rate can only be measured at the serrated side. 
Therefore, the corner points are calculated again for the 
descrewed chip, as described previously, since the calcu-
lation of the maxima is now more robust because of the 
descrewing. The points of each layer are now centered to 
the coordinate origin by substracting its mean value in x 

(16)
‖

‖

[�1,m − �1,m−1|�2,m − �2,m−1]‖‖
≤ ‖

‖

[�2,m − �1,m−1|�1,m − �2,m−1]‖‖

(17)S��
m
=

⎡⎢⎢⎣

cos�m − sin�m 0

sin�m cos �m 0

0 0 1

⎤⎥⎥⎦
⋅ S�

m
.
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Fig. 5   Examples of the surface chip point clouds before and after 
descrewing
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and y-direction and the points are classified by their polar 
angle. In Fig. 6a schematic example is shown.

After the classification has been done for every single 
layer, two separate subsets of point clouds S′′

se
 and S′′

sm
 are 

obtained, whereat it has to be decided which side is the 
smooth one and which side is the serrated one. Since the seg-
ments lead to a higher variation of the points in y-direction 
on the serrated side, the variance in y-direction can be taken 
as decision feature. Now a point cloud S��

se
=
[
p�
1
,… , p�

R

]
 

exists, which describes the serrated surface of the straight-
ened chip, with which the segment rate can be analyzed.

2.3 � Segment rate measurement

To analyze the segment rate, a signal has to be extracted 
which describes the segments with a good quality. However, 
the serrated surface point cloud does not have an equidistant 
grid after the transformation. For an optimal signal-to-noise 
ratio, the height course s should follow the segment peaks of 
the chip, which is a path along the z-axis, where the offset of 
the points reaches its maximum in the y-direction.

In a first step, the location of the height signal on the 
x-axis xsig has to be estimated. Therefore, the values of the 
point cloud are subdivided into V  bins along the x-axis, and 
the sum of the absolute y-values is calculated. The best sig-
nal is given where this feature has its maximum

where S′′
se,v

 is the binned subset of the serrated side with L 
points. The maximum of the feature is influenced by two 
properties of the sub point clouds. The first one is the offset, 
while a higher offset leads to a higher feature, and the second 
one is the number of points which ensures a better approxi-
mation of the signal at chip formation.

In the second step, an equally spaced signal s along the 
z-axis has to be resampled between the maxima and the 
minima of the chip in the z-direction with the fixed value 

(18)xsig = xv | argmax
v

(
L∑
l=1

|y�
l
|
)
,

xsig . For each sampling point, the y-value of the point in the 
serrated side point cloud is taken as signal value, which has 
the nearest point in (x, z)-space to the sample point

An example of the resulting signal and the original serrated 
side point cloud can be seen in Fig. 7.

3 � Results

To validate the CT-method, it can be compared with 
other methods for chip analysis or with the acoustic emis-
sion. Therefore, longitudinal turning experiments with 
Ti-6Al-4V have been carried out by varying the feed 
( F = [0.1;0.2;0.3]mm∕rev ), while all the other cutting 
parameters and the tool geometry were kept constant 
( vc = 200m/min, ap = 0.15mm ). Process parameters feed 
F and depth of cut ap were set according to the recom-
mendation of the tool manufacturer. The cutting speed 
was increased up to 2.5 times the recommended value 
vc = 80m/min , to obtain tool wear faster in order to analyze 
its effect on the chip morphology and the acoustic emission 
signals. The acoustic emissions of this experiments were 
recorded with a structure borne sensor, and the chip seg-
mentation frequency has been analyzed, as described in [13]. 
The chips were analyzed using both the CT method and an 
optical microscope.

3.1 � Optical comparison

At the optical method, a photography of the chip surface 
is created with an optical confocal microscope. To get the 
chip segmentation, a path is set manually over the meas-
ured surface photography and a signal along this path is 
extracted. The disadvantage of the optical method is that 
only straight chips can be analyzed, which is not the com-
mon form of the chips, while most chips have a helical 

(19)s[z] = y�
r
| argmin

r

(‖‖‖‖‖

[
x�
r

z�
r

]
−

[
xsig
z

]‖‖‖‖‖

)
.

Fig. 6   Usual paths of the serrated side (depicted in red) and the 
smooth side (depicted in blue)
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Fig. 7   Example section of a chip with its height signal depicted in red
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form. Two of the chips, produced in the experiments, have 
a and can be analyzed with the optical microscope, too.

3.1.1 � Direct comparison

After simple preprocessing, both signals can be compared. 
Since both methods deliver signals with varying offsets, 
those offsets have to be calculated by using, for example a 
Hanning window, as described in [22], which is subtracted 
from the signals. Figure 8 shows the result of one example 
chip.

In this figure, only the part where the signals match 
is shown for a better representation. The signal from the 
CT-method is about two to four times longer since here 
the whole chip can be analyzed. The region where the sig-
nals describe the same sector of the chip can be found by 
maximizing the Pearson correlation coefficient, described 
in [23], which delivers a measure in percent of how good 
the signals fit as well. The signals of the CT-method and 
the optical method are quite similar, which is also con-
firmed by the Pearson correlation coefficients. Merely at 
single points like at z ≈ 0.5 , the signals differ, but in most 
cases the signal from the CT-method is identical with the 
microscope signal. It is obvious that the signal of the CT-
method is not worse, or even better, than the signal from 
the microscope. To get a qualitative feature of the com-
parison, the Pearson correlation coefficient between both 
signals can be taken. Since the signals have a different 
number of sample points at the x-axis, the signal from 
the CT-method has to be upsampled for the calculation of 
the correlation coefficient. For the two possible chips the 
signals match to 88% respectively 86% . The signals from 
other helical chips have been analyzed, but since the trans-
formation in the CT-method is too strong, the microscope-
signals can not be registered.

3.1.2 � Statistical comparison

Furthermore, it is possible to compare the statistics of the 
signals. This means that a histogram of the segment dis-
tances from the signals of both methods is computed and 
compared. For the computation of the histogram, the zero 
crossing rate has to be calculated, wherefore the signals have 
to be zero-mean, as described before [13]. Especially if the 
chip form is helical, this is the only way to validate the data 
with an optical measurement. Then, different chips from the 
same process can be used to get segmentation signals with 
the microscope.

In Fig. 9, the statistics of the segment distances, esti-
mated by the CT-method, respectively the microscope, 
are shown. It can be seen that in the first examples, the 
statistics are quite similar. As described before, the CT-
method is able to analyze the whole chip, while with opti-
cal measurement this does not work. This is the reason 
why, as it can be seen in Fig. 9b, the law of large numbers 
is not fullfilled for the microscope. If there are enough 
segments, like in most experiments, both statistics have 
a good match, whereby in some cases the CT-method 
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Fig. 8   Comparison of the chip signals extracted from the optical 
measurements (red) and the CT-method (blue)

0.05 0.1 0.15

20

40

60

∆z mm

N∆

F = 0.1mm/

0.05 0.1

10

20

∆z mm

N∆

F = 0.3mm/
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provides higher values, which can be explained by the 
spatial transformation. In one case, a second peak appears 
in the CT-histogram, which is caused from a region in the 
chip with no distinct segmentation, so the zero crossing 
rate delivers untypical results.

3.2 � Comparison with acoustic emission

The main objective is to get knowledge of how good the 
analysis of acoustic emissions works to characterize the 
turning process. So, it is possible to compare the statistics 
of the CT-method with the statistics of the acoustic emis-
sion. From the acoustic emission the chip segmentation 
frequency is obtained, hence the segment rate, obtained 
from the CT-method, has to be transformed. This can be 
done with Eq. (5). Since the histogram from the acoustic 
emission can be calculated by the whole process, the num-
ber of estimated segments is several orders higher than the 
number of estimated segments from the CT-method. For 
this reason, the histograms are normalized so that the sum 
of all bins equals one, and they can be interpreted as the 
probability density of the chip segmentation frequency. In 
Fig. 10, the comparison for the same helical chip, shown 
in Fig. 9a, is shown.

As it can be seen, the statistics of the CT-method and 
the statistics of the acoustic emission match really good, 
as well as the estimation of the compression factor �chip 
works. The experiments have shown that the compression 
depends on the process parameters and varies in the tested 
parameter sets between �chip = 0.7 and �chip = 1.03 . Addi-
tionally, the compression compensates partly the change 
of the segment rate from the varying feed.

4 � Conclusion

The enhancement of a method for analyzing the chip seg-
mentation frequency of CT-scans of Ti-6Al-4V chips, 
has been presented. First, the relation between segment 
distance and segmentation distance with the compression 
factor has been introduced. Then, it has been shown how 
the grayscale matrix of the CT-scan can be transformed 
by means of thresholding into a point cloud, describing 
the chip without any distortions. Therefore, the largest 
connected volume is obtained. It has been described how 
a trajectory can be computed by means of skeletonization 
to obtain the course of the chip. With this trajectory the 
chip can be transformed into a straightened chip by slicing 
it in thin layers and reorder these layers. Since the straight-
ened chip is screwed, it was shown how the chip can be 
descrewed by extracting the corner points of every layer. 
Out of this point cloud, a signal that describes the segmen-
tation can be extracted by nearest neighbor interpolation. 
For validation purpose, the CT-method has been compared 
with optical measurements directly, which fits nearly per-
fectly. Additionally a statistical comparison has been done 
to compare helical chips, which also shows a satisfying 
similarity. Finally, the CT-method has been compared with 
the structure borne signals of the turning process, espe-
cially with regard to the compression factor, which has 
shown that it is possible to verify the acoustic emissions 
with the CT-method. The results of this work contribute 
to a more accurate and efficient extraction of information 
from the CT measurements of chips. This leads to a better 
understanding of the chip formation process, as well as 
allows to a faster creation of empirical models based on 
the chip segmentation frequency parameter.

With the presented improvements, current known methods 
can be made significantly more robust. Hence, several chips 
with complex forms can now be analyzed, for which known 
methods do not lead to any meaningful results.
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