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Abstract. In this work, a study dedicated to the characterization of the neutronics aspect of the Spent
Nuclear Fuel (SNF), as part of the European project EURAD (Work Package 8), is presented. Both mea-
sured nuclide concentrations from Post Irradiation Examination samples and decay heat from calorimetric
measurements are compared to simulations performed by different partners of the project. Based on these
detailed studies and data from the published literature, recommendations are proposed with respect to
best practices for SNF modelling, as well as biases and uncertainties for a number of important nuclides
and the SNF decay heat for a cooling period from 1 to 1000 years. Finally, specific needs are presented for
the improvement of current code prediction capabilities.

1 Introduction

High-level radioactive nuclear waste is one of the most
important public concerns regarding the safety and viabil-
ity of the nuclear industry and its acceptance. Questions
are regularly raised about their safe storage (intermediate-
and long-term disposal), handling, transport, or reprocess-
ing. Regardless of its rational danger to the environment,
it is therefore our responsibility to address this apprehen-
sion and to demonstrate that the nuclear community is
making sensible efforts to keep such waste under control.
Additionally, the economical aspect of waste treatment
can be considered for both the industry and the consumer,
leading to a virtual limit on practical solutions.

An additional aspect of the majority of the high-level
radioactive waste, contained in Spent Nuclear Fuel (or
SNF), is that their characteristics cannot be systemati-
cally measured. It is currently estimated that at the begin-
ning of the 2020s, there are about 285000 SNF assemblies
in the United States and almost as much in Europe, lead-
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ing to a total of more than 500000 SNF assemblies, with-
out accounting for Russia and Asia [1,2]. With such a large
increasing number of SNF assemblies worldwide, it is not
realistic to base our knowledge on systematic measure-
ments, but one should rather rely on our prediction capa-
bilities through modelling and simulations, coupled with
a limited number of measurements. The importance of
adequate calculations, with a reliable estimation of uncer-
tainties and biases, is therefore of paramount importance.

When characterizing the SNF, the origin of several
observables is the SNF nuclide concentrations (also called
nuclide inventory): short as well as long-lived actinides and
fission products such as 235U, 239Pu or ¥7Cs. A synonym
expression is “source terms”, and their knowledge affects
the criticality aspect of a storage facility, their design (e.g.
with the SNF decay heat), and the protection of the envi-
ronment. Such nuclide concentrations vary as a function
of the assembly design, its irradiation conditions (spa-
tially and timely), and cooling time. They are neverthe-
less not easily observed, and it is preferred to use different
quantities for the classification of SNF, being closer to
macroscopic or integral quantities, such as initial fissile
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enrichment (being a single value not changing as a func-
tion of irradiation time), average assembly burnup at the
end of life, assembly average decay heat, reactor type,
mass, and cooling time.

The knowledge of the SNF has also an economical
aspect. For instance, countries having selected long-term
solutions such as deep geological repositories need to opti-
mize the cost of such facilities with their safety aspect [3].
In simple terms, the amount of SNF to be stored directly
influences the cost of such a solution. And the number of
SNF assemblies as well as their characteristics defines the
number of required canisters to be stored underground
(a canister can contain for instance 8 or 12 SNF; dual-
purpose canisters can contain more SNF). Decay heat is
one such characteristic, each canister having a hard limit
for the total decay heat it (as well as the hosting rock
or backfilling) can handle [4]. In a recent Nuclear Energy
Agency Joint Workshop, it was recognized that decay heat
suffers from a lack of realistic uncertainties and open ques-
tions related to conservatism, biases and required margins
still remain [5]. It becomes then clear that the knowledge
of the SNF decay heat directly influences the number of
required canisters: it is expected that an average variation
of 1% for the decay heat of a total SNF stockpile modi-
fies the total amount of canisters also by =1%. Therefore,
a “suspected” bias in the SNF decay heat predicted by
best-estimate codes of a few percent, possibly leading to
penalty factors, can have an important financial impact.

The present study aims at helping characterize the
content of SNF (nuclide concentrations) as well as one
of its integral observable parameters, the decay heat. By
estimating biases and uncertainties, this study provides
a sound approach to help to make informed decisions for
the safe and economical handling of SNF. By doing so,
this work is fulfilling one of the goals of the European
EURAD Work Package 8 project, dedicated to defining
the best practice for SNF characterization [6].

In the following, the term “decay heat” is used to
express the decay power (as a function of cooling time)
for SNF assemblies or samples. It is expressed in Watt (or
Watt per ton) and should therefore be called a “power”,
and not a “heat” (describing a transfer of energy, and
expressed in calories). The term “heat” was historically
used, as it was noticed that “When a nuclear reactor is
shut down, following some period of operation, there are
various nuclear species and processes that remain which
are capable of generating heat” [7]. Tt is still much in use
today, and we will therefore continue with the term “decay
heat”, understanding that it means “decay power”.

1.1 Overview of SNF characteristics

As mentioned, the present work fits within the intention
of demonstrating our capabilities in addressing part of the
SNF issues, related to its knowledge (physical content of
the used fuel) through modelling, prediction and valida-
tion. Although many physical characteristics of the SNF
are relevant (e.g. thermo-mechanical and chemical proper-
ties), we focus on the neutronic aspect of the SNF charac-
terization, such as its nuclide inventory (also called nuclide

concentration or source terms), and quantities helping
to model and classify various SNFs: irradiation history,
enrichment, fuel type, cooling time, fuel utilization (or
burnup) and release energy from radioactive decay (or
decay heat). Examples of such quantities are presented
in Figures 1 and 2. These figures present histograms of
specific quantities, extracted from realistic nuclear power
plants, operated over a few decades. These quantities are
calculated and are therefore not absolutely certain. They
are nevertheless well representative of existing SNF that
the civil society will have to deal with. One can already
observe a classification of SNF in terms of plants: Boil-
ing and Pressurized Water Reactors (or BWR and PWR,
respectively) and fuel types (uranium oxide or UO3, and
mixed oxide, or MOX). Such a list is not exhaustive, as
there are other types of fuels and plants, but the present
research will focus on this set of cases.

In Figure 1 left, the assembly-averaged burnup, in
terms of MWd /kg!, at the end of life (EOL) (i.e. when the
assembly is finally discharged, after a number of reactor
cycles) is presented for both PWR and BWR. Although
this quantity is not the only key criterion to characterize
SNFs, it is one of the most used (local peak burnup can
also be of relevance, and is often linked to the average
value). This figure already shows the diversity in the SNF
cases: the burnup values span from a few MWd/kg (for
the partially burned assemblies) up to 65 MWd/kg (for
the fully burned assemblies). These differences in burnup
rates will strongly influence other SNF quantities, such as
nuclide concentrations and decay heat and lead to spe-
cific requirements for prediction capabilities. Such pre-
diction capabilities can be tested by simple comparison
between calculated and measured quantities. It is conse-
quently of prime importance to access experimental data,
as proposed in the SFCOMPO database for nuclide con-
centrations [8]. Such database includes a number of cases
(called PIE data, for Post Irradiation Examination) and
their spread as a function of the sample burnup (in gen-
eral being a small part of a considered SNF, but there is a
limited number of cases where a full assembly was also dis-
solved and nuclide concentrations were measured) is also
presented in this figure with small vertical segments (dif-
ferentiated in colours for PWR and BWR). As observed,
available PIE samples from the SFCOMPO database cover
well the spread of SNF in terms of burnup (although one
can question the representativity of a local sample with
respect to a full assembly).

The right part of Figure 1 presents the average fissile
concentrations for the same realistic (fresh) assemblies.
For UO; cases, the fissile content is the concentration in
23857, and for MOX, it is the sum of 2%°U and 239241 Pu.
This figure also indicates that this characteristic of SNF
is relatively diverse, spreading from low concentrations
(less than 1%, often corresponding to assemblies used in
the first reactor cycle), up to 5 or 6%. Also indicated in
the figure is the occurrence of the SFCOMPO samples,
separated for UOy and MOX fuel types (short vertical

! In the following, the unit of burnup will be MWd/kg, and
not MWd/kgU or MWd/kgHM, following the international
metric system.
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Fig. 1. Left: example of assembly burnup at the end of life, based on realistic irradiation history for a number of existing
PWR and BWR power plants. Right: same but for average fissile enrichments. Vertical coloured segments indicate the burnup
of available PIE samples (long segments: considered in this work; short segments: extracted from SFCOMPO [8]).

segments). If the UOy fuel case seems to overlap well
between existing SNF and measured samples, it is not
the case for the MOX fuel. MOX assemblies are by design
more complex than their UOs counterpart: instead of a
single enrichment for the assembly regions under high neu-
tron flux (i.e except for the bottom and top of assemblies),
the MOX assemblies often have three distinct enrichment
zones, for instance including low, medium and high 2*Pu
contents. It becomes then difficult, and in practice not
realistic, to find SFCOMPO MOX samples representing
the three enrichment zones, and therefore being repre-
sentative for a specific MOX assembly type. A similar
comment can be made for BWR cases, being axially and
radially more heterogeneous than their PWR counter-
parts. Another difficulty in the case of MOX, as shown in
the figure, is the small number of SFCOMPO samples?.
There is therefore a mismatch between realistic MOX SNF
characteristics and the available measurements from the
SFCOMPO database, used to perform validation steps.

Another view on the existing SNF is presented in
Figure 2. Two other quantities of interest for the SNF
characterization are given in the form of histograms: cal-
culated actinide concentrations (*°Pu and 23°U), as well
as fuel assembly decay heat for a cooling time of 10 years
after the EOL. Nuclide concentrations are also an impor-
tant key factor for the characterization of SNF, as they
directly influence decay heat values, as well as keg or reac-
tivity values [9]. As observed in the figure, there is an ade-
quate overlap between the SFCOMPO samples and the
realistic assemblies, for both nuclides. Similarly, the cases
considered in this study also conveniently overlap with the
concentrations from the SNF. One can observe that the
spread of the average 239Pu and 23°U concentrations from
the SNF is relatively large for both nuclides, resulting from
the fuel type, initial enrichment and assembly burnup.

If the nuclide concentrations generally are not part of
the “integral” quantities used to characterize the SNF,
the decay heat is. An example of assembly average decay
heat is presented in Figure 2 right. Values at the cooling

2 Among the 10 available samples, 6 are from the same
assembly type with 3 enrichment zones, and 4 are from another
assembly type, containing both UO2 and MOX rods. This last
case, from the Dodewaard BWR reactor, is not fully represen-
tative of existing MOX assemblies.

time of 10 years after EOL are presented. Such values are
naturally calculated based on realistic cases. Again, a large
range of decay heat rates can be obtained; such variety
will also be present at the encapsulation time (when SNF
are packed in their final disposal canisters), rendering the
estimation of low and high decay heat values relevant.
The vertical bars in Figure 2 right indicate the measured
values from the limited existing dataset (see Sect. 4.4.2
for further details): it is apparent that the measurements
do not cover high decay heat values, therefore limiting the
possibility of direct validation.

In conclusion, the aspects presented in Figures 1 and 2
indicate the complexity of SNF characterization. Some
perspectives were not touched on, which are still strongly
linked to source terms: criticality and radiological protec-
tion. A comprehensive study for SNF characterization is
out of the present goal: as presented in the next section,
the present work is limited to the estimation of source
terms, with a direct relationship to the decay heat.

1.2 Main goal on the present work

The main goal of the work is to provide recommendations
for nuclide inventory and decay heat predictions: for best
practices in simulation options, as well as for expected
uncertainties and biases.

As the decay heat is a key quantity for the transport,
storage of SNF in dedicated casks and canisters, it is cru-
cial to estimate the bias and uncertainty of a specific cal-
culation scheme. For the nuclide inventory, as it is at the
origin of all integral (or macroscopic) SNF quantities, such
as neutron and gamma-ray emission, as well as reactivity
calculations, it is at least as important as the decay heat
itself. The analysis will be divided into two parts:

1. presentation of C'/E — 1 values and determination of
biases and uncertainties for nuclide concentrations, see
Sections 4.1-4.3 (with C being the calculated quantity
and E the measured one).

2. Similar study for decay heat, see Section 4.4.

An estimation of biases for nuclide concentrations and
decay heat is a necessity for quantifying the confidence
in calculations. It is therefore the first quantity presented.
Then simulation options can play a very important role in
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Fig. 2. Right: example of assembly decay heat at 10 years cooling time, based on realistic irradiation history for a number of
existing PWR and BWR plants. Left: same for the assembly average **U and ?3*°Pu concentrations.

the reachable accuracy of the calculated quantities. A few
examples can be mentioned: Monte Carlo versus deter-
ministic neutron transport, method of solving the burnup
equations (or Bateman equations), multi-group or (quasi-)
continuous energy nuclear data, nuclear data uncertainty,
details of the power history during irradiation, 2D ver-
sus 3D modelling, single- or multi-assembly simulations,
etc. In simple terms, it means that if a decay heat value
is calculated for a specific assembly, at a specific cooling
time, and obtained with a specific calculation tool and
input (including a specific level of detail), we are able to
justify an uncertainty (being equivalent to one standard
deviation) and a bias (defined as the ratio of C/FE).

In this paper, the term “bias” is used to express the
difference between measured and calculated values. Such a
definition assumes that the measurement leads to the true
value, which might not be correct. We nevertheless use this
term, understanding that it erroneously mixes measured
and true values.

In the following, a number of cases are considered (PIE
samples and decay heat calorimetric measurements, as
presented in Figs. 1 and 2) and analyses are carried out for
important cases. Both uncertainties and biases will be pro-
posed in specific cases, together with justifications from
the present analysis and other published work. As much
as possible, we will follow the definitions provided in refer-
ence [10] for the uncertainties and related quantities; the
usual definition of uncertainty in this work corresponds to
one standard deviation.

1.3 Link with other current and past activities

An important activity is the compilation and analysis
efforts within the Working Party on Nuclear Critical-
ity Safety (WPNCS) of isotopic compositions from SNF
within the SFCOMPO database and its technical review
group of the Nuclear Energy Agency (NEA) [8,11]. The
present work would not have been possible without this
international database, especially the results presented in
Figure 4. The SFCOMPO database, continually improved
with the addition of new PIE samples, is at the start
of almost all code validations based on publicly available
data.

Among the past activities, the WPNCS published 2011
a state-of-the-art report concerning “Spent Nuclear Fuel

Assay Data for Isotopic Validation” [12]. It recognized the
importance of measured spent nuclear fuel nuclide com-
positions for a number of SNF activities and highlights
the importance of the SFCOMPO database. If it acknowl-
edges that the validation of codes and nuclear data highly
depends on such data, it also points out the necessity of
additional effort in assessing biases and uncertainties for
applications such as burnup credit. On this aspect, the
present work takes into account such recommendations
and extends them to another linked activity: the estima-
tion of SNF decay heat.

The Electric Power Research Institute (EPRI) recently
published a dedicated study on the state of the art regard-
ing the estimation of SNF decay heat [13]. This report
will be commented on in Section 4.4.2, and similar con-
clusions and recommendations will be presented in the
present work.

Besides the EURAD project, three other international
activities are connected to the present work. The first one
is the WPNCS Subgroup 10 (SG10), on “Nuclear Data
Uncertainties Quantification on Spent Fuel Inventory”,
dedicated to the study of the ARIANE GU3 sample (also
studied in the present work). Even if the SG10 has not
yet concluded the work at the time of the present work, it
indicates the importance of nuclear data and their uncer-
tainties in the validation of PIE samples, and consequently
for decay heat estimation. The second activity is in direct
link with the present work, being the WPNCS Subgroup
12 (SG12), dedicated to “Spent nuclear fuel decay heat:
assessing the confidence level in experimental and compu-
tational estimations (SNF-DH)”. The goal of this working
group is to “evaluate” the decay heat of existing SNF,
a goal which goes beyond the current study, but clearly
presents overlaps. The last international activity to be
mentioned is the Coordinated Research Project (CRP) of
the International Atomic Energy Agency, on “Spent Fuel
Characterisation”. This project tackles different aspects
of the SNF characterizations, including decay heat and
nuclide concentrations.

Finally, many national projects provide enormous
efforts for the characterization of SNF, in relation to
the neutronic aspects, or not. Needless to mention the
activities in Sweden (SKB), Finland (Posiva), Switzerland
(Nagra), France (ANDRA), Spain (ENRESA) and
Belgium (SCK-CEN) cite only some of the European
organizations.
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2 Studied cases

A selection of SNF samples and assemblies was performed
by the different partners of this work. It concerns PIE
samples for nuclide inventory and results of decay heat
measurements. The list can be summarized as follows:

— 17 PIE samples were used to calculate nuclide compo-
sitions, uncertainties, and biases, for 4 ARIANE sam-
ples (GU1, GU3, BM1, BM3), 8 ENRESA samples
(not available in SFCOMPO), the Ul PROTEUS sam-
ple (also not available in SFCOMPO), 2 Takahama
samples (SF95-4 and SF95-5), and 2 Gundremmin-
gen samples (B23-A1-12680 and C5-B23-K2680), with
the addition of 2 computational cases (S1.PWR and
krgko.PWR [14,15]),

— 271 calorimetric measurements from CLAB (labelled
herein as CLAB-2006), GE-Morris, HEDL facilities and
the “SKB-Vattenfall” blind test were analyzed for the
assembly average decay heat [16-19],

— and the decay heat from the 17 (not measured) PIE
samples.

Detailed studies were independently published for a num-
ber of cases, see references [20-32,50]; summaries are pre-
sented in Tables 1 and 2. Regarding sensitivity studies
presented in Table 1, considerable efforts have been made
to address the effect of the irradiation history, as-built
manufacturing data and effect of various calculation model
approximation on the SNF characterization. This analysis
is not yet completed and conclusions are therefore not be
reported in the present paper. The results, together with
other data in the literature, are used to perform a statisti-
cal analysis presented in the following sections. Based on
comparison between calculated and measured values, dif-
ferent quantities will be recommended, such as simulation
methods, biases and uncertainties for SNF decay heat and
nuclide concentrations.

3 Analysis method

The analysis methods are based on individual simulations
performed by the various institutes. Each partner decided
on the cases to be studied, the source of information, and
the simulation scheme. On one side such an approach
makes the comparison of results and understanding of
possible differences complicated, but on the other side,
it reflects what currently happens in various institutes.

For the PIE samples, identical cases were selected by
different institutes, such as the BWR ENRESA samples,
SF95-5 from the Takahama-3 PWR reactor or the 12680
(A1-B23) sample from the BWR Gudremmingen reac-
tor. In addition to these explicit choices by the EURAD
partners, a number of external institutes also provided
additional results, such as for the GU3 and ENRESA
samples [23,33]. As mentioned, in the case of the ARI-
ANE GU3 sample, the current activity from the OECD
WPNCS Subgroup 10 will bring additional calculation
cases for this sample, based on different irradiation his-
tory assumptions [34].

Two samples (BM1 and A1-B23) were analyzed
based on different assumptions, such as modelling a

single pincell, a two-dimensional assembly (with reflec-
tive boundaries), and a full three-dimensional model, tak-
ing into account the heterogeneous environment [24,50].
For uncertainties due to nuclear data, different geometri-
cal assumptions were also tested in the case of the GU1
sample [22].

3.1 Codes and libraries

As mentioned, a variety of codes and simulation methods
were applied for the PIE samples and decay heat cases. A
short description can be found below.

— CASMOS5, SIMULATE and SNF. The Studsvik codes
were used to model a number of samples (see Tab. 1),
and details can be found in references [20,22,23,35,50].
When possible, the assumption of reflective bound-
aries was avoided, and a number of different nuclear
data libraries were also tested. Concerning the propa-
gation of nuclear data uncertainties, the SHARK-X in-
house tool was used with CASMO5 and three different
libraries were considered: ENDF/B-VIIL.0, JENDL-4.0
and JEFF-3.3. Details on the uncertainty propagation
method can be found in the mentioned references and
references [36,37].

— Serpent 2 was used to model the Gudremminden sam-
ple as indicated in Table 1. The serpent is a three-
dimensional continuous-energy Monte Carlo particle
transport code developed at VIT in 2004 [38]. Ser-
pent uses a matrix exponential solution based on the
Chebyshev Rational Approximation Method (CRAM)
for solving the Bateman equations [39]. For particle
tracking, a combination of conventional ray-tracing-
based surface tracking and the rejection sampling-based
delta-tracking method is used. Neutron interactions are
read from continuous-energy ACE format cross-section
libraries similar to MCNP.

— The EVOLCODE system [40] developed by CIEMAT
was used to simulate the SF95-5 pellet of the
Takahama-3 reactor by means of a single pincell model
with reflecting boundaries. The propagation of nuclear
data uncertainties was done following the methodology
described in reference [41]. The JEFF-3.3 library was
used as a reference [42]. Sensitivity analyses have been
done to explore the impact of the nuclear data library
(ENDF/B-VIIL.O [43]), solver (MCNP/CINDER), res-
olution model (spectrum description and EVOLCODE
irradiation steps) and geometry model (cylinder pincell
instead of squared pincell); these results are presented
in reference [31].

— The SCALE/Polaris code from the SCALE Code Sys-
tem, version 6.2.4, was used for modelling the nuclide
inventiry of the BWR samples (details can be found in
Ref. [33]). A two-dimensional single assembly was mod-
elled with the exact irradiation history including the
downtimes between cycles. The SCALE v7-252 multi-
group cross-section library based on ENDF-B/VII.1
library was used. The moderator density was derived
from the segment void fraction. Nuclide concentrations
at the measurement time were obtained from an ORI-
GEN decay calculation using the calculated Polaris
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Table 1. Overview of the cases studied within the EURAD project.

PSI CIEMAT KIT Nagra SCK-CEN, VTT ENRESA
JSI, JRC ENUSA
Code CASMO5 EVOLCODE CINDER Polaris Serpent Serpent 2 Polaris
SNF MURE ORIGEN TRITON
ALEPH
GU1 & GU3 PIE, DH, UQ
Sensitivity
BM1 & BM3 PIE, DH, UQ
Sensitivity
ENRESA PIE, DH, UQ PIE, DH, UQ PIE, DH
Ul PIE, DH, UQ
due to TSL
Takahama-3 PIE, DH, UQ PIE PIE, DH, UQ  PIE, UQ
SF95-5 v,n Sensitivity
Sensitivity
Takahama-3 PIE, UQ
SF95-4 Sensitivity
SF95-4
Gudremmingen PIE, DH, UQ PIE, DH, UQ
12680
S1.PWR Sensitivity
Krsko.PWR Sensitivity
CLAB-2006 DH, UQ DH, UQ DH
GE-Morris DH, UQ DH, UQ
HEDL DH, UQ

Quantities in italics indicate comparisons with experiments; “PIE” means nuclide inventory from Post Irradiation Examination,
“DH” is for decay heat, and “UQ” is for uncertainty propagation. The term TSL corresponds to the thermal scattering data,
and the term -+, n corresponds to the study of gamma and neutron emission.

inventory at the end of irradiation. The sample power at
each irradiation step was calculated from the nodal bur-
nup, adjusted to the sample burnup (from the weighted
average of Nd values) and divided by the irradiation
time of each burnup step. Some of the six samples were
analyzed together (ENRESA-1 and 2, ENRESA-3 and
7) since they are very close and share the same irra-
diation history (the nodal burnup was adjusted to the
average burnup of both samples).

— In addition to the previous use of Polaris, the Polaris
and Sampler super-sequence was used for both the
modelling of selected PIE samples (for the validation
with nuclide inventory), fuel assemblies (for decay heat
validation), and uncertainty propagation. The generic
modelling assumptions of the application of Polaris and
Sampler in this study are described in reference [44]. A
sampler is used for the uncertainty propagation, gener-
ating and running hundreds of input files of Polaris and
analyzing the outputs. The cross-section covariances
are primarily based on the ENDF/B-VIIL.1 nuclear
data library. The nuclear data samples are available
in SCALE, and the design and irradiation uncertain-
ties are assumed, similar to the assumptions from the
previous reference. The outputs are uncertainties of the
calculated values.

— For descriptions of ALEPH, MURE and TRITON, see
references [45-47].

The present study is complemented by results from the
literature, allowing it to cover a wide range of C//E values.

3.2 Uncertainty methods and variables

Uncertainties coming from calculations can have various
origins. They contribute to the understanding of our sim-
ulation capabilities and can eventually explain biases. For
instance, if the calculated uncertainties for specific nuclide
concentrations are larger than the observed bias, one can
eventually assume that the differences between C and E
come from limited knowledge of some model inputs or
assumptions. On the contrary, small calculated uncertain-
ties leave part of the biases unexplained.

Different origins of calculated uncertainties were con-
sidered, and they can basically be categorized into the
following origins:

— irradiation history. Quantities such as fuel and coolant
temperatures, void fraction, segment or assembly bur-
nup and power history over the irradiation period(s) are
considered assumptions during the sample irradiation.
They are seldom measured and are usually provided
as part of the sample irradiation conditions. They can
for instance be calculated from a core simulator. These
quantities are therefore not perfectly known and uncer-
tainties are usually assumed for each of them.
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Table 2. Characteristics of the considered samples and assemblies

Sample Burnup  Enrichment Cooling time Fuel Reactor
MWd/kg wt% Years Type Type
BM1 47 2.36 5—T7 MOX PWR
BM3 47 2.36 3-7 MOX PWR
GU1 59 3.5 3—6 U0, PWR
GU3 52 4.1 1.6—2.3 U0, PWR
Ul 34 4.1 7—9 U0, PWR
SF95-5 30 4.11 4 (0) U0, PWR
SF95-4 37 4.11 4 (0) U0, PWR
S1.PWR 51 4.0 U0, PWR
B23-A1-12680 27 2.53 3 (0) U0, BWR
B23-C5-K2680 23 2.53 3 (0) U0, BWR
ENRESA-1 50 3.95 4 U0, BWR
ENRESA-2 51 3.95 4 U0, BWR
ENRESA-3 50 3.95 4 U0, BWR
ENRESA-4 51 3.95 4 U0, BWR
ENRESA-5 44 3.95 4 U0, BWR
ENRESA-6 43 3.95 4 U0, BWR
ENRESA-7 49 3.95 4 U0, BWR
ENRESA-8 38 3.95 4 U0, BWR
CLAB-2006 (71 cases) 20-51 2.1-34 13—27 U0, PWR
CLAB-2006 (81 cases) 15—47 2.1-3.2 11-27 U0, BWR
GE-Morris (14 cases) 27-39 3.4-4.0 3-8 U0, PWR
GE-Morris (96 cases) 2—-11 1.1-2.5 5—28 U0, BWR
HEDL (6 cases) 26—29 2.6 2—6 U0, PWR

In the case of MOX samples, the enrichment concerns the fissile isotopes of the three elements U, Pu and Am; for UO2 samples,
the enrichment is given for 2*U. The sample burnup values are indicative (and based on the *¥Nd inventory for the PIE
samples). Cooling times with “(0)” indicates that the reported measurements were adjusted to the discharged time.

— Manufacturing tolerances. Like the irradiation history, induced changes (swelling, diffusion, etc.) can impact
some quantities such as the sample enrichment, impu- calculated quantities. Their impact is also difficult to

rity concentrations, dimensions or densities are also
assumed. Although uncertainties can be difficult to
assess (due to their proprietary aspects), a number
of assumptions (based on expert’s judgment) can be
made.

Model assumptions. As the description of the irradia-
tion condition is often limited to the segment or assem-
bly of interest, a number of assumptions concerning
the sample environment: position of control rods or sur-
rounding assemblies. In some cases, a limited amount of
information is known (such as average burnup of neigh-
bouring assemblies, and position in the core in different
cycles), but in other cases no information is available.
Assumptions such as reflective boundaries are therefore
necessary and can influence the operating temperatures
and the neutron spectrum and hence the calculated
nuclide concentrations. Their impact is more difficult
to assess but is certainly not negligible.

Simulation methods. Choices for solving the neutron
transport equation, depletion equations, possible rod
relocation from one assembly to another, or burnup-

quantify and cannot be neglected.

— Nuclear data. They correspond mainly to cross-
sections, fission yields (as well as energy and angu-
lar distributions and multiplicities of outgoing parti-
cles) and decay data (branching ratios, decay modes,
half-life and particle emissions). They are considered
separately from other “input quantities” due to their
impact and their well-defined physical origins which
are independent to the considered samples. The covari-
ance information is usually included in the nuclear data
libraries used by the simulation codes (as for SCALE
modules Polaris and TRITON), or are directly obtained
from the original ENDF-6 nuclear data libraries (as for
CASMO5, SNF, Serpent, CINDER, MURE and EVOL-
CODE).

Different solutions exist to perform so-called “uncer-
tainty quantification”, or “uncertainty propagation”. One
method is to first establish a trusted simulation model,
and then repeat calculations based on specific inputs or
quantities variations (for instance varying the 23U enrich-
ment). The spread of the calculated quantities can then be
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quantified by a standard deviation. Another possibility is
to repeat the same simulation a certain number of times,
each time changing different simulation methods or model
assumptions. A different method is based on the use of sen-
sitivity vectors (relative variation of an output quantity
with respect to the variation of individual specific input
parameters), with the assumption of linear behaviour, in
combination with covariance matrices (so-called sandwich
method; see for instance Ref. [48] for the definition and
application of the sandwich method with nuclear data).
Finally, the simulation of the same sample irradiation can
be performed by different institutes, based on different
tools and understanding of the irradiation.

None of these solutions is comprehensive; however,
they can contribute to the assessment of the total calcu-
lated uncertainties. For the samples studied here, all the
above solutions were applied, based on the preferences of
each participant (it is assumed that the different methods
lead to results which can be compared; if extreme quanti-
ties are found, such as for uncertainties, the origin of the
discrepancies will be indicated).

4 Results

As presented in the introduction, one of the main goals of
the present work is to perform a dedicated statistical anal-
ysis to provide reliable estimates of the uncertainties and
biases for both nuclide concentrations and decay heat. To
reach this goal, we are taking advantage of the results for
the samples presented in Table 1, as well as of a number
of results from the literature, namely the C'/E — 1 values
from references [44,49,51,52]. In these references, a large
number of C'//E — 1 values are given for a variety of PWR
and BWR samples, including UO fuel, MOX fuel and a
large range of sample burnup. In total, more than 12000
C/E — 1 values were extracted, including the inventory of
many nuclides from actinides to fission products. Results
are presented in a global manner in Figure 3 (left) as a
histogram for all studied nuclides and all samples. This
is a rather simple way of presenting the results, imply-
ing that all C/E — 1 values can be compared together.
A more discriminant way is presented in Figure 3 (centre
and right) by selecting specific nuclides. Independently of
its relevance, such a histogram allows visualization that
the vast majority of the values are close to zero. The
median is +0.50% and the median absolute deviation is
5.4%. The mean is +2.9% and the standard deviation
is 29.1%.

These quantities indicate that without using the infor-
mation on the sample, i.e. its irradiation conditions and
the nuclide of interest, most C/E — 1 are within a range
between —26.1 and 32.0% when considering the mean
and standard deviation (91% of the cases are within this
range). Given that all calculated values are correlated
(such as irradiation conditions, nuclear data, and bur-
nup normalization to 148Nd), these statistical values still
quantify our capability to reproduce measured nuclide
concentrations.

The next step in the analysis is to add information on
the type of nuclide that is measured. This is partially pre-

sented in Figure 3 (right) for a limited number of nuclides
of importance. In such cases, the median or mean values
previously presented can be separated into single quanti-
ties. This is presented in detail in Figure 4 and Tables 3
and 4. Discussions are presented in the following sections.
Evidently, further information on the samples (e.g. fuel
type, reactor type, burnup) can be used to disentangle
even more the C'/E — 1 values.

4.1 Nuclide concentrations

As presented in the introduction of this section, more than
12000 C/E — 1 values are taken into account. Figure 3
(right) presents the expected type of distributions one can
obtain for a number of nuclides. The generalization for
more nuclides is presented in Figure 4 and in Tables 3 and
4 (the data are represented in interquartile ranges: median
and quarters). In these tables, n is the number of sam-
ples having measured values for the considered nuclide,
the mean and median follow the usual definitions, “std”
stands for standard deviation (10), and “mad” for median
average deviation. Additionally, the interquartile quanti-
ties are also provided (IQR, Q1 and Q3). To indicate how
many values are included within +1o or 420, the two
last columns of the tables provide the percentage of values
included within these ranges. Finally, the column AC,ax
provides the maximum calculated uncertainties obtained
in this work and presented in the references previously
mentioned. Such uncertainties come from nuclear data,
irradiation parameters and manufacturing tolerances (see
dedicated references for details).

As presented in these tables, many quantities can
be extracted to characterize the C/E — 1 distributions.
Depending on the nuclide of interest, users can propose
different methods to estimate biases; for instance, in the
case of ?**Cm, the average deviation between measured
and calculated concentrations is 2%, with a higher cal-
culated value (if one considers the mean of the distribu-
tion). But specific cases can strongly vary from the aver-
age, as quantified for instance by the standard deviation,
which is 24%. To cover more than 90% of the calculated
cases, one can say that C/E — 1 for 2#4Cm vary between
—46% and +50% (by considering 20). Based on these
values, and depending on the application, the user can
define a confidence interval: for decay heat calculations,
the decay heat at a specific cooling time can be underesti-
mated by as much as 22% (times the 2*4Cm contribution
to decay heat). One can for instance impose a conserva-
tive penalty factor of 1.22 on the calculated concentration,
in order to account for a possible underestimated 244Cm
amount. The same approach would hold for limits on neu-
tron emission for transport cask. The inverse consideration
can hold in the case of a strong neutron absorber (in bur-
nup credit application), such as ?Sm: the overestimation
can reach more than 15%, by considering the mean and 20
of the distribution. One could therefore justify imposing
a penalty factor of 0.85 for the calculated '4°Sm inven-
tory. Cases can also be more complicated, e.g. for fertile
nuclides Sleading to fissile nuclides after neutron capture,
such as 219Pu), which can remove neutrons, but also lead
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Fig. 3. Histograms of C/FE — 1 for all nuclides (left), and for a selection of nuclides (center and right).
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are equal to the median + IQR/2, as presented in Tables 3 and

to a fissile nuclide. As a side remark, sensitivity analysis
for particular concentrations can help in better defining
correction factors.

Due to the variety of possibilities (and interpretations
of conservatism in considered applications), no recommen-
dation is put forward regarding the definition of bias and
penalty factor, as one needs to consider specific applica-
tions. But the biases will nevertheless be used for the
estimation of decay heat, as presented in the following
sections. Additional studies can be performed, for instance
by analyzing the C'/E — 1 values as a function of spe-
cific parameters, such as initial enrichment, reactor type,
sample burnup, etc. This will imply smaller statistics per

4.

group, and extensive studies for various parameters, as
partly performed in many publications (see for instance
Ref. [44] for such type of study for decay heat and nuclide
concentrations). Such effort was not performed in the
present case.

4.2 Sample burnup

The burnup is a calculated quantity typically assessed
from core calculations and it cannot be directly exper-
imentally observed. It can nevertheless be derived from
measurements, such as from the '“8Nd and '37Cs
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Table 3. Statistical quantities (in %) for the C/E — 1 values for a number of actinides. All types are included (i.e.
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fuel and reactor type, cooling time, sample burnup and other characteristics)

n  Mean std Median Mad IQR Q1 Q3 AChax % in mean
—1.5IQR  +1.5IQR  Nuc. Data Other +1std £2std

234y 206 459 21 +6.0 114 225 —40.4 49.8 10 2 72 98
235U 721 402 79 408 34 6.9 —134 14.3 4 7 78 95
2367y 355 —1.8 45 —1.2 2.2 4.7 —11.0 7.7 3 2 79 94
238U 311 —-00 04 400 01 0.1 —0.2 0.1 0.3 2 89 92
237TNp 204 —-0.5 11 —0.4 51 108 —21.7 21.6 6 4 78 95
238py 318 —26 11 -2.7 6.9 14.1 -31.0 25.3 13 6 73 95
239py 713 425 79 425 42 83 —14.4 18.7 3 4 75 95
240py 355 +1.8 56 +1.4 34 6.4 —11.0 14.6 5 4 69 96
241py 335 —-0.8 80 —1.0 41 80 —17.3 14.9 4 4 75 94
242py 334 404 82 403 47 9.2 —17.9 19.0 9 6 75 95
244py 14 =75 14 —77 9 152 —311 160 9 4 78 93
241Am 268 —-14 23 -35 8.4 202 —39.5 41.5 5 5 81 94
242mAm 190 —0.8 22 -5.7 152 314 —63.7 62.1 6 5 68 97
3Am 269 +1.0 17 —4.1 83 194 —40.1 37.5 10 10 74 94
242Cm 82 24 21 —23 16.1 464 —108 62.2 4 6 72 96
243Cm 128 —81 68 —16.5 20 41.2 —102 63.0 17 8 87 93
24Cm 279 420 24 +0.0 89 179 —37.1 7.6 12 10 82 93
245Cm 203 —-5.0 29 —0.1 12.3 224 —12.6 34.4 15 13 7 92
246Cm 182 —-9.2 29 —-10.2 115 245 —59.8 35.3 26 28 75 94

See text for the explanation of the quantities.

concentrations. The latter can be obtained from gamma-
ray spectroscopic measurements. A comparison of the bur-
nup from these two origins — i.e. core calculations vs
nuclide concentrations — can point to a mismatch due to
various origins. In order to eliminate such differences, the
calculated burnup (from either origin) is often adjusted
so that it matches the one derived from one observable,
for instance from the '“8Nd concentration. In PIE calcu-
lations, such an approach is almost always applied. This
implies that the sample burnup cannot be known beyond
the calculated and measured uncertainties of the observ-
able, i.e. the 148Nd concentration.

The measured uncertainties reported for the #8Nd
concentration are often comparable to the calculated ones,
although they can reach 5% for specific samples. For the
samples studied here the calculated uncertainties on "Nd
range between 0.8 and 2.2%. They include the contribu-
tion of nuclear data as well as irradiation parameters and
manufacturing tolerances and they represent 1o of the cal-
culated distributions. In addition, Table 4 indicates that
for the 299 considered cases the *®Nd concentration has
an average C/E bias of —0.1% (due to normalization) and
a C/E spread of 2.9% (1o). This last value is certainly
due to the experimental uncertainty on the 148Nd concen-
tration: when adjusting the calculated sample burnup to
reproduce the measured "“8Nd concentration, one tries to
be within the experimental **Nd uncertainty.

Two previous studies were compared with the present
results. Reference [36] presents uncertainties due to nuclear
data for the burnup of realistic LWR assemblies: a max-
imum of 2.3% is predicted for low burnup values (about
10 MWd/kg), down to uncertainties lower than 1% at higher
burnup (up to 60 MWd/kg). These uncertainties are for

assembly average values, which cannot be directly compared
to the previous values (being for a specific sample, corre-
sponding to a unique rod and vertical segment): they cor-
respond to integral burnup values, which are likely to be
better estimated than local values. Reference [37] reports
burnup uncertainties of nuclear data origin for BWR assem-
blies only, with indications as a function of segment burnup.
For segments located at the bottom or top of the assemblies,
the local burnup was as low as 5 MWd /kg, and uncertainties
(due to nuclear data) can reach 3%.

In the case of fuel samples with burnup between 60
and 100 MWd /kg, the calculation of the sample burnup is
challenging due to the rod relocation. From an experimen-
tal aspect, the characterization of high-burnup samples is
also more complicated due to the fuel-cladding interaction
and the migration of specific nuclides. In this case, it is
assumed that the sample characteristics are less known
than for samples with lower burnup values.

Finally, it was observed in the present work that vari-
ous simulation hypotheses (such as reflective boundaries,
and two or three-dimensional models) or measurements
in different laboratories for the same samples, can impact
the calculated burnup by 2-3%.

Following these observations, it is recommended that
the minimum estimated uncertainty on sample burnup is
5%, independent of burnup values.

4.3 Calculated nuclide uncertainties

Calculated uncertainties are presented in Tables 3 and 4 as
ranges from the minimum to the maximum uncertainties
obtained for the samples studied here.
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Table 4. Same as Table 3 but for fission products

n Mean std Median Mad IQR

90Gy 190 —-0.8 8.2 +1.9 28 6.4
%Mo 147 +15.6 44.3  +6.5 81 215
9T¢ 234 4203 24 +13.1 12 34.7
1Ry 152 +36.5 523 +145 16.7 60.1
106Ry 219 +344 646 +17.2 182 529
103Rh 142 +33.0 45.2 +14.0 9.5 485
109Ag 112 +44.0 119 +7.3 286 57.6
1256h 178 +63.0 92.2 474 237 102
1291 19 —225 136 —204 7.0 444
B33Cs 157 +1.9 6.1 +2.8 31 6.5

B4cs 214 -85 274  —6.0 72 182
135Cs 173 —0.7 8.4 —15 32 7.0

137Cs 333 —04 5.2 +0.1 3.0 5.8

M4Ce 168 —5.3 30.1 425 11.5  21.5
MTPm 147 493 152 496 52 17.0
M2Nd 157 —-3.0 148 —15 6.5 13.0
M3Nd 227 423 5.7 +1.4 36 8.0

MiNd 208 —-0.7 7.0 —1.2 26 5.3

M5Nd 227 411 3.6 +0.7 23 438

146Nd 215 +0.9 4.6 +0.5 1.7 34
MENd 299 —0.1 2.9 +0.0 1.1 2.2
ONd 193  40.6 4.7 +0.4 1.5 3.1

M7Sm 217 428 124 +1.1 26 5.2
48Qm 157 —2.8 74 —4.2 3.7 7.1

1499m 164 —2.2 179 418 9.6 224
150gm 168  +4.4 8.0 +2.8 2.7 6.2
151gm 219 +4.1 129  +40.1 74 188
1529 160 +2.7 114 420 59 11.3
1549y 151 +2.2 212 434 55  10.7
Blgy 34  —244 474  —0.9 26 90

B3Eu 162 40.6 5.1 +0.4 3.3 6.5
B4py 258 +1.6 11.8  +3.2 54  10.6
5Fy 217 —12.3 31.8  —49 70 154
B4Gd 96 +12.8 21.9 +106 6.6 239
155Gd 153 —15.0 422 40.9 55 16.4
156G4 93 -1.8 102 —1.8 43 8.6
1B8Gd 93  +14.7 175  +120 5.0 276

Q1 Q3 ACnax % in mean
—1.5IQR  +1.5IQR  Nuc. Data Other +1std +42std
—11.6 13.9 1 2 77 91
—-31.7 53.2 6 2 98 98
—48.9 83.6 6 2 83 96
—-90.3 150 7 2 81 97
—74.7 128 5 3 81 94
—64.3 113 4 2 84 94
—108 123 25 10 87 94
—128 230 32 4 81 92
—57.9 29.5 6 1 79 89
—10.9 15.0 33 2 84 96
—45.3 27.4 47 5 81 96
—14.8 13.2 20 3 81 95
—11.9 11.3 7 2 77 95
—43.0 42.9 5 2 75 93
—21.6 38.7 9 2 78 93
—28.5 23.5 7 3 79 94
—14.0 18.0 5 2 73 97
—11.2 10.2 2 2 85 96
—8.3 10.8 2 2 72 97
—6.2 7.3 2 2 86 96
—4.3 4.4 1 2 78 94
—6.2 6.1 1 2 89 98
-9.1 11.7 8 2 89 96
—-17.7 10.6 2 3 79 92
—47.4 42.2 3 4 76 94
—8.7 14.9 2 2 81 93
—-33.4 42.0 13 4 70 96
—21.1 24.0 4 2 84 98
—18.2 24.5 8 2 96 97
—210 150 10 59 100
—12.7 13.2 3 2 67 96
—18.0 24.5 6 8 78 93
—37.6 24.0 32 18 88 95
—31.2 55.5 7 2 86 93
—-36.0 30 30 4 81 96
—-19 15.4 5 2 78 96
—33.3 60.9 2 2 92 96
—21.7 17.5 10 2 92 96

160Gd 85 3.1 149 —-0.2 4.1 9.8

Differentiation as a function of sample characteristics
is not performed here, and uncertainties are analysed in
a general manner. It was nevertheless observed that the
major factor in the change of uncertainties is not a sample
characteristic, but rather prior assumptions for uncertain-
ties, either for nuclear data or for engineering quantities
(see for instance Refs. [36,53]). Based on the uncertain-
ties and sensitivities calculated in this work, the following
remarks can be made.

— The first remark is that generally speaking, nuclear
data is the largest contributor to uncertainties
on nuclide concentrations (cross-sections and fission
yields; the impact of thermal scattering data was
shown to be negligible [21]). The only noticeable excep-
tions are 239Pu, for which the moderator temperature
can be almost as important as nuclear data in the

case of PWR samples, and 23°U, 239Pu and 2*'Am
for which the void coefficient is also an important
source of uncertainties for BWR samples. In the case of
actinides, cross-sections are the major sources of uncer-
tainties, and for fission products, it is mainly fission
yields (with some noticeable exceptions such as 3*Cs
and *Eu).

Large variations of calculated uncertainties can be
obtained, sometimes up to a factor of 10, especially
for specific fission products. Fission products are gen-
erally very sensitive to fission yields, and less to ther-
mal capture cross-sections (with some exceptions, such
as some Cs, Nd, Gd and Eu isotopes). In addition,
the information for fission yield covariances in nuclear
data libraries is incomplete due to the lack of correla-
tion matrices. This implies that each user can define its
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own correlation matrix, which largely influences some
fission product uncertainties (e.g. Cs, Ag, Sb).

— For actinides, the spread of uncertainties is more lim-
ited than for fission products, except for 2*’Np and
some neutron-rich curium isotopes. In the case of
Cm, strong differences of uncertainties are observed in
nuclear data libraries for nuclides in the chain of the
Cm built-up (as for instance 242Pu). For #*"Np, the
main component of uncertainty change is the type of
considered sample: UO2 or MOX. It was observed that
for MOX samples, the calculated uncertainty for the
23TNp concentration is much higher than for the UO,
sample, due to the difference in production routes.

Secondary remarks can be made. The effect of thermal
scattering data, more especially H in HoO (which is a spe-
cial type of nuclear data) is minimal on nuclide concen-
trations and decay heat. Details can be found in reference
[20]. Finally, nuclide uncertainties can differ if one consid-
ers a single assembly model, or a full core model (e.g. on
148Nd) [50]. These variations are certainly linked to the
calculation method and normalization, which are intrin-
sically different between single assembly and full core
models.

From these tables and remarks, one can observe that
calculated uncertainties of nuclide concentrations relevant
for spent fuel applications can be relatively large. Some
cases are analysed in the following. For other nuclides,
maximum uncertainties presented in Tables 3 and 4 are
recommended.

4.3.1 148Nd

The case of 148Nd is important, as the calculated nuclide
concentration is often used as a reference to normalize
sample burnup values. As presented in reference [31], the
calculated uncertainty can be as high as the extreme value
of 7%. Such high value comes from the analysis of the
SF95-5 sample, due to the impact of fission yields based
on the JEFF-3.1.1 library (the impact of cross-sections
is about 1.8% in this study). This high impact of fis-
sion yields reflects the (unfortunate) lack of correlations
in the nuclear data library, with possible inconsistency
between independent and cumulative yields and uncer-
tainties, potentially leading to high uncertainties on cal-
culated concentrations.

If one removes this high value, the uncertainties from
other sources can reach 2.5%. The majority of uncertain-
ties are in the range of 1-2%, mainly due to nuclear data
(fission yields), but also burnup variations [25,44].

Other variations tend to show important changes in
148Nd concentrations. In the case of the Gundreminden
samples [25], simple changes of nuclear data libraries (from
JEFF-3.2 to ENDF/B-VI.8) indicate a change of 1.2% in
the 18Nd concentrations. In reference [31], a change from
the JEFF-3.3 library to the ENDF/B-VIIL.0 library indi-
cates a modification of 2.2% for the *®Nd concentration.
The impact of the sample mass balance for the GU1 sam-
ple induces a change of about 2% [22]; in the case of the
GU3 sample, differences in measurements between the two
independent laboratories lead to C/E differences of 5%;
finally, the considered geometry can change uncertainties

from 0.5 to 1.1%, only by performing a pincell or full core
simulation [50].

As already mentioned, the impact of the (calculated)
sample burnup value directly modifies the **Nd content.
The sample burnup is often varied by scaling the cycle-
wise power levels, such that the EOL discharge yields the
target 1“8Nd concentration obtained from measurements.
Such variations are based on mapping the “¥Nd spread
due to the experimental uncertainty: for instance, one
can vary the sample calculated power so that the calcu-
lated '*®*Nd concentrations cover the measured one, plus or
minus one experimental standard deviation. This method
bonds the calculated uncertainty due to the sample bur-
nup to the experimental '*®Nd values, which in principle
are two independent quantities. Additionally, this method
can only be applied for measured concentrations, and not
for samples (or assemblies) where the “8Nd content is
not experimentally known. For this reason, it is believed
that the impact of the (assumed) sample burnup can be
underestimated, especially for SNF without nuclide con-
centration measurements.

Based on these observations, it is recommended to
accept a calculated uncertainty for the ®Nd concentra-
tion not smaller than 2% for measured cases, and 4% for
other cases.

432 137Cs

137Cs is also an important nuclide as the measurement
of its gamma-ray during its decay can lead to an estima-
tion of the SNF burnup value. The calculated uncertain-
ties vary from 2 to 8%, and the main sources of such val-
ues are nuclear data, more specifically fission yields. The
value of 8% comes from reference [31] and is due to prob-
lems related to the covariance matrix of independent fis-
sion yields. Other studies indicate values ranging from 2 to
6%: the JEFF-3.3 library tends to lead to lower uncertain-
ties than ENDF/B-VIIIL.0. Other parameters can influence
the 37Cs concentration, such as the sample enrichment
(between 1.5 and 2% [25,31,44]). Additionally, differences
between laboratory measurements for the GU3 sample
indicate a change in C'/E of about 1%, and model assump-
tions (pincell, assembly or full core) can change the C/FE
by up to 5%.

Based on these observations, it is justified to accept
a calculated uncertainty for the '37Cs concentration not
smaller than 5%.

4.3.3 990Gy

99Gr and its decay product ?°Y are important nuclides as
they significantly contribute to the decay heat for PWR
SNF assembly from 2 to 50-100 years. *°Sr has a half-
life of 28.6 years and decays to °Y (with a half-life of
64 hours). Only the °°Sr concentration is measured and
if a bias exists, the same bias will be observed for 0Y.
Uncertainties due to nuclear data range from 0.7 to 1.5%
(with higher values obtained with the JEFF-3.3 library)
if one excludes the high value of almost 7% calculated in
reference [31]. 9°Sr is mostly sensitive to fission yields, as
in the case of 137Cs. Other sources of uncertainties, such
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as operating conditions or manufacturing tolerances can
account for 1-1.5% [23,35,50]. Additionally, it was also
observed that differences in °Sr concentrations obtained
when changing libraries (JEFF-3.2 and ENDF/B-VII.1)
can reach 1.7% [25].

Based on these observations, it is justified to accept
a calculated uncertainty for the ?°Sr concentration not
smaller than 3%.

4.3.4 235

The concentration of main actinides such as 23°U is of
prime importance for a large range of SNF characteriza-
tion. Table 3 and the relevant references indicate calcu-
lated uncertainties from 1 to 7%. The maximum value of
7% comes from a modelling effect and the discretization
of the neutron flux (for one-group cross-section convolu-
tion) in a number of energy bins [31]. Apart from this high
value, the impact of the void coefficient for the ENRESA
study leads to an uncertainty of almost 6% for the 23°U
concentration. Such value might be on the conservative
side, as the considered variation of the void coefficient
was large [33]. Another important factors are the sam-
ple enrichment (in the case of UOy samples), as well as
the moderator temperature (both leading to 2-3%).

The impact of nuclear data varies for different libraries:
about 2% for ENDF/B-VIIL.0 and 4% for JENDL-4.0
(almost exclusively due to cross-sections). There is a dif-
ference between UOs and MOX samples, with lower uncer-
tainties in the case of MOX samples. Finally, the repetition
of calculations by different institutes, in the case of the
GUS3 sample, has led to a variation of about 1.5% for the
235U concentration.

Based on these observations, it is recommended to
accept uncertainties not smaller than 4% for the 23°U
concentration.

4.3.5 239py

The uncertainty for the 23°Pu concentration is similar to
2357J. There is a difference between MOX and UQOs fuel
(as for 235U): about 3% for the BM1 sample, where the
moderator temperature plays an important role. It was
observed that for MOX samples, the impact of the mod-
elling can be a major source of changes for the 23°Pu con-
centration. It was observed that simulating a single-pin
cell, a full assembly, or a full core can affect the amount
of 239Pu by more than a factor of 2 [50]. In the case
of UO; fuel, calculated uncertainties can reach 6% (due
to the void coefficient for the ENRESA samples; again,
this value might be on the conservative side), 4.7% due
to the coolant density, or 3.3% for the Gundremingen
sample.

We, therefore, recommend a minimum calculated
uncertainty of 4%, similar to the case of 23°U.

4.3.6 244Cm

With a half-life of 18.1 years, 4Cm is an important iso-
tope for both the SNF neutron emission and MOX SNF
decay heat up to 30-50 years of cooling time. The uncer-
tainty due to nuclear data on the 2**Cm nuclide concen-

tration is about 10% for UO; fuel, and about 7% for MOX
fuel. Other sources of uncertainties can contribute up to
10% [35], but were also reported to impact the 244Cm con-
centration by 3-4% [23,25,50]. Reference [25] also indicates
that the impact of changing the nuclear data library, from
JEFF-3.2 to ENDF/B-VIL1, modifies the ?*Cm nuclide
concentration by 11%.

We, therefore, recommend a minimum calculated
uncertainty of 10%, similar to the case of 23°U.

4.3.7 Link to decay heat

Many of the nuclides presented in Tables 3 and 4 are
source terms for the calculation of the decay heat. For
instance, the decay of fission products such as '°Rh, 144Pr
or 34Cs will be an important contribution to the SNF
decay heat for a relatively short cooling time (less than
a few years), decays of %°Sr/Y and 37(™)Cs/Ba will be
major contributors for the first tens of years of cooling
time, whereas actinides such as 238Pu or 24! Am represent
the main sources of heat for 100-200 years of cooling time.
These contributions might be different in the case of MOX
fuel, with a stronger emphasis on actinides, but the same
nuclides are at the top of the contribution list.

One can easily foresee that biases in nuclide concen-
trations might lead to biases for the SNF decay heat. For
instance, an underestimation of the '3*Cs concentration
(as shown in Tab. 4 with an average bias of —8.5%) will
lead to lower decay heat in the vicinity of 2-3years of
cooling time. The amplitude of the decay heat bias will
then be proportional to the contribution of the nuclides
to the total decay heat. Naturally, compensation between
nuclide contributions can appear.

There is an analogy with the calculation of a kg value
for a criticality benchmark: a bias in a cross-section can
lead to a bias in ker. And compensations are known to
exist, even if the correct keg is calculated.

Naturally, the link between calculated nuclide compo-
sitions and calculated decay heat might also not exist in
practice. This happens in the case of decay heat calcu-
lations using standards such as the ANS or DIN stan-
dards [54-56]. This can also occur when a simulation is
targeted to assess the decay heat and to compare it with a
measured value, without particular regards for the nuclide
concentrations. Additional details are provided in the next
section.

4.4 Decay heat

The decay heat is one of the most important observables
for SNF in the context of short-, intermediate- and long-
term storage. If the amplitude of such decay heat varies
as a function of the SNF characteristics, the global aspect
is similar for all SNF; three examples are presented in
Figure 5 for different cases. These three SNF correspond
to realistic cases: existing fuel assemblies, under real irra-
diation conditions; they are well representative of the large
variety of actual SNF with a wide range of enrichment and
burnup values. As observed, their amplitude and, to some
extent, their shapes vary as a function of these two quan-
tities and cooling time. For this study, the cooling period
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Fig. 5. Example of calculated decay heat for a UO2 and MOX
assemblies. Despite some differences, similar nuclides are the
most important contributors, as presented later in the text and
in Figure 8.

between 1 and 1000 years is considered. An estimation of
the decay heat for these types of SNF, i.e. the code pre-
dictability (estimated biases, eventually with uncertain-
ties) is touched on in this section.

We will approach it with three estimation angles: based
on standards, based on measurements, and based on the
nuclide inventory as developed in the previous sections.
This will allow covering pragmatic studies as usually per-
formed by the different actors of the SNF management.
As presented in the next sections, biases are not straight-
forward to define in the case of SNF decay heat, as
measured values are seldom defined. In this respect, the
use of measured nuclide concentrations can be a substi-
tute for measured SNF decay heat over larger cooling
periods.

4.4.1 Decay heat estimation based on standards

This is possibly the most convenient way to calculate
decay heat for a specific SNF. Three standards can be con-
sidered: American [54], German [55,56] and Japanese [57].
A minimum amount of information is needed to obtain
a calculated value of the decay heat: SNF mass, average
burnup, average enrichment, irradiation power and time
(including inter-cycle cooling times), and “fission splits”
(amount of fission from 23%238U and 239:241Pu). The cal-
culation methods will not be described here, but a few
remarks need to be taken into account. Some standards
are conservative by nature; they do not systematically take
into account the decay of fission products and actinides
(with some noticeable exceptions, as for the decay of
134Cs); and they have their own range of applicability.
Examples of decay heat curves obtained from the best
estimate code (in this case, the SNF code [58]), from the
American standard ANS-5.1-2014 and the German DIN
standard, are presented in Figure 6. Both SNFs corre-
spond to the CLAB measurement campaign reported in
reference [18]. The calculations based on the ANS stan-
dard are more conservative than the other calculated val-
ues. In the case presented here, the DIN standard is very
close to the calculations with the SNF code. A comparison
of the results obtained by ANS-5.1-2014 and best estimate
SCALE calculations for realistic PWR fuel assembly cases
has shown more than 20% over-prediction by the stan-

dard [15]. It might not be relevant to define bias values
when true values (usually equal to measurements) are not
defined. As observed here, measured values are defined for
specific cooling times, which renders the bias estimation
not applicable in a general case (for both standards and
best estimate calculations).

The use of standards will not be further detailed here,
but users need to keep in mind that they present a conve-
nient way to obtain an estimation of the decay heat from
spent nuclear fuel. They might still differ from measured
values and best estimates, with various degrees of devia-
tion. Due to their conservative and approximate nature,
they are of limited help for code validation.

4.4.2 Decay heat and bias estimation based on measured
values

As presented earlier, measurements of decay heat values
from SNF assemblies exist in a limited number of cases. In
the present work, the cases reported from the CLAB, GE-
Morris and HEDL facilities were calculated and compared
to measurements (see Tab. 1 and Ref. [30]). Details of
the measurements can be found in references [18,59,60].
Recently, a comprehensive study has been published by
EPRI, analyzing the current state of knowledge, as well
as identifying gaps, for decay heat estimation [13]. Given
the relevance of this recent work for the present analysis,
we will refer to this report.

A summary of studies performed in this work (see
Refs. [30,44] for details) as well as some analysis from
the open literature (see Refs. [13,61]) is presented in
Figure 7. In this figure, one C/E value represents the
average of all cases presented in the specific reference.
For instance, the value of C/E = 1.010 &+ 0.026 for
the Polaris calculations of the CLAB BWR cases (first
point on the left) is the average of 81 decay heat values
from 49 different BWR SNF, and the uncertainty is the
standard deviation of the 81 values, assuming each mea-
surement independent from each other. The points for a
given type of SNF are not based on the same number of
experiments.

A simple average of the values presented in this figure
leads to an average of 1.002 £+ 0.015 (1.002 for BWR, and
1.002 for PWR). Such values can be misleading; a few
remarks can add a different perspective:

1. apart from the 4 SNF assemblies from the HEDL cam-
paign (representing 6 values), all other measurements
come from two calorimeters: at CLAB and GE-Morris.
It is likely that values obtained at the same facili-
ties suffer from similar experimental bias effects. Such
biases can be averaged to zero when enough different
sources of measurement exist, which is not the case
here.

2. Even if individual C/E values presented in Figure 7
are spread within approximately +5%, the standard
deviations are relatively large. This indicates that indi-
vidual cases still present a non-negligible disagreement
between calculated and measured values. In the case
of the CLAB data, which are believed to be the most
accurate, two standard deviations for the C'/E values
represent almost 10%.
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Fig. 7. Plots of the average C/E values for the decay heat

3. Apart from the 5 SNF decay heat measurements from
reference [62], all other calculations were not blindly
performed, i.e. measurement values were available at
the time of the simulations. In the case of the blind
simulations (performed by 31 combinations of codes
and institutions), a vast majority of results indicated
an underestimation of the calculation of about —2%.
This value is inconsistent with the average C/E of
1.002 previously mentioned.

The recommendation from the EPRI report also indicates
that code predictions are “within a few percent’ for decay
heat. Nonetheless, higher predictive power is for the time
being challenging, and the present study tends to validate
this observation.

Regarding simulation uncertainties, studies performed
in this project and presented in references [22,23,31,35,50]
indicate that uncertainties due to nuclear data, manu-
facturing tolerances and irradiation history are not lower
than 2.5%, and can reach 6-7%, depending on the cooling
time. Nuclear data uncertainties are usually the largest
contributor.

Based on the above remarks, the comparison between
(best estimate) code simulations and measurements indi-
cates that the code prediction cannot be expected to be
better than 5% (one standard deviation).

from various references.

4.4.3 Decay heat and bias estimation based on nuclide
compositions

The previous comparisons were based on direct observa-
tions of SNF decay heat. Naturally, decay heat is related
to the nuclide compositions at the end of irradiation, and
their decay scheme. Considering that the decay data for
the nuclides of relevance for decay heat (within the cooling
time of interest, between 1 and 1000 years) are mostly well
known, which is generally the case, a correct estimation
of the nuclide concentration leads to a correct estimation
of the decay heat.

As presented in Sections 4.1-4.3, the estimation of
nuclide concentrations can be performed based on PIE val-
idation, and Tables 3 and 4 can be used as a base of such
estimation. One approximation performed in this argu-
mentation is that the C/E for the nuclides of the PIE
samples are the same for the full assemblies. This is evi-
dently an approximation, given that PIE samples were
originally located at different heights and radial positions
within a number of assemblies.

Another precondition is that the measured nuclide con-
centrations are of relevance for the decay heat estimation.
For instance, the measurement of *°Tc is of no importance
for the decay heat, whereas °Sr is. It is therefore of impor-
tance to estimate the contributing nuclides to the decay
heat. Such a list of contributing nuclides can be found
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in many reports and publications, and examples are pre-
sented in Figure 8. This selection of SNF is representative
of realistic cases, even if other concentrations or burnup
values could have been presented. It is nevertheless impor-
tant to notice that between 1 and 1000 years, a short list
of similar nuclides is enough to represent more than 90%
of the total decay heat for most of the SNF cases. The
order of such nuclides can vary from one SNF characteris-
tic to another, but nuclides are not changing, even when
considering MOX or UOg fuel.

The most important contributors are: °Y+%0Sr,
1B7Cg 1 137TmB,,  134Cs,  144pp  106Rp 2422440y,
238,239.240py and  2*'Am. With these 13 nuclides,
90% (or more) of the decay heat contribution is covered,
and it is convenient to recognize that the same nuclides
are the main decay heat contributors for a large variety
of SNF characteristics. Among these 13 nuclides, only 4
are not directly measured during the PIE analysis: 2°Y,
137mBa, 144Pr and 196Rh; their parents or daughters are
nevertheless measured: °Sr, 37Cs, 44Ce, and '°SRu.
Given that the decay data are correct, it is then possible
to consider that a bias in the estimation of the concen-
tration for these 13 nuclides, their daughters or parents
can be used for the estimation of the decay heat bias,
proportionally to their contribution to the decay heat at
a specific cooling time.

The definition of the bias for the nuclide concentra-
tion is left to the appreciation of the user, but a conve-
nient quantity is the mean C/E (or C/E — 1) presented
in Tables 3 and 4. By simply using the mean biases for
the nuclide concentrations, and the contributions of the
nuclide to the decay heat (such contribution is obtained
with a best-estimate code), one can obtain the decay
heat bias as a function of cooling time. To illustrate this
approach, the case of a PWR UQ, SNF, enriched at 3.95%
and with a burnup of 53 MWd/kg is presented in Table 5,
for cooling times between 1 and 1000 years. This simple
example allows an understanding of the impact of each
nuclide and possible compensation effects. Each individ-
ual nuclide bias in Table 5 is based on the mean biases
presented in Tables 3 and 4. The advantage of consider-
ing mean values is that the effect of individual samples
can be averaged out, assuming that the collected sample
is well representative of the population of different design
and irradiation conditions: the only bias left is the one
from the simulation code (with its nuclear data library),
without approximations due to modelling (e.g. irradiation
history, sample location). These results might be of inter-
est with respect to characterizing a code performance in
the context of its licensing. If one additionally considers
the standard deviations presented in the mentioned tables,
the bias on the decay heat will be significantly larger. For
instance, at 10 years of cooling time, instead of having a
mean bias of —0.7% in the above example, the use of the
mean nuclide bias plus one standard deviation will lead
to a decay heat bias of +11% (similarly, the mean nuclide
bias minus one standard deviation leads to —12%).

Such decay heat biases are well representative of the
values for the vast majority of existing SNF. Even in the
case of MOX fuel, the decay heat biases are not substan-
tially different: Figure 9 presents the decay heat biases

obtained for two SNF types: one UQO2, 3.95% enrich-
ment and 53 MWd/kg, and one MOX, 4.0% enrichment
and 45 MWd/kg. As mentioned, limited changes can be
observed from one SNF type to another, but the trends
are very similar. Such results (i.e. the nuclide contribu-
tions) are obtained based on the best-estimate code SNF,
and differences can potentially be observed with differ-
ent codes. The shape of the decay heat biases can be
explained from the mean nuclide biases: below 5 years of
cooling time, the positive bias is mainly due to °°Rh (and
106Ru); above 100 years, the negative bias is due to 238Pu
and 24! Am. For a more exhaustive study, other simulation
codes need to be used, for instance, based on the summa-
tion method (such as Serpent). Differences can appear for
short cooling time (less than 1 year), where a large num-
ber of fission products can contribute to the total decay
heat.

Compared to the estimation of the decay heat biases
using direct measurements (presented in Sect. 4.4.2), the
present bias is smaller than the 5% previously recom-
mended. Such difference comes from the difference of
approach, and possibly from the fact that a limited num-
ber of direct measurements exists. As mentioned previ-
ously, results presented in Figure 9 are based on the mean
bias for each nuclide; if one considers standard deviations
(to cover all nuclide concentrations), the derived decay
heat biases strongly change.

4.4.4 Decay heat uncertainty

The uncertainties for the SNF decay heat as a function of
cooling time were calculated and presented in many ref-
erences. Different values can be obtained, depending on
the assumed sources of uncertainties, such as nuclear data
or operation variables. In such cases, uncertainties, usu-
ally defined as one standard deviation, can be obtained by
repeating the same calculation a large number of times,
each time randomly changing a specific set of input vari-
ables (or nuclear data) according to a covariance matrix.
Another possibility is to perform a limited number of sim-
ilar simulations, for instance changing the entire nuclear
data library at once, the simulation code, or specific
modelling assumptions. These different approaches were
applied in this work, and a summary is presented below.
Results are provided for a cooling period between 1 and
1000 years.

— In references [14,26], the case of a PWR UOQO; assem-
bly is considered, with 4.95% enrichment and a burnup
value of 60 MWd/kg. Changes in simulation codes indi-
cate a maximum effect on the assembly decay heat of
4%. The modification of the nuclear data library indi-
cates a change smaller than 2.5%. Readers interested
in the results of the sensitivity studies should directly
access the two mentioned references.

— In reference [32], a similar case of a PWR UQO; assem-
bly (4.0% enrichment, 51 MWd/kg) is studied, and
changes in simulation codes modify the SNF decay
heat by a maximum of 2%. For the same assem-
bly, results in reference [28] indicate that changes
in boundary conditions (from over-reflective to full-
vacuum cases) moderately affect the assembly decay
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Fig. 8. Contributions to the total decay heat for three different SNF. Note that the same nuclides are the main contributors

to the decay heat, only the fraction is changing (e.g. ***Cm).

heat below 20 years of cooling time (less than 3%),
but induce strong changes for longer cooling time (up
to 25%). Such extreme changes in boundary condi-
tions are likely to be unrealistic, and more reasonable
changes (such as realistic surrounding assemblies vs.

reflective boundaries) affect the SNF decay heat by less
than 5%.

— The impact of nuclear data were quantified in the case
of the SF95-5 PIE sample, considering the covariance
matrices from the JEFF-3.3 and EAF-2010 libraries.
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Table 5. Estimated mean bias (C/E —1) for the decay heat of a UO5 SNF, 3.95% enrichment and 53 MWd/kg, taking
into account the main calculation biases for nuclide concentrations

Cooling  Decay Decay heat Bias due to Bias
time heat  2420m 144pp 106Rp 1840 187Cg 4 90y 4 2440y, 238py  239py 240Dy 24171 Sum
137mBa QOST

(years) (W/t) (%) (%) (%) (%) (%) () I ) I /) I ) N O M )

1 14460 -13 -15 +96 —14 - - - - - - - —5.4

10 2010 — — +0.1 =05 -0.1 —0.2 +0.3 0.3 - — — -0.7

100 490 — — — — —0.1 —0.1 +03 —-0.0 +0.1 +0.1 -0.6 —1.1

1000 80 — — — - — — — - +04 404 0.8 —0.0
A maximum of 5% impact is found, close to 2 years of 6 — — 5
COOling time. / \‘“ lmear(miloim)ne M,o;

— For one of the BWR Gundremingen samples studied
in this work, the major impact on the sample decay
heat comes from the knowledge of the sample burnup,
changing the decay heat by a maximum of 2% [25].

— In the case of measured decay heat values as studied
in reference [35], the impact of nuclear data as well as
operational variables ranges between 2 and 3%. The
average SNF burnup was identified as one of the major
parameters affecting the decay heat.

— For the PWR samples GU1, GU3 and BM1 [22,23,50],
similar variations were applied, in terms of nuclear
data, operating conditions and manufacturing toler-
ances. It was shown that decay heat uncertainties were
globally higher than 2% for the UOs samples and
higher than 1.5% for the MOX sample. Nuclear data is
one of the main sources of uncertainties, together with
the temperature of the moderator. Regarding nuclear
data, significant differences were found based on dif-
ferent libraries, mainly due to differences in uncer-
tainties for the '**Cs fission yield (a maximum decay
heat uncertainty of 5-6% was found close to 2 years of
cooling time with the ENDF/B-VIII.0 and JENDL-4.0
libraries).

— For the ENRESA BWR samples [33], similar conclu-
sions as for the PWR samples were found, with addi-
tionally a strong contribution from the void coefficient.
One of these samples was also modelled with dif-
ferent assumptions (related to the interpretation of
the description of the sample irradiation), leading to
changes as high as 12% for the decay heat.

— Finally, it is worth looking at references [36,37], pre-
senting decay heat uncertainties due to nuclear data
for thousands of realistic SNF. Dependance with the
SNF burnup and enrichment values can be observed,
but the trends are globally the same as for the GU1,
GU3, BM1 and ENRESA samples: a peak close to 2
years of cooling time between 6 and 7%, followed by a
decrease generally close to 2%.

Based on these remarks, SNF decay heat uncertainties
due to nuclear data, manufacturing tolerances, modelling
effects and irradiation history are recommended to be
higher than 4%, regardless of the SNF characteristics, for
the period between 1 and 1000 years. Note that different
values are recommended in reference [13].
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Fig. 9. Decay heat biases obtained from the mean biases on
nuclide inventory.

5 Recommendations

In this section, a list of simple recommendations, sup-
ported by the present study, is proposed. It aims at guid-
ing the modelling of SNF and at proposing adequate
biases and uncertainties for SNF nuclide concentrations
and SNF decay heat. A number of these recommendations
is in agreement with the PIRT report [13] and the NEA
WPNCS report [12].

5.1 Best practice

A number of best practices for SNF modelling can be fol-
lowed in order to minimize the simulation biases:

1. use the latest nuclear data libraries. Some historical
libraries might not contain all the necessary informa-
tion for decay heat calculations, such as complete decay
data schemes, or up-to-date fission yields.

2. Avoid single pincell simulations (i.e. a single rod calcu-
lation in two dimensions). In such a case, the actinide
concentrations can be significantly modified compared
to a full two-dimensional assembly simulation (espe-
cially in the case of heterogeneous fuel lattices, such
as typical BWRs or MOX designs). The user needs
also to be aware of the impact of the boundary condi-
tions (neighbour assemblies or control rods), as well as
the crucial impact of the burnup normalization through
the 148Nd content. In the latter case, the normalization
of the sample power to match the 8Nd content can
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Table 6. Summary of the recommendations concerning some SNF calculated nuclide concentrations and decay heat,

for the cooling period between 1 and 1000 years

M8Nd  B7Cs 23U 239Pu Average Decay
burnup heat
Uncertainty 4% 5% 4% 4% 5% > 4%
Bias —01% —-04% +0.2% +2.5% — See Figure 9

The uncertainty represents one standard deviation (1o).

be useful for the validation of a specific code (and its
nuclear data library) using a PIE sample, as it adjusts
the irradiation conditions to observables (i.e. “8Nd
content). For a full assembly, conclusions based on the
previous validation effort are not identically applicable
due to the impact of the irradiation history.

3. If possible, use the maximum information from a full
core simulator. The main advantage is that the assem-
bly average burnup is correlated with the core power,
a quantity believed to be well known (in addition, for
a specific core loading, all calculated assembly burnup
values are correlated between themselves due to the
core power normalization).

5.2 Uncertainties and biases

A simple summary of the previous section is presented
in Table 6. For other nuclide concentrations, details are
presented in Tables 3 and 4. A detailed comparison of
these recommendations with other published analyses is
out of the scope of the present paper, but it can be noticed
that the values in Table 6 are more conservative than the
ones reported in reference [13]. Additional work is neces-
sary to understand the origins of these differences. The
present values for the decay heat uncertainties and biases
are nevertheless in agreement with the conclusions of ref-
erence [62] (blind calculations for five assemblies).

5.3 Needs

Based on the existing international efforts, the availability
of measurements and databases, the following needs are
identified in order to improve the estimation of the impor-
tant SNF quantities (nuclide concentrations and decay
heat):

1. the number of SNF decay heat measurements is
extremely limited and based on a small number of
experimental facilities (only one still exists nowadays).
This is limiting the validation capabilities, and there-
fore the confidence in the predictive power of exist-
ing simulation codes. New SNF decay heat measure-
ments are therefore recommended, overlapping with
the characteristics of existing SNF (high burnup, high
enrichment, large range of cooling time). If possible,
measurements of the decay heat and of nuclide con-
centrations should be performed for the same assem-
blies. Only these sources of independent experimental

information can validate at the same time calculated
compositions and calculated decay heat.

2. Experimental uncertainties for nuclide concentrations
are often not covering the full aspect of the experi-
mental knowledge (often leading to too small reported
uncertainties). The consequence is that such uncertain-
ties are left aside during the simulation process, leading
to a possible underestimation of recommended uncer-
tainties. It is therefore suggested to perform a more
complete uncertainty assessment during the measure-
ment procedure.

3. Calculated quantities such as SNF nuclide concentra-
tions and decay heat can be affected by the normal-
ization procedure (e.g. to *®Nd) and by the bound-
ary conditions. It is therefore recommended to per-
form simulations based on the maximum information
regarding the irradiation history, and, as much as pos-
sible, to avoid power normalization through the '*8Nd
content.
The normalization of the sample power to the mea-
sured 8Nd content presents advantages, but it does
not disentangle between fission contributors (such as
25U or 239Pu). The use of a ratio such as °Sr over
150Nd, with different fission yields for the two main
fission contributors, can help to better assess if indi-
vidual contributions are correctly captured during the
simulation.

5. Finally, specific needs for nuclear data can also be
expressed: the necessity of providing fission yield cor-
relations in the evaluated libraries, better knowledge
of the 242Pu(n,y) cross-section (for the estimation
of 244Cm), of the independent fission yields of iso-
topes of mass 134 (for the estimation of *4Cs), of
the 134Cs(n,y) cross-section (also for the estimation of
134Cs), and of the production and disappearance chain
of 240Pu. Last but not least, the precise knowledge of
the cumulative fission yields leading to isotopes such
as 137Cs, M8Nd or ?Sr is of high importance of the
characterization of the spent fuel.

6 Conclusions

In this work, a number of PIE samples were analyzed in
detail, leading to estimations of C/FE ratios for nuclide
concentrations. In addition, existing measurements for
SNF decay heat were compared to calculated values. The
combination of the analysis of these measured quantities
has led to recommendations regarding best practices for
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simulations, best-estimate values, uncertainties and biases
for calculated SNF nuclide concentrations and decay
heat.

The current simulation practices and existing exper-
imental data are believed to limit our prediction capa-
bilities for SNF characterization, for instance to a
combination of uncertainties and biases not better than
4% for SNF decay heat between 1 and 1000 years of cool-
ing time. The need for additional measurements for SNF
decay heat is clearly expressed, in order to reduce the
future cost of SNF storage and long-term disposal.
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Appendix A. Calculated nuclides

Table A.1. Details on the studied PIE samples for the measured nuclides in each considered sample.

BM1 BM3 GUl GU3 SF95-5 SF95-4 Al C5 ENRESA-1to8

234[J
235,236,2387]
237Np
2397242Pu
244Pu
241Am
242mAm
243Am

242 Cm
243Cm
244Cm

245 Cm
246Cm
908y
9194340
95Mo
96_98’100M0
9Tc
101I{U
102,103R
104I{U
106Ru
103Rh

109Ag
105’107’108’1101361

111’112’1140(1
1258b

1291
133,135Cs

134CS
137CS
139]‘_1a
140,142Ce

144Ce
1427146,150Nd
148Nd

147Pm
147_1527154Sm
151Eu
153—155Eu
154’156’158’160Gd

155Gd

MX X X @ X E) X ZX X X XX X XXX X XXX XXX X XX X XX XE XXX E X X X X

XX X P XX XX XPE®XXXEWXEE®XXXEE>X™XE™XE®™™XX>XX XXX X X X X X X
DRI IIXXYIIYAIRXIORIIAIIIIAIIIOIRIOIRIIINIRIIIORIDOROR® > Q x x
X )X X XX XXX EPEX XXX EE® XX XX XX E®™X XX XXX XXX XXX X
M E) % d XX X XX EE XX XX XEE XXX X X X X X X XX X X X X X X X X X
XWX >>XPE>XXYXXPDIDXXXPDPDDEEEEE > XXX XX >XP>Q>xx
QWX >X XXX XEXXPDYE>XXYDPIOOREXE X XXX XXX x>
XXX IIIXPYIIPIPIRIIIIIRIRIXNRXDRXDRXDXDRRRXE>XQ>XYRRR*XQ >
DRI IIXPIIIIXIOIIIIIIIIIXIXPIIIIIIXIOI XY XYW > x

A black cross indicates that the nuclide was measured; a red cross indicates that the nuclide was not measured.
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