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Kurzfassung

Die Gewährleistung der Zuverlässigkeit von CMOS-Schaltungen ist derzeit eines der größten Herausforderungen
beim Chip- und Schaltungsentwurf. Mit dem Ende der Dennard-Skalierung erhöht jede neue Generation der
Halbleitertechnologie die elektrischen Felder innerhalb der Transistoren. Dieses stärkere elektrische Feld stimuliert
die Degradationsphänomene (Alterung der Transistoren, Selbsterhitzung, Rauschen, usw.), was zu einer immer
stärkeren Degradation (Verschlechterung) der Transistoren führt. Daher erleiden die Transistoren in jeder neuen
Technologiegeneration immer stärkere Verschlechterungen ihrer elektrischen Parameter. Um die Funktionalität
und Zuverlässigkeit der Schaltung zu wahren, wird es daher unerlässlich, die Auswirkungen der geschwächten
Transistoren auf die Schaltung präzise zu bestimmen.

Die beiden wichtigsten Auswirkungen der Verschlechterungen sind ein verlangsamtes Schalten, sowie eine erhöhte
Leistungsaufnahme der Schaltung. Bleiben diese Auswirkungen unberücksichtigt, kann die verlangsamte Schalt-
geschwindigkeit zu Timing-Verletzungen führen (d.h. die Schaltung kann die Berechnung nicht rechtzeitig vor
Beginn der nächsten Operation abschließen) und die Funktionalität der Schaltung beeinträchtigen (fehlerhafte Aus-
gabe, verfälschte Daten, usw.). Um diesen Verschlechterungen der Transistorparameter im Laufe der Zeit Rechnung
zu tragen, werden Sicherheitstoleranzen eingeführt. So wird beispielsweise die Taktperiode der Schaltung künstlich
verlängert, um ein langsameres Schaltverhalten zu tolerieren und somit Fehler zu vermeiden. Dies geht jedoch auf
Kosten der Performanz, da eine längere Taktperiode eine niedrigere Taktfrequenz bedeutet. Die Ermittlung der
richtigen Sicherheitstoleranz ist entscheidend. Wird die Sicherheitstoleranz zu klein bestimmt, führt dies in der
Schaltung zu Fehlern, eine zu große Toleranz führt zu unnötigen Performanzseinbußen.

Derzeit verlässt sich die Industrie bei der Zuverlässigkeitsbestimmung auf den schlimmstmöglichen Fall (maximal
gealterter Schaltkreis, maximale Betriebstemperatur bei minimaler Spannung, ungünstigste Fertigung, etc.). Diese
Annahme des schlimmsten Falls garantiert, dass der Chip (oder integrierte Schaltung) unter allen auftretenden
Betriebsbedingungen funktionsfähig bleibt. Darüber hinaus ermöglicht die Betrachtung des schlimmsten Falles
viele Vereinfachungen. Zum Beispiel muss die eigentliche Betriebstemperatur nicht bestimmt werden, sondern es
kann einfach die schlimmstmögliche (sehr hohe) Betriebstemperatur angenommen werden.

Leider lässt sich diese etablierte Praxis der Berücksichtigung des schlimmsten Falls (experimentell oder simu-
lationsbasiert) nicht mehr aufrechterhalten. Diese Berücksichtigung bedingt solch harsche Betriebsbedingungen
(maximale Temperatur, etc.) und Anforderungen (z.B. 25 Jahre Betrieb), dass die Transistoren unter den immer
stärkeren elektrischen Felder enorme Verschlechterungen erleiden. Denn durch die Kombination an hoher Temper-
atur, Spannung und den steigenden elektrischen Feldern bei jeder Generation, nehmen die Degradationphänomene
stetig zu. Das bedeutet, dass die unter dem schlimmsten Fall bestimmte Sicherheitstoleranz enorm pessimistisch
ist und somit deutlich zu hoch ausfällt. Dieses Maß an Pessimismus führt zu erheblichen Performanzseinbußen,
die unnötig und demnach vermeidbar sind. Während beispielsweise militärische Schaltungen 25 Jahre lang unter
harschen Bedingungen arbeiten müssen, wird Unterhaltungselektronik bei niedrigeren Temperaturen betrieben und
muss ihre Funktionalität nur für die Dauer der zweijährigen Garantie aufrechterhalten. Für letzteres können die
Sicherheitstoleranzen also deutlich kleiner ausfallen, um die Performanz deutlich zu erhöhen, die zuvor im Namen
der Zuverlässigkeit aufgegeben wurde.

Diese Arbeit zielt darauf ab, maßgeschneiderte Sicherheitstoleranzen für die einzelnen Anwendungsszenarien einer
Schaltung bereitzustellen. Für fordernde Umgebungen wie Weltraumanwendungen (wo eine Reparatur unmöglich
ist) ist weiterhin der schlimmstmögliche Fall relevant. In den meisten Anwendungen, herrschen weniger harsche
Betriebssbedingungen (z.B. sorgen Kühlsysteme für niedrigere Temperaturen). Hier können Sicherheitstoleranzen
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maßgeschneidert und anwendungsspezifisch bestimmt werden, sodass Verschlechterungen exakt toleriert werden
können und somit die Zuverlässigkeit zu minimalen Kosten (Performanz, etc.) gewahrt wird.

Leider sind die derzeitigen Standardentwurfswerkzeuge für diese anwendungsspezifische Bestimmung der Sicher-
heitstoleranz nicht gut gerüstet. Diese Arbeit zielt darauf ab, Standardentwurfswerkzeuge in die Lage zu versetzen,
diesen Bedarf an Zuverlässigkeitsbestimmungen für beliebige Schaltungen unter beliebigen Betriebsbedingungen
zu erfüllen. Zu diesem Zweck stellen wir unsere Forschungsbeiträge als vier Schritte auf dem Weg zu anwen-
dungsspezifischen Sicherheitstoleranzen vor:

Schritt 1 verbessert die Modellierung der Degradationsphänomene (Transistor-Alterung, -Selbsterhitzung, -
Rauschen, etc.). Das Ziel von Schritt 1 ist es, ein umfassendes, einheitliches Modell für die Degradation-
sphänomene zu erstellen. Durch die Verwendung von materialwissenschaftlichen Defektmodellierungen werden
die zugrundeliegenden physikalischen Prozesse der Degradationsphänomenamodelliert, um ihreWechselwirkungen
zu berücksichtigen (z.B. Phänomen A kann Phänomen B beschleunigen) und ein einheitliches Modell für die si-
multane Modellierung verschiedener Phänomene zu erzeugen. Weiterhin werden die jüngst entdeckten Phänomene
ebenfalls modelliert und berücksichtigt. In Summe, erlaubt dies eine genaue Degradationsmodellierung von
Transistoren unter gleichzeitiger Berücksichtigung aller essenziellen Phänomene.

Schritt 2 beschleunigt diese Degradationsmodelle von mehreren Minuten pro Transistor (Modelle der Physiker
zielen auf Genauigkeit statt Performanz) auf wenige Millisekunden pro Transistor. Die Forschungsbeiträge dieser
Dissertation beschleunigen die Modelle um ein Vielfaches, indem sie zuerst die Berechnungen so weit wie möglich
vereinfachen (z.B. sind nur die Spitzenwerte der Degradation erforderlich und nicht alleWerte über einem zeitlichen
Verlauf) und anschließend die Parallelität heutiger Computerhardware nutzen. Beide Ansätze erhöhen die Auswer-
tungsgeschwindigkeit, ohne die Genauigkeit der Berechnung zu beeinflussen.

In Schritt 3 werden diese beschleunigte Degradationsmodelle in die Standardwerkzeuge integriert. Die Stan-
dardwerkzeuge berücksichtigen derzeit nur die bestmöglichen, typischen und schlechtestmöglichen Standardzellen
(digital) oder Transistoren (analog). Diese drei Typen von Zellen/Transistoren werden von der Foundry (Halbleiter-
hersteller) aufwendig experimentell bestimmt. Da nur diese drei Typen bestimmt werden, nehmen die Werkzeuge
keine Zuverlässigkeitsbestimmung für eine spezifische Anwendung (Temperatur, Spannung, Aktivität) vor. Simula-
tionen mit Degradationsmodellen ermöglichen eine Bestimmung für spezifische Anwendungen, jedoch muss diese
Fähigkeit erst integriert werden. Diese Integration ist eines der Beiträge dieser Dissertation.

Schritt 4 beschleunigt die Standardwerkzeuge. Digitale Schaltungsentwürfe, die nicht auf Standardzellen basieren,
sowie komplexe analoge Schaltungen können derzeit nicht mit analogen Schaltungssimulatoren ausgewertet werden.
Ihre Performanz reicht für solch umfangreiche Simulationen nicht aus. Diese Dissertation stellt Techniken vor, um
diese Werkzeuge zu beschleunigen und somit diese umfangreichen Schaltungen simulieren zu können.

Diese Forschungsbeiträge, die sich jeweils über mehrere Veröffentlichungen erstrecken, ermöglichen es Standardw-
erkzeugen, die Sicherheitstoleranz für kundenspezifische Anwendungsszenarien zu bestimmen. Für eine gegebene
Schaltungslebensdauer, Temperatur, Spannung und Aktivität (Schaltverhalten durch Software-Applikationen) kön-
nen die Auswirkungen der Transistordegradation ausgewertet werden und somit die erforderliche (weder unter- noch
überschätzte) Sicherheitstoleranz bestimmt werden. Diese anwendungsspezifische Sicherheitstoleranz, garantiert
die Zuverlässigkeit und Funktionalität der Schaltung für genau diese Anwendung bei minimalen Performanzein-
bußen.
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Abstract

Ensuring reliability in CMOS circuits is currently one of the key challenges in chip design. With the discontinuation
of Dennard scaling, each new generation of semiconductor technology increases the electric fields of transistors.
This stronger electric field stimulates the degradation phenomena (circuit aging, self-heating, etc.) by accelerating
their physical processes. This, in turn, causes ever-increasing degradations to the transistors. Therefore, in each
new technology generation the transistors feature higher shifts (degradations) to their nominal electrical parameters.
Thus, the impact of this increasing transistor degradation on the circuit must be determined.

The two key impacts are elongated propagation delays (i.e., the circuit operates slower) and increased power
consumption. If unaccounted for, the elongated delay can lead to timing violations (i.e., the circuit cannot finish the
calculation in time before the start of the next operation) and hamper the functionality of the circuit (erroneous output,
corrupted data, etc.). To account for these shifts in transistor parameters over time, guardbands are introduced.
For example, increasing the clock period of the circuit ensures elongated delays can be tolerated. Finding the
correct guardband is crucial. Underestimating the guardband results in errors (such as timing violations), while
overestimating it results in unnecessary performance losses.

Currently, industry relies on worst-case conditions when estimating reliability, i.e. industry employs pessimistic
overestimations of the guardband (and thus induced degradations) to guarantee the functionality of their products.
It is imperative for them, to ensure that under any condition – including unfavorable high temperatures and elevated
voltages – their product (e.g., chip or circuit) maintains reliability and functionality. Additionally, considering the
worst-case allows for many simplifications. For example, instead of carefully understanding and modeling each
phenomenon, industry can just take an unlucky sample (bad sample with lots of manufacturing variability) and
experimentally determine its delay/power under the toughest conditions (extreme temperature and voltage) to ensure
that any degradation experienced by the end-user must be less than this worst-case experiment.

Unfortunately, this practice of worst-case estimations (experimental or simulation-based) can no longer be sus-
tained. With continuous miniaturization due to geometry scaling, the rising electric fields stimulates degradation
phenomena and manufacturing becomes harder (see introduction of EUV-lithography). Therefore, the worst case
is a tremendous amount of detrimental manufacturing variability in addition to considerable degradations due to
stimulated degradation phenomena. This level of pessimism leads to substantial performance decreases, which are
not necessary for each customer. For example, while military or space circuits might operate for 25 years under
harsh conditions, consumer electronics (e.g., smartphones, video-streaming devices) operate at lower temperatures
and only have to maintain their functionality across their 2 year warranty period.

This work aims to provide custom reliability estimations for the individual use-case scenarios of the circuit. For
challenging environments like the space applications (where repair is impossible), worst-case estimations remain
relevant. However, typical applications do not operate under such harsh conditions for such a long time. Consumer
electronics include cooling systems (e.g., the fan of a notebook/server) or other systems (e.g., thermal throttling,
power scaling) to guarantee less harsh environmental conditions (e.g., lower peak temperature). In such cases,
custom reliability estimations can regain performance lost to otherwise overly pessimistic guardbands.

Unfortunately, current standard design tools are not well-equipped to deal with these custom reliability estimations.
The current procedures rely on the information from the foundry (the semiconductor manufacturer) about their
worst-case transistors and standard cells (logic gates, arithmetic units, etc.). The tools then integrate the worst case
into the design steps (e.g., synthesis, static timing analysis). There is merely rudimentary support in individual
tools, but contrary to worst-case estimations (via process corners), there is no interconnected reliability tool flow.
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Abstract

This work aims to enable standard design tools to deal with this demand for reliability estimations of any circuit
under any condition. Instead of developing our own solution, this work enhances standard design tools to leverage
their maturity. We extend their functionality to enable the tools to consider custom reliability estimations. For this
purpose, we present four steps as contributions towards custom reliability estimations:

1. Improve degradation models to enable accurate transistor degradation modeling.

• Unify the major degradation phenomena into a joint physical degradation model, which considers their
interactions and dependencies on the operating conditions (voltage, temperature, activity). This model
estimates the degradation based on the individual conditions of the use-case scenario.

• Consider recently uncovered phenomena (self-heating in FinFET transistors) to enable tools to estimate
reliability in current state-of-the-art FinFET transistors.

2. Accelerate the models to provide large-scale modeling capabilities. High-performance modeling is required
for integration of degradation models into large-scale digital reliability estimations.

• Speed up modeling by providing upper bounds for a given operating condition.

• Parallelize the degradation models to leverage the parallel computing hardware for large-scale transistor
reliability estimations.

3. Incorporate custom reliability modeling into standard tools

• Estimate aging in standard cells to provide custom reliability estimation for large-scale digital circuits.

• Integrate reliability into analogue/mixed-signal simulator tool chain for custom reliability estimations
of analogue/mixed-signal circuits.

4. Accelerate the standard tools

• Massively parallel implementation of circuit simulators to enable reliability estimations of large-scale
circuits (non-standard-cell digital designs, large analogue designs).

Step 1 enhances the degradation modeling. The goal of step 1 is to provide a single unified model for the degradation
effects (combining thework of thematerial scientists) and consider their interactions (phenomenaAmight accelerate
phenomena B). Combined with newly discovered key phenomena, this enables accurate degradation modeling of
transistors according to multiple phenomena simultaneously.

Step 2 accelerates these degradation models, as the original implementation of physicists require minutes to model
a single transistor. This work accelerates these models without any loss in accuracy by levering the parallelism
found in the computation hardware of today and by simplifying calculation where possible (e.g., guardbands require
only peak degradation levels and not degradation over time).

Step 3 then incorporates these degradation models into the standard tools. Standard tools are currently only aware
of the best, typical and worst possible standard cells (digital) or transistors (analogue) with all three process corner
provided by foundries. These tools do not estimate for a given condition (temperature, voltage, activity) and hence
integration work is necessary.

Step 4 accelerates the standard tools to provide insights in the current large-scale circuits. Non-standard cell digital
designs and large analogue designs are currently not supported by existing tools, as the existing analogue reliability
estimation tools are not compatible with large-scale analogue simulators (e.g., FastSPICE). This work provides
high-performance implementations of these analogue circuit simulators.

These contributions (each spanning multiple publications) enable standard tools to estimate reliability for custom
use-case scenarios. For a given circuit lifetime, temperature (peak temperature or temperature over time), voltage
(peak voltage or voltage over time) and activity (workload, applications) this enhanced standard tool flowcan estimate
the impact of these degradations and thus provide the required (neither under- nor overestimated) guardband.
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1 Challenges in Traditional Design for Reliability

Maintaining reliability in semiconductor circuits is a critical concern in current nano-scale CMOS circuits [1]. To
explore why reliability became critical in recent years, this section provides an overview over the key issues with
maintaining reliability and their origin.

Semiconductor manufacturers employ geometry scaling to improve the performance of transistors in each new
generation. With smaller geometry, transistors become more efficient and faster. Since the capacitances (transistor
gate capacitance, parasitic capacitances in the wires, etc.) scale with geometry, the circuit can switch faster (charging
smaller capacitances with same driving current) and consume less power (current is flowing for less time, since
capacitance is charged faster). At the same time, geometry scaling also allows for more transistors in the same
(chip) area and thus enables more processing power (e.g., more processing cores or higher logic complexity).

For years, this geometry scaling governed the entire technology scaling, this means if the geometry was reduced
by 30% then also all voltages were reduced by 30% (this is called a “scaling factor”). Scaling the voltage with the
same scaling factor has two distinct reasons. First, reducing the supply voltage (Vdd) saves power per component
and by increasing transistor density (since smaller geometry enables higher logic density), the power density can
remain constant [2]. Secondly, scaling voltage with the same factor ensures that the electric field over the gate
dielectric of a transistor remains the same, which is crucial to not put more (electric) stress on the materials within
the dielectric (an insulator only insulates up to a given electric field, compare arcing of electricity in air). This
scaling of geometry and voltage in tandem is called “Dennard Scaling” [2].

1.1 Discontinuation of Dennard Scaling

Figure 1.1: Supply voltage (VDD) approaching threshold voltage (Vth) across older technology generations. Src: P. Paukan, Intel IEDM 2007

Unfortunately, continuing Dennard Scaling is impossible in recent years, since Vdd cannot be further reduced.
Transistors feature a threshold voltage (Vth), i.e. the voltage value at which they switch from the OFF to the ON
state (i.e., become conductive with the formation of channel). Should the Vdd drop below the Vth, the transistor
cannot fully form a conductive channel and the transistor does not fully turn ON. Even when the Vdd is approaching
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Fig. 5. Trend of Rds scaling from 250- to 32-nm nodes.

is extracted by fitting the I–V curves in the linear region, after
low-filed mobility µ0 is predicted [i.e., (1) and (2)]. The trend of
Rdsw is shown in Fig. 5. The reduction of Rdsw becomes more
difficult in short-channel devices and results in constant scaling,
as shown by the data. These trends, which are supported by
experimental data, are then integrated into PTM to predict the
nominal values during CMOS technology scaling.

Values of technology specifications not only define the
basic characteristics of a process but also further determine
other important electrical details of a transistor. In particular,
channel doping concentration Nch is mainly defined by the
threshold voltage. The exact value of Nch is reversed from
published data of Vth0 in [12]–[28] using the Vth model in
BSIM [2]. Fig. 6 illustrates the trend of Nch scaling. Based on
Nch, the main coefficient K1 for the body effect of Vth is also
estimated with analytical models [2]. Furthermore, to model the
Vth behavior of short-channel transistors, drain-induced barrier
lowering (DIBL) must be accounted for. To the first order, this
effect is captured by Eta0, which is a model parameter for
the DIBL effect. Its value is extracted from published data of
the Vth rolloff [12]–[28]. A clear trend of Eta0 is illustrated
in Fig. 7.

The amount of channel doping Nch is actually important for
both the threshold voltage and the transportation property in
a conductive channel, i.e., the effective carrier mobility µeff

Fig. 6. Trend of Nch scaling from 250- to 32-nm nodes.

Fig. 7. Trend of Eta0 scaling from 250- to 32-nm nodes.

and the saturation velocity Vsat. For example, low field carrier
mobility degrades as Nch increases, and so does the effective
carrier mobility; Vsat also depends on Nch and Leff due to the
phenomenon of velocity overshoot [9]. To account for these
effects, the following formulas are adopted in the new PTM
[9]–[11] to estimate Vsat and µ0, respectively:

NMOS : µ0= 1150 · exp(−5.34 · 10−10
√

Nch) (1)

PMOS : µ0= 317 · exp(−1.25 · 10−9
√

Nch) (2)

Vsat=Vsat0 + 0.13µeff

√
τµeffkT/q ·

(
Vd/L

2
eff

)
(3)

Equations (1) and (2) are based on the physical model of
mobility [10], [11]; the values of the coefficients are extracted
from advanced silicon data [10], [11]. Equation (3) of the
velocity overshoot is a simplified solution of the energy-
balance equation in [9]. These equations describe important
dependence on Nch and are compatible with the current BSIM
framework. The value of Vsat is extracted from published I–V
data, particularly the saturation current Ion; its trend during
scaling is plotted in Fig. 8. The effect of velocity overshoot is
pronounced as technology scales down to sub-100-nm regime.
Fig. 8 also demonstrates excellent model prediction by (3) with
the extracted Vsat.

Figure 1.2: Supply voltage (VDD) versus threshold voltage (Vth) for newer technology generations. Note, that supply voltage cannot be scaled
much further, as it approaches the threshold voltage. Src: [3]
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Equations (1) and (2) are based on the physical model of
mobility [10], [11]; the values of the coefficients are extracted
from advanced silicon data [10], [11]. Equation (3) of the
velocity overshoot is a simplified solution of the energy-
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Figure 1.3: Threshold voltage (Vth) cannot be scaled, as channel doping concentrations (Nch) cannot be further increased to prevent too high
variability (e.g., RDF). Src: [3]
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(a) (b)

Figure 1.4: (a) VDD scaling Vs. technology trends, VDD scaling is not progressing much in recent years. Sleep slope devices are proposed
as a best solution for further VDD scaling at advanced technology nodes. (reproduced from [48]). (b) Current-Voltage terminal characteristic
trend comparison for different steep slope devices.

quantum confinement effect and source-to-drain tunneling are being actively studied to under-

stand their physics and develop compact model for the same.

1.2.2 Steep-Slope Devices

Widespread use of Battery-operated portable devices pushes the computing world to low power

operation [46]. Hence, a great deal of efforts has been devoted to design low power devices

in the last decade [47]. It is worth mentioning here that as the scaling progressed, low power

device size entered into the phase, where Moore’s law was not strictly followed and the scaling

became stagnant as shown in Figure 1.4 (a) [48]. Reason for this stagnancy was that the device

dimensions approached atomic scale and the smallest device size cannot be less than the size of

an atom. In low power devices, due to their atomic scale size, several new challenges appear.

These challenges include tunneling through gate, quantum mechanical effects, and splitting of

energy sub-band, all these effects deteriorate device performance. Hence, these phenomena are

being actively investigated by several researchers.

The low power alternatives that are being actively investigated are: TFET (Tunnel FET),

NEM (Nano-electromechanical) switch, IMOS (Impact-ionization MOS), Hyper FET and NCFET

(Negative capacitance FET). All these devices have steep slopes in current-voltage character-

Figure 1.4: Discontinuation of Voltage Scaling towards newer technologies. Traditional scaling marked is ”Dennard Scaling“ and could not be
sustained (the lines flatten). Src: [4]
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1.2 Insufficient Voltage Scaling stimulates Degradation Phenomena

Vth, the channel formation becomes ever weaker and thus decreases the strength (current flowing across the
transistor) of the transistor.

Supply voltages (Vdd) already approached the threshold voltage (Vth) for older technologies with multiple Volts as
shown in Fig. 1.1. However, for recent technologies the Vdd is still approaching Vth (see Fig. 1.2). Vdd cannot be
reduced with same factor as the geometry, to ensure that the Vdd is always well above Vth, resulting in insufficient
Vdd-scaling as observed in Fig. 1.4. The Vth itself cannot be reduced further, since the dopant concentrations
within the transistor become too high (see Fig. 1.3) and then would introduce too much variability (e.g., Random
Dopant Fluctuation (RDF)).

In summary, Vdd is approaching Vth narrowing the safety margins for degradations, which in turn limits Vdd scaling.
Therefore, current generations barely scale Vdd.

1.2 Insufficient Voltage Scaling stimulates Degradation
Phenomena

Since Vdd is now insufficiently reduced/scaled compared to geometry, the electric fields within the transistors
increase. To illustrate with typical numbers in recent years, if geometry is scaled with a factor of 0.7 and voltage
is scaled with a factor of 0.9, then the electric field increases as follows. Area of the gate of the transistor is 0.49
(both width and length are scaled by 0.7, i.e. 0.72 = 0.49), yet the voltage is scaled with 0.9. This results in an
increase of the electric field of 83% ( 0.9

0.49 ≈ 1.83).
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Figure 1.5: Aging-induced degradation (bottom) follows the voltage (top) as it is stimulated by it.

This elevated electric field imparts a higher (electric) stress on the transistor. Degradation phenomena like Bias
Temperature Instability (BTI), Hot-Carrier induced Degradation (HCD) and TimeDependent Dielectric Breakdown
(TDDB) all are stimulated by the electric field (see Fig. 1.5). A stronger electric field accelerates and stimulates the
underlying physical degradation processes (e.g., defect formation and electrical activation within the gate dielectric)
and thus leads to increased degradation (lower ON current of transistors, threshold voltage increase, etc.).

Therefore, with every technology scaling step, the degradation phenomena receive more stimulation and thus induce
ever higher degradations. This explains, why reliability became critical in recent years forcing designers have to
protect the circuit against ever-increasing degradations by degradation phenomena.
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1.3 Design for Reliability

Design for reliability is the process to consider reliability in circuit design. The circuit is over-designed, so that it can
tolerate degradation in its components (subcircuits, transistors, etc.) while still operating within its specification.
Design for reliability can be performed with traditional worst-case estimations and the modern custom reliability
estimations.

1.3.1 Traditional Worst-Case Reliability Estimations

Designing a reliable circuit mandates the consideration of non-ideal (e.g., manufacturing variability, aging) circuit
components (transistors, subcircuit, etc.). As mentioned in the Section 1.1, due to the discontinuation of Dennard
scaling, technologies feature ever-increasing degradations with each new generation.

Traditionally, circuit designers consider reliability by abstracting it to the worst-case scenario. This traditional
design for reliability process can be broken down to three steps:

1. Create initial design and ensure functionality under ideal/typical conditions

2. Evaluate design under worst-case condition

3. Harden design to maintain functionality under worst-case condition

First, the circuit functionality (e.g., bandwidth, delay, processing power) is designed with ideal transistors. Each
transistor features no manufacturing variability and operates at the ideal temperature (typically room temperature),
i.e. every transistor operates exactly as specified. Nominal transistors under nominal conditions are called
the “typical-typical” process corner, abbreviated TT. The second step is to evaluate the circuit with non-ideal
transistors. Now, transistors should operate in their worst capacity. Hence, we use a process corner called
“slow-slow” (abbreviated SS):

• Worst possible manufacturing variability:
smallest geometry, lowest dopant concentrations, etc.

• Worst possible degradation/aging:
strongest parameter shifts (e.g., 10 year operation at elevated temperatures)

• Worst possible temperature:
highest temperature, e.g. 125 ◦C

Under this condition, the circuit usually cannot maintain its functionality (e.g., insufficient bandwidth, delay too
long, insufficient processing per second) and has to be re-designed to alsomaintain its functionality in this worst-case
condition.

This re-design for the SS corner is the third step and called “hardening” the circuit. The designer selectively
employs stronger components to compensate for the degradations introduced by the non-ideal transistors. For
example, stronger transistors (e.g., wider transistors in MOSFET, more fins in FinFET) provide higher currents and
thus can supply sufficient current even after degradations occurred. The goal is to harden selectively to keep silicon
area and power consumption at bay (larger transistors occupy more area and consume more power).
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1.3.2 Reliability Guardband

The circuit hardening approach ensures reliability of the circuit at the cost of area and power, while maintaining
performance. An alternative to protect against degradations, is to keep the circuit design exactly as is and apply a
guardband. Employing a guardbands is less effort than re-designing the circuit and hence a frequently used method
to tolerate degradations and variability within the circuit.

The twomost common guardbands are timing guardbands and voltage guardbands. A timing guardband is operating
the circuit at a lower clock frequency, i.e. a prolonged clock period to allow for a degraded slower circuit. This
prolonged period allows the circuit to settle before the next data needs to be processed in the next clock period.
For example, if the propagation delay of the circuit is 0.8 ns at the TT corner (ideal condition) and 1.0 ns at the
SS corner (worst-case degradation) then operating the circuit at a clock period of 1.0 ns ensures that no timing
violations occur within the circuit. Hence, the timing guardband in traditional worst-case estimations is defined as:

tGB = tdelay(SS)− tdelay(TT ) (1.1)

with tGB being the timing guardband, tdelay(SS) the propagation delay of the circuit in the SS corner (worst-
case degradation) and tdelay(TT ) the propagation delay in the TT corner (ideal condition). Conceptionally, the
guardband is a deliberately under-performing circuit to ensure that degradations within the circuit cannot induce
sufficiently long delay shifts to incur timing violations. A larger guardband allows for more degradations (slower
transistors), but also further slows down the processing speed of the circuit. In the example from earlier, operating
at the TT clock period of 0.8 ns would result in a clock frequency of 1.25GHz, while the SS period of 1.0 ns
results in slower 1.0GHz clock frequency. Hence, applying a tGB of 0.2 ns induces a 0.25GHz or 20% decrease
in processing speed.

Similarly, to the timing guardband, the voltage guardband allows the circuit to tolerate degradations. However, in
contrast to the timing guardband, the cost is not performance, but power. In our earlier example, the delay increase
from 0.8 ns to 1.0 ns forced the designers to decrease the clock frequency to match the prolonged delay with a
prolonged clock period. Now, with applying a voltage guardband, the supply voltage Vdd is elevated above the
nominal value to compensate the transistor degradations. In other words, in the SS corner Vdd is increased until
the following condition is met:

tdelay(SS) at Vdd(SS) = tdelay(TT ) at Vdd(TT ) (1.2)

This results in an increase of supply voltage Vdd(SS) > Vdd(TT ), which is the voltage guardband definition:

VGB = Vdd(SS)−Vdd(TT ) (1.3)

with VGB as the voltage guardband and Vdd(SS) the supply voltage in the SS corner as well as Vdd(TT ) for the
supply voltage in the TT corner. For example, with a voltage guardband of VGB = 0.2V the circuit would operate
at elevated Vdd(SS) = 1.0V from the nominal Vdd(TT ) = 0.8V to maintain tdelay = 0.8 ns.

Increasing the voltage by VGB ensures that all transistor degradations are compensated by stronger supply voltage.
Hence, performance (bandwidth, processing speed, etc.) remains as desired. The only cost for a voltage guardband
is the higher power consumption. If the supply voltage is higher, then the leakage current flowing the transistors
is higher (contributing to static power consumption) and the (parasitic) capacitances of the circuits require more
carriers to be charged to a higher current, result in larger currents (i.e., higher dynamic power consumption).

Therefore, to tolerate degradations in a CMOS circuit, the designer can either sacrifice performance with a timing
guardband tGB or increase power consumption with a voltage guardband VGB . Typically, for simplicity only one
of the two methods is employed, but technically a mixture of both guardbands could be used.
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To simplify the discussion, the rest of this work focuses on the timing guardband, as both can be used interchangeably.
Should the reader prefer voltage guardbands, then qualitatively all results apply analogously. Quantitatively the
results do not translate 1 to 1, as the impact of elevated voltage differs significantly from operating at lower
clock frequencies. For example, elevating voltage is vastly different if Vdd is close to or far away from the Vth

(near-threshold (NTC) or super-threshold computation (STC)). Despite these differences, the voltage guardband
could be estimated in a similar fashion with the same tools (e.g., circuit simulations). Therefore, rest of this
document establishes the cost of reliability as performance (timing guardband). However, it is again emphasized
that equivalently the cost of reliability could be power (voltage guardband) or silicon area (circuit hardening) or any
combination of all three and that analogous approaches and tools would be used.

1.3.3 Pessimism in Worst-Case Reliability Estimations

Employing the SS corner, allows the designer to consider just a single degraded state instead of testing under all
possible combinations (e.g., 0.5V / 110 ◦C, 0.7V / 60 ◦C). Evaluating the circuit under each combination of
manufacturing variability, aging and operating conditions (voltage, temperature) would be unfeasible as too many
combinations are possible.

However, a disadvantage of the worst-case evaluation of the circuit is severe pessimism. In reality, the circuit will
not consist of solely ”unlucky“ transistors with the worst manufacturing variability, operating at the worst operating
conditions and with uniform worst-case aging. Therefore, employing the SS corner provides an overly pessimistic,
yet safe design.

To illustrate, how severe this pessimism is, a couple of simple examples. First, in a CMOS inverter, only one of
the two transistors can conduct a current at a time. Since only one transistor is ON, the other transistor is currently
OFF, which means the inherent recovery of aging can take place and defects within the gate dielectric are healing.

Another example is manufacturing variability. Geometry and dopant concentrations follow distributions, hence
it is statistically highly improbable that all transistors within a circuit feature smaller than specified geometries
and unfavorable dopant concentrations. Since both geometry and dopant follows normal distribution [5], these
distribution dictate that some transistors are actually stronger than average (wider geometry, favorable dopant
concentrations). Typically, 3- to 6-sigma estimations1 are used [6], i.e. the SS corner is considered to be three to six
times its variance. Mathematically this results in transistors which are worse than 93.3% (3 sigma) or 99.999 66%
(6 sigma) of the total population.

These conceptional examples, should illustrate how severely pessimistic considering the SS corner is. Actual
quantitative explorations are featured in the evaluation of this work, especially in step two and three.

1.3.4 Custom Reliability Estimation to reduce Pessimism

With the ever-increasing degradations due to the discontinuation of Dennard scaling (see Section 1.2), evaluating
with the SS corner (i.e., the worst case) becomes ever-more expensive in terms of guardbands and hence performance
(see Section 1.3.2). A goal of reliability engineers has been to reduce this pessimism by considering the actual
degradation a circuit would encounter (i.e., degradation according to its use-case scenario) instead of the SS corner.

For example, if a circuit is operated with a cooling system, which guarantees a peak temperature of 80 ◦C (e.g.,
by increasing fan speed if temperature rises), then evaluating at SS corner with 125 ◦C is overly pessimistic and
provides no benefit with respect to maintaining reliability.

For an actual reliability evaluation, the following information must be gathered (called the use-case of a circuit):

1 Sigma refers to standard deviation σ of a normal distribution.
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Custom 
Guardband

Voltage

Temperature Lifetime

Workload

Custom Reliability Estimation

Simulation Effort
Reliability
Performance

Compared to traditional 
Worst-Case Estimations:

Figure 1.6: Custom reliability evaluation based on the voltage, temperature, lifetime and workload according to a use-case scenario. Compared
to traditional worst-case estimations this results in a higher simulation effort, same reliability and better performance.

• Operating conditions of the circuit (e.g., temperature)

• Supply voltage of the circuit

• Workload of the circuit (transistor activity, i.e. transistor duty cycles and switching frequency)

• Target lifetime of the circuit (e.g., 10 years in service or 2 years warranty)

With workload being the application (e.g., software or calculations) run on the circuit. The workload governs
the transistor activity, i.e. duty cycle defined as the on-/off-ratio (ON-time divided by total time) and switching
frequency as the frequency at which the transistor switches ON to OFF (and vice versa). Note, that each of these
values (temperature, voltage, activity) can be taken with their peak value over the entire lifetime or values over
time. For example, temperature either peaks at 93 ◦C or the reliability is evaluated with the actual temperature
curve (temperature trace) over time (77 ◦C for 1 sec, then 79 ◦C at the next sec, etc.).

With the use-case known for a circuit, variability and aging models can be used to estimate the variability- and
aging-induced degradations for this particular data (temperature, lifetime, workload, etc.). This results in a much
less pessimistic reliability estimation with much lower degradation levels. These lower degradations result in less
required guardbands and thus higher performance.

The key challenge is to determine the degradations correctly and thus determine the required guardband accurately.
If the degradation/guardband is underestimated, then the actual degradation might overcome the guardband and the
circuit exhibits timing violations (e.g., resulting in data corruption). On the other hand, if the degradation/guardband
is overestimated, then the circuit operates slower than necessary and hence performance is lost. However, as perfect
estimations are not possible (every simulation features inaccuracies), every uncertainty should result in a slight
overestimation of degradation (i.e., a slightly too high guardband). It is crucial to maintain reliability while a slightly
sub-optimal performance is tolerable.
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1.4 Complexity is the Key Challenge for Reliability Estimations

Complexity is the key reason, why the industry relies on the SS corner (worst-case conditions) for reliability
estimations. With the SS corner, all degradation phenomena can be gathered (e.g., experimentally determined)
jointly, without identifying the underlying sources of the degradations. Ultimately, the designer does not need
to understand the individual phenomena, their dependencies (e.g., phenomenon X rises with temperature but
phenomenon Y drops with temperature) or their interactions (e.g., phenomenon X increases in the presence of
phenomenon Y).

All that matters for the circuit design is the peak degradation of each transistor (or circuit component) in his circuit
in the specified use-case. In this section, we explore three aspects of complexity, which proxy as reasons why
custom reliability estimations are not employed by industry:

• Reliability is a quantitatively complex issue

• Degradation phenomena are complex physical processes

• Software tools for custom reliability estimations are complex

1.4.1 Quantitative Exploration of Complexity

To illustrate the complexity in today’s complex circuits, we present the following first approximation:

1 000 000 000 transistors with 2GHz for 10 years
1 000 000 000 transistors with 2 000 000 000 operations per second for 31 536 000 s (1.4)
≈ 63 · 1024 operations in the circuit

Processors today easily feature 1 billion transistors, which operate at 2GHz. Assuming a desired lifetime of 10
years, which is 365×24×60×60 = 31 536 000 s, this results in 63×1024 operations (potential transistor switches)
over the processors lifetime (see Eq. 1.4). To put this number in perspective, the number of grains of sand on earth
are commonly estimated to be 7.5× 1021 and thus our complexity (63× 1024) is more than a thousand times larger
than all grains of sand on earth.

Therefore, simulating an entire microprocessor for 10 years in detail (e.g., using analogue simulators simulating
voltage and current flows through each transistor) is absolutely unfeasible. Therefore, reliability estimations always
feature abstractions, simplifications and approximations. The challenge is to identify the suitable abstractions, sim-
plifications and approximations to enable these custom reliability estimations despite the overwhelming quantitative
complexity, yet limit the accuracy loss of the resulting reliability estimation. This is one of the goals of this work.

1.4.2 Degradation Phenomena are Complex

Reliability estimations are not just complex in terms of the observed components and operation. The degradation
phenomena themselves are additionally quite complex physical phenomena. While detailed physical background is
explained in Section 2.2, this section provides a high-level overview and motivation.
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Fig. 8. Measured BTI-induced �Vth for a wide time span from microseconds
(10−6 s) to hours (103 s) under various conditions. Our model can predict
BTI under different voltages and temperatures from short term (microseconds)
to long term (hours). (a) BTI stress is broken down to its individual physical
origins, i.e., the �Vth contributions of IT, OT, and HT. The initial mismatch
is due to 10-μs measurement delay (required time for I–V characterization)
in the used experimental setup (Keithley B1500). (b) BTI-induced �Vth
under stress for multiple Vdd, T pairs to highlight how our model can
accurately predict the voltage and temperature dependence of BTI. (c) BTI
recovery is broken down to individual �Vth contributions of IT, OT, and HT.
(d) BTI-induced �Vth during recovery for multiple Vdd, T pairs.

time evolution of BTI broken down by induced �Vth by
defect type. HTs are extremely fast, but saturate quickly.
ITs start in the order of milliseconds, but do not saturate.
Instead, they continue with the universal time exponent of
approximately 0.16 [32]. OTs are slow defect types, as they
are harder to create. Therefore, in order to model the short-
and long-term behavior of BTI correctly, it is paramount to
model all three different defect types. HT and IT describe the
short-term behavior of BTI, while IT and OT describe the
long-term behavior of BTI.

As the physical processes behind the three defect types
might be affected differently by temperature/voltage changes,
we present Fig. 8(b) and (d) in which our model accurately
predicts BTI during stress [see Fig. 8(b)] and recovery [see
Fig. 8(d)] for three different voltage and temperature pairs.
This validates that our model considers the temperature and
voltage dependence of HT, IT, and OT correctly, as otherwise
drifts at short- or long-term time spans would be visible. The
initial mismatch in our stress curve is due to the 10-μs mea-
surement delay and thus not a physically motivated mismatch,
but a limitation of the experimental setup.

B. Alternating Voltage BTI Measurements

To correctly predict the impact of voltage fluctuations on
BTI-induced degradation, the BTI model must be able to
predict �Vth under arbitrary voltage waveforms. A voltage
waveform in this context is defined by the following:

1) transistor ON/OFF ratio—duty cycle d;
2) switching frequency f ;

Fig. 9. BTI-induced �Vth measured (circles) compared to our BTI model
(lines). (a) �Vth for different Vgs values ranging from 0 to 1.3 V in an
arbitrary order. (b) �Vth for high-frequency, low-frequency, and again high-
frequency voltage fluctuations. (c) �Vth for low-frequency, high-frequency,
and again low-frequency voltage fluctuations. (d) �Vth for high-frequency
voltage fluctuations in the middle of a rising stress edge of a low-frequency
signal.

3) voltage of upper part of waveform Vhigh;
4) voltage of lower part of waveform Vlow.

As voltage fluctuations due to IR-drops are not controlled
by the circuit designer or the end user, but instead are an
uncontrollable artifact, the voltage waveforms can take any
arbitrary shape. Therefore, the employed BTI model should
be able to predict BTI under any arbitrary voltage waveforms.
To accurately model arbitrary voltage waveforms, our BTI
model has been calibrated against a wide range of ON/OFF

ratios d , frequencies f , and high-Vhigh and low-voltage Vlow
scenarios. Importantly, the BTI model should also be able to
model partial recovery caused by nonzero Vgs (see Fig. 3).

BTI-induced �Vth recovery for nonzero Vgs in both mea-
surement (symbol) and model (lines) is shown in Fig. 9(a).
In fact, various switches to nonzero and zero volt are made to
recreate a complex response to an arbitrary waveform, similar
to the one shown before in Fig. 3. The model closely follows
the measurement, highlighting that stress and recovery can be
modeled starting and ending at arbitrary voltages.

Fig. 9(b)–(d) shows BTI under different frequencies. While
Fig. 9(b) and (c) shows alternating high and low f regions,3

Fig. 9(d) shows a high- f region in the rising edge of a low- f
region. These measurements prove that our model is capable
of modeling even complex frequency changes, not just from
steady states, but also during rising or falling edges.

Finally, to successfully validate our BTI model for arbi-
trary voltage waveforms, the BTI model should be able to
predict BTI under different duty cycles d , frequencies f ,
and conjunctions of frequencies and voltages. Fig. 10(a)
shows BTI-induced �Vth measured under different frequencies

3High frequencies are 40 Hz and less in this context, as even higher
frequencies cannot be visualized. Our model is calibrated even at higher
frequencies [32].

Figure 1.7: Threshold voltage shift due to OT (∆VOT ), HT (∆VHT ) and IT (∆VIT ) individually add up to the total perceived degradation
∆Vth at Vdd = 1.5V and TC = 130 ◦C. Src: [7]

1.4.2.1 Different Defects in Single Phenomenon

BTI is a phenomenon, which degrades transistors under the application of an electric potential difference (voltage)
across the gate dielectric of a transistor. When this potential difference induces an electric field, defects within the
gate dielectric are activated (from electrically neutral to electrically charged) and generated (new defect formation).

The problem in modeling BTI is that not a just a single defect type is generated. A gate dielectric is an oxide layer
on top of the mono-crystalline silicon substrate. Hence three defect types emerge:

• Oxide Traps (OT), which are defects (e.g., oxide vacancies) within the oxide (SiO2 and HfO2) layer.

• Interface traps (IT) which are defects (e.g., dangling valence bonds) from the passivation layer at the interfaces
(transition). First, the interface from the oxide dielectric (SiO2) to the high-κ dielectric (HfO2) and then from
the oxide dielectric (SiO2) to the substrate (Si)).

• Hole Traps (HT), which are missing electrons within the lattice of the oxide dielectric (both SiO2 and HfO2).

Each of these defect types is physically different and hence emits vastly different behavior (see IT, OT and
HT degradation in Fig. 1.7a). For example, since HT are carriers, these defects are active in the nano- to
millisecond domain. Contrary, the interface traps degrade over months of operation. As these three defect types
are fundamentally different, their dependencies with respect to temperature, time, electric field (voltage) and
manufacturing processes differ vastly.

Therefore, instead of modeling BTI, in reality three separate models are necessary, where each model models a
defect type individually. Then, the induced degradation of each defect type is estimated and combined to obtain the
final degradation, macroscopically observed as a shift in the electrical parameters of the transistor.
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1 Challenges in Traditional Design for Reliability

The different defects also appear in other phenomena like HCD and TDDB. Therefore, each phenomenon is complex
to model with individual physical models for each defect type instead of just the empirical macroscopic observations
(e.g., some fitting function over experimentally observed transistor parameter shifts).

1.4.2.2 Phenomena are Non-Monotonic (Recovery)
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Fig. 2. Overview of the degradation and recovery of the BTI aging mechanism and its relations with voltage scaling. (a) Aging degradation is determined
by the strength of Vdd, i.e. higher Vdd leads to higher ∆Vth. (b) Although the transistor is still on, switching the voltage to a lower level allows an intrinsic
recovery to occur contrary to state-of-the-art that assumes recovery only occurs when at 0V. (c) Aging degradation follows the tendencies of voltage scaling.
This demonstrates the necessity to jointly investigate aging and voltage scaling (as we propose) and not separately (as state-of-the-art does)

chip hardware monitor validated the theoretical prediction [9]
of a sudden drop in the frequency (see Fig. 1) after the switch
from high to low voltage level.

Therefore, aging effects should better be investigated jointly
with voltage scaling. Otherwise, reliability may be unsustain-
able due to the hidden short-term effects of aging.
Our novel contributions within this paper are as follows:
(1) We explore for the first time the short-time effects that
aging in conjunction with voltage scaling has on reliability.
This is unlike state-of-the-art which treats aging only as a
long-term deleterious effect [7], [10].
(2) To proactively avoid aging-induced transient errors, we
propose a technique that adaptively tunes the guardband at run-
time towards employing a small, yet sufficient one. Thereby,
our technique still maintains the benefits of ultra-fast voltage
switching and avoids the high performance loss that incurs
from employing non-efficient guardbands.

II. AGING-INDUCED TRANSIENT ERRORS

As soon as a pMOS is turned on, the BTI mechanism occurs
and generates defects that shift the Vth. The induced ∆Vth is
determined by the strength of Vdd as Fig. 2(a) shows, where
∆Vth due to different Vdd levels is presented. However, when
Vdd is switched to a lower level, a partial recovery of the
generated defects starts to take place as Fig. 2(b) demonstrates.
State-of-the-art (e.g., [7], [11]) considers that recovery solely
occurs when the pMOS is turned off (i.e. Vgs = 0V).

However, recent measurements [5] as well as state-of-the-
art physics-based BTI modeling [12] demonstrated that an
intrinsic recovery occurs as soon as Vdd is switched to a lower
level proving that recovering aging effects do not necessitate
turning the pMOS off. To evaluate that, we employ the
state-of-the-art Transient Trap Occupancy Model (TTOM) of
BTI [12]. As seen in Fig 2(b), switching Vdd from 1.0V down
to 0.9V and 0.8V reduces ∆Vth by 43% and 59%, respectively.
This is in contrast to [13] which shows that voltage scaling
has no impact on aging. This is due to employing models that
are not capable to capture aging under voltage scaling. Note
[13] like others also assumes only long-term effects of aging.
Additionally, Fig. 2(c), illustrates how aging degradation fol-
lows the tendencies of voltage scaling. All in all, Vdd govern
aging effects and therefore it is indispensable to investigate
them jointly with voltage scaling.

In fact, increasing Vth results in decreasing the transistor
drain current (ID) which elongates its delay [14]. As a result,

aging increases the delay of the chip’s critical path (toperation)
due to the delay increase of its individual transistor (tdelay)2.

toperation =

n∑

i=1

tdelay(i) : i ∈ critical path transistors (2)

tdelay ∝
1

ID
with ID ∝ (Vdd − Vth −∆Vth)2 (3)

Susceptibility to aging degradation: Besides its role in
governing aging, Vdd also determines the susceptibility to
the induced degradation, i.e. the impact that ∆Vth has on
increasing toperation. In Fig. 3, we present how the same of
aging degradation (∆Vth = 10mV) leads to a stronger shift in
toperation at lower Vdd levels. This is consistent with what it
can be derived from Eq. 3 where the impact of ∆Vth on the
tdelay magnifies when Vdd becomes smaller.
This hints to our key idea of revealing the transient errors
induced by aging in conjunction with voltage scaling.
Transient Errors: In state-of-the-art, aging is treated as a
long-term problem where degrading the reliability of on-chip
systems is in the order of months or even years. This is
because aging gradually shifts Vth. However, employing ultra-
fast voltage scaling changes the situation.

While degradation/recovery of aging still occurs gradually,
the impact of aging on reliability becomes sudden in the
presence of ultra-fast voltage scaling due to the negligible
recovery that is feasible within such tiny transition times
(i.e. <1µs). Therefore, the high ∆Vth, that was induced at
the previous high Vdd level, will be carried to next low Vdd
level where a higher susceptibility to aging degradation exists.
Such a conjunction between the high aging degradation and
the high aging susceptibility may lead to a temporary violation
of the employed guardband (i.e. toperation > tclock) and thus
to executing operations at that time results in transient errors
(see Fig. 1). This explains the relevance of aging short-term
effects. Despite some works (e.g., [10]) study aging under
different Vdd levels, such a conjunction between the high aging
degradation and the high aging susceptibility was neglected.

III. GUARDBANDS TO SUSTAIN RELIABILITY

Designing the required guardband that sustains reliability
(i.e. protects on-chip systems from errors induced by the

2As aging may change which path is critical, works like [15] can be
employed to determine the set of potentially critical paths after aging. For
simplicity, our method is presented with respect to a single critical path

Figure 1.8: (a) Aging-induced degradation is stimulated by the voltageVdd, i.e. higherVdd leads to higher∆Vth. (b) Recovery of aging-induced
degradation even if the voltage is above 0V.

Degradation phenomena become even more complex due to the feature of recovery. Instead of a monotonic increase
in degradation (e.g., a monotonic increase in transistor parameters), these phenomena exhibit recovery (healing) [8].
When the stress is reduced (temperature falls, voltage decreases, etc.), the defects which were generated or activated
can recover (see Fig. 1.7d) and Fig. 1.8. This means that the physical processes are (partially) reversible, i.e.
the lattices of the materials can heal and the defects can be passivated again (turn from electrically charged to
electrically neutral).

Therefore, instead of solely modeling the rate of degradation, additionally the rate of recovery must be modeled.
As these processes are reversible, induced degradation can be lowered and if this is not considered then the impact
(degradation) of these phenomena is severely overestimated. In fact, degradation and recovery are the opposing
forces and influence each other, furthering the complexity of the modeling.

As recovery is different for each defect type (with respect to dependencies on temperature, electric field and time),
also recovery is individually modeled for each defect type (see IT, HT and OT degradation in Fig. 1.7c) [9]. Lastly,
recovery is solely partially reversible.

Some defect types feature irreversible processes, where a reaction is triggered which creates volatile products which
can leave the transistor and thus are irreversibly damaged (e.g., hydrogen diffusion out of the chip in IT). This
partial reversibility further complicated the modeling and makes reliability estimations even more challenging.

1.4.2.3 Phenomena have a History

Typically, an experiment is reproducible, i.e. applying the same conditions yields the same result. Unfortunately,
this is not true for degradation phenomena like aging phenomena.

For example, if the transistor experiences a pulse 2ms at 1V and then 2ms at 0V, followed by another pulse of 1 s
at 1V, then the response of the transistor will differ (see Fig. 1.9). Before the first pulse, the transistor is pristine
and hence only manufacturing-induced defects are present and all defects are electrically neutral. After the first
pulse, a certain number of defects is generated and electrically activated (charged). Now the transistor recovers
until all reversible degradation has been reversed.

When the second pulse hits the transistor, more defects are present (manufacture-induced and induced by the last
pulse) but most will be passive. Therefore, the second pulse might generate less defects (as the easiest locations

10



1.4 Complexity is the Key Challenge for Reliability Estimations

0

5

10

15

20

25

30

35

40

45

0 2 4 6 8 10

No return
to zero

Slighty
higher peak

∆
V
th
[m

V
]

Time [ms]

BTI Response

Figure 1.9: The aging phenomenon BTI features history, i.e. the same stimuli (a repeating voltage pulse) results in different responses (as the
curve does not return to 0, but instead increases). This difference accumulates over many pulses (not shown here).

(lowest activation energy) to break the lattice already were broken by the first pulse) but activate more defects (as
more electrically neutral defects are now present).

Hence, transistors alter over time. Irreversible degradation starts to accumulate and even if all degradation would be
reversible, additional defects formed within the lattice create a stronger parameter shift despite the same conditions.
In other words, transistors remember their entire history in terms of operating conditions (experienced voltages and
temperatures over time).

In the degradation models, these internal states of the transistors need to be tracked (e.g., by calculating the number
of defects at all times and tracking irreversible degradation) and considered when calculating the response to a
particular condition (e.g., a voltage pulse at a given temperature).

1.4.2.4 Phenomena change constantly with manufacturingIntel Transistor Leadership 
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Figure 1.10: Innovations in transistor manufacturing with different materials. These material changes have an impact on degradation phenmo-
mena. Src: Mark Bohr, and Kaizad Mistry. "Intel’s revolutionary 22 nm transistor technology." Intel website (2011).
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1 Challenges in Traditional Design for Reliability

Degradation phenomena are highly sensitive to changes in the manufacturing process and materials of transistors,
which are constantly changing (see Fig. 1.10). The phenomena depend on the process as the number of generated
defects. These defects are generated during manufacturing and their number is governed by the quality of the
material and its lattice (poly-crystalline with grain boundaries, i.e. number and size of grains), which varies with
many variables during the manufacturing. For instance, process temperatures (higher temperature means more
defects) and annealing steps (healing processes) vary the quality of the crystalline lattice.

Additionally, the choice of materials matters. The oxide layer is not purely a SiO2 oxide. It is a nitrated (nitrogen-
infused) oxide SiOxNy With the introduction of high-κ dielectrics, the HfO2 high-κ layer was added on top of
the SiO2 dielectric to improve the electrostatics of the transistor (reduce channel leakage through higher dielectric
constant and gate leakage through thicker gate material).

With these innovations, the addition of N and Hf into the gate dielectric the susceptibility of the material to the
manufacturing process as well as susceptibility to the operation with electric field changes [10]. For example, while
HfO2 is electrically superior to SiO2 it could not entirely replace it as it is electrically and mechanically weaker. In
other words, the introduction of HfO2 worsened BTI as the electric field imposes more degradation in the weaker
material. The designers tried to combat the mechanical inferiority by maintaining a thin layer of SiO2 on the bottom,
but the susceptibility to the electric field is unavoidable, since the HfO2 was introduced to improve the electrostatics
and hence the electric field must pass through the HfO2.

Therefore, the models must be re-calibrated with each change (i.e., each generation) in manufacturing. If temper-
atures during manufacturing are altered, then the manufacturing-induced defects change and the phenomena react
to this change. Similarly, if the materials change, the physical origins of these phenomena alter and hence also
their induced degradation. Fortunately, the models do not need to be re-developed as the physical principles and
processes do not change. Solely a re-calibration (update the parameters) is necessary. Still, this further complicates
degradation modeling within transistors as each new transistor generation now needs to be re-calibrated.

1.4.2.5 New Phenomena appears in recent Transistor Types: Self Heating

Figure 1.11: Innovations in transistor manufacturing. New generations introduce new materials, manufacturing steps and techniques. All these
changes have an impact on degradation phenmomena. Src: Samsung Foundry Forum 2019

With the ever-changing transistors (materials, geometry, doping concentrations) new degradation phenomena may
appear. With the introduction of the FinFET transistors and beyond (GAAFET, etc.), the conductive channel is
encapsulated in the gate dielectric on three sides (previously in planar transistors only on the top, see Fig. 1.11).
This encapsulation improves the electrostatics of the transistor (e.g., decreases leakage), but also insulates thermally.
Combined with considerable Joule heating due to the high current density of the channel (a semi-conductor), this
elevates the channel temperature. This heating is intrinsic to the transistor operation with encapsulated channels
and thus called “self heating” (or Self Heating Effect - SHE).
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Self-heating is this new phenomenon, which elevates channel temperatures and thus directly as well a indirectly
worsens the performance of the transistor. The direct impact is the reduced carrier mobility through the elevated
lattice temperature, which decreases the current flowing through the channel (i.e., lowering the driving strength of
the transistor). On top of this direct impact, the elevated temperature of the channel also accelerates the underlying
physical processes of the other degradation phenomena (e.g., BTI). Hence, the presence of self-heating worsens the
degradations induced by these other phenomena.

This new self-heating was not present in the planar transistors of the last decades. Only recently, with the
introduction of the 3D structure of FinFET transistors, this new phenomenon was introduced. Therefore, changes
to the transistor technology may introduce new phenomena, which have to be considered in reliability estimations.
Worst-case scenarios (like the SS process corner) might not be forced to consider each new phenomenon, as their
considerable pessimism ensures that new phenomena are hidden within their extensive safety margins (guardbands).
However, for custom reliability estimations, the guardband is chosen tightly (to preserve as much performance as
possible) and thus must consider every mayor phenomenon.

1.4.3 Limited EDA Tool Support

Current EDA tools are only in their infancy with respect to custom reliability evaluations. Since the customers were
used to and preferred the worst-case estimations via the SS process corner (for simplicity and safety), that is what
the EDA vendors chose to support.

For analogue/mixed-signal (AMS) simulations limited support exists in the form of MOSRA (Synopsys) [11],
RelXpert by Cadence and UDRM from Mentor [12]. Yet, these tools are very limited in their use. For example,
these tools are hard to calibrate against foundry provided reliability data, have a large impact on the run-time and
since some (e.g., MOSRA) solely support the use of the build-in aging models, these are outdated (e.g., provide no
support for self-heating or time-dependent variability).

For large-scale digital circuits, there is no option beyond the provided SS process corner during synthesis, layout
and sign-off. Hence, it is impossible for the chip designer to specify a temperature, a supply voltage, a desired chip
lifetime and a given workload and then to design a chip to these specifications (and not unnecessarily robust with
SS corners).

In principle, there is no inherit obstacle preventing the integration of degradations beyond the SS process corner
into digital or AMS simulation, synthesis and sign-off. The integration is a question of considering additional input
data (typically the workload) and then using the existing tool chain to create custom degraded process corners. This
integration for both large-scale digital circuit and AMS (with modern reliability models) is the goal of this work.
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1.5 Four Steps for Custom Reliability Estimations in EDA Tools

The contributions of this thesis are grouped into four steps. Each step is a step closer to custom reliability estimations
in standard tools for large-scale digital and AMS circuits.

Step 1 –
Improve
Models

•Unify degradation models into single model

•Add new degradation phenomena

•Model degradation according to Voltage, Temperature and Workload

Step 2 –
Accelerate 

Models

•Simplify model calculations without accuracy loss (only peak degradation)

•Utilize hardware parallelism for large-scale transistor reliability estimations

Step 3 –
Incorporate 

in Tools

•Integrate reliability into analogue/mixed-signal simulator tool chain

•Estimate degradation of digital standard cells and create custom reliability process corner

Step 4 –
Accelerate 

Tools

•Massively parallel circuit simulations

Custom Reliability Estimations for Digital and Analogue Circuits

Figure 1.12: The four steps which group the contributions of this thesis towards custom reliability estimations in analoue and digital circuits.

1.5.1 Step One - Improving Degradation Models

Step one prepares the degradation models (aging, self-heating, etc.) for custom reliability estimations. As discussed
in Section 1.4.2, degradation phenomena are quite complex and thus the simplistic modeling offered by EDA
vendors is insufficient. To estimate the guardband correctly, a high degree of certainty in the results is required and
hence the models have to represent the current state of the art.

This step models new phenomena and prepares the models designed by reliability physicists for the integration into
the EDA tools:

• Unify the major degradation phenomena into a joint physical degradation model, which considers their
interactions and dependencies on the operating conditions (voltage, temperature, activity). This model
estimates the degradation based on the individual conditions of the use-case scenario.

• Consider recently uncovered phenomena (variability in transistor defects, self-heating in FinFET transistors)
to enable tools to estimate reliability in current state-of-the-art FinFET transistors.

1.5.2 Step Two - Accelerating Degradation Models

As outlined in Section 1.4.1, reliability estimations are the modeling and estimation of a humongous amount of
transistors and operations. In order to make these estimations feasible, the degradation models directly from the
reliability physicists cannot be used. These models are optimized to be as accurate as possible and, in the physicists
work, estimating a single or only a handful of transistors is sufficient.
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However, for our purposes of integrating the degradation models into EDA tools (for large-scale circuits), a much
higher performance is required. For these purposes the degradation models are accelerated:

• Speed up modeling by providing upper-bounds for a given operating condition.

• Parallelize the degradation models to leverage the parallel computing hardware for large-scale transistor
reliability estimations.

1.5.3 Step Three - Incorporating Degradations into Standard Tools

Once the degradation models are up to date (step one) and sufficiently fast (step two), they can be incorporated into
the standard tools. In this work, we highlight how this integration can performed for both large-scale digital circuits
as well as AMS circuits:

• Estimate aging in digital standard cells to provide custom reliability estimation for large-scale digital circuits.

• Integrate reliability into analogue/mixed-signal simulator tool chain for custom reliability estimations of
analogue/mixed-signal circuits.

1.5.4 Step Four - Accelerating Standard Tools

Section 1.4.1 showed how performance is crucial for reliability estimations in circuits. Therefore, this work presents
options to further increase the performance of the standard tools:

• Massively parallel implementation of circuit simulators to enable reliability estimations of large-scale circuits
(non-standard-cell digital designs, large analogue designs).

1.6 Custom Reliability Estimation for Analogue and Digital Circuits

The goal of this thesis is the custom reliability evaluation for analogue and digital circuits. For a given use-case,
i.e. voltage, temperature, lifetime and workload, the designers should be able to determine the correct guardband
(as discussed in Section 1.3.2).

Sufficient timing guardband to tolerate induced degradations in the transistors. This estimation with high certainty
leads to less pessimistic guardbands and hence higher performance (via higher clock frequencies).

This certainty in the estimations stems from the state-of-the-art aging and degradation modeling (step one), which
provides accurate degradation estimations based on a given temperature, voltage, lifetime and workload for each
transistor. Then, since these models are feasible even in large-scale simulations due to their high performance (step
two), even large analogue circuits can be simulated in that degraded state (high-performance due to step four), to
obtain the new circuit parameters (amplifier bandwidth, noise margins, etc.).

For digital circuits, it is crucial to obtain a custom degraded process corner, i.e. standard cells exactly degraded to
the specified voltage, temperature, lifetime and workload. Our integration into the standard tools (step three) allows
us to provide degraded process corners for each individual use-case (temperature, voltage, lifetime and workload).
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Figure 1.13: Custom reliability evaluation based on the voltage, temperature, lifetime and workload according to a use-case scenario.

1.6.1 Defining a Use-Case

The circuit designer has to define a use-case, which consists of two dimensions:

• Abstraction level

– Transistor: Voltage, Current, Power, Delay and Degradation is calculated individually per transistor.
This represents a fully analogue simulation with the highest level of detail.

– Standard Cells / Subcircuit: Voltage, Current, Power, Delay and Degradation is estimation for entire
subcircuits or subcomponents (e.g., ALU and register file of a CPU). This is typical for digital designs,
which employ standard cells instead of transistors for their granularity.

– Circuit: Voltage, Current, Power, Delay and Degradation is estimated for the entire circuit at once. High
inaccuracies for the estimation, but allows for large circuit estimations.

• Value level (for each Temperature, Voltage and Workload individually)

– Peak Value: A single worst-case value for the entire lifetime.

– Values over Time: A value (e.g., temperature) for each time step

Most AMS circuit designers are used to detailed use-cases. They employ transistors as the abstraction level and
values over time for voltage and workload. Hence, each transistor receives their own unique voltage over time
and duty cycles over time. Temperature is typically abstracted to just one peak temperature for the entire circuit
(abstraction: circuit, value: peak).

Digital circuit designers are used to standard cell designs. The circuit consists of standard cells, which have their
timing (delay) and power information pre-determined from a standard cell library. Voltage and temperature is
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typically per subcircuit (e.g., higher temperature for the register file in a CPU), higher voltage for the memory
controller in a CPU) but as values over time. As temperature and voltage (voltage scaling to increase power
efficiency) fluctuate heavily across large digital circuits, many simulation tools (e.g., HotSpot [13]) are employed to
determine temperature and voltage over time per subcircuit (many thousands of standard cells each).

An example of a use-case for a digital circuit would be

• Temperature: Peak 125 ◦C in register file, Peak 85 ◦C in memory controller, Peak 105 ◦C in data cache, etc.

• Voltage: 0.9V in register file, 1.2V in memory controller and 0.9V in data cache, etc. All these values over
time, with power gating (set Vdd = 0V) when CPU is idle (not in use).

• Degradation: 10 years at conditions above

• Workload: Worst-case workload (high degradation in each standard cell) as processor is general purpose.

Note, that average values (temperature, voltage, activity) are not useful, as reliability estimations require an upper
bound to guarantee reliability. Hence, if a single value is used, it is always the worst value of a given range. Also
note, that peak values are not the same as a worst-case estimations. If cooling maintains a peak temperature of
80 ◦C , then this estimation assumes a constant temperature of 80 ◦C, which is much lower than the worst case of
constant 125 ◦C.

1.6.2 Accuracy versus Effort Trade-Off

During the definition of a use-case, the circuit designer has to balance accuracy vs effort, as shown in Fig. 1.14. For
example, for smaller digital circuits, one might rely on a transistor abstraction instead of a standard cell abstraction.
Each standard cell is then simulated as a set of transistors compared to an atomic unit in a standard cell library.
This imposes a higher simulation effort, yet also provides a more accurate result.

A couple examples to illustrate this trade-off:

• Considering the effect of power gating (set Vdd = 0V) when circuit is idle to allow degradation phenomena to
recover in these power gating cycles. This is in contrast to the simplification of simply considering a constant
voltage of 1.0V applied throughout the lifetime of the circuit (ignoring power gating).

• Considering the thermal distribution of a chip versus a uniform temperature distribution. Employing a heat
map of a large circuit (such as an CPU) allows to define a temperature (peak or over time) per CPU component.
As caches (e.g., L2 cache) are typically much colder, than the logic (e.g., ALU) with high power densities,
this will reduce the pessimism of the reliability simulation.

• Considering the workload in an embedded system versus a general purpose application. Embedded systems
frequently perform the same task over and over again. For instance, a security camera CPU will process an
image every 20ms (50 frames per second). This means that for the entire lifetime of that processor it will
perform the same task every 20ms and the activity (duty cycle, switching frequency) of its transistors can
be known. Compare this to a smartphone, where the end-user can use any application in the app store of its
manufacturer, i.e. where the workload cannot be assumed by the circuit designer.

In each of these examples, considering the more granular information (either spatially or temporal) provides a higher
accuracy in the estimated reliability at the cost of more simulation effort. Each additional piece of information
reduces pessimism from the estimation as now less and less worst-case assumptions (e.g., worst-case workload
versus known workload) need to be made.
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Figure 1.14: In a custom reliability evaluation, for each input: voltage, temperature, lifetime and workload a trade-off between accuracy of the
resulting guardband and information/simulation effort needs to be found.

1.6.3 Custom Reliability per Use-Case

With the use-case defined, the circuit designer employs the custom reliability estimation to determine a guardband in
his circuit which barely maintains reliability. For exactly the temperature, voltage, workload and lifetime specified,
the designer receives a custom reliability guardband. As mentioned in Section 1.3.2, this lower guardband either
safes performance (timing guardband), power (voltage guardband) or silicon area (circuit hardening).

This regained performance is not just an optimization step, but also allows designers to further benefit from ongoing
technology scaling. Each new generation might stimulate the degradation phenomena more (see Section 1.2)
and thus with worst-case estimations (SS process corner) there might be no benefit to employ the newer CMOS
technology. This is already evident by the reluctance of industries like the automotive industry to employ the
newest CMOS technologies. However, with custom reliability estimations reliability can be guaranteed while still
benefiting from the power and performance benefits of a new CMOS technology as the pessimism in reliability
estimations is significantly reduced.
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2 Background in Degradation Phenomena and
Models

Degradation phenomena split into two categories. Aging phenomena and degradation effects. First an overview
over the key aging phenomena:

Bias Temperature Instability (BTI) Electrical activation and generation of defects within the gate
dielectric of a transistor.

Hot-Carrier Degradation (HCD) Kinetic activation and generation of defects within the gate di-
electric of a transistor, localized near the drain of the transistor.

Time-Depedent Dieelectric Breakdown (TDDB) Formation of a conductive path through defects within the gate
dielectric of the transistor.

Electromigration (EM) Kinetic transport of material within the conductive wires of a
circuit.

Aging phenomena degrade a circuit (transistors or wires) over time, i.e. their degradation is ever-increasing if the
same conditions are held over time. Now an overview over degradation effects, which are effects which degrade the
transistor without a dependency on time. Either they act immediately (e.g., responses of the transistor to influences
like elevated temperature) or are active all the time (e.g., manufacturing variability).

Manufacturing Variability Tolerances of manufacturing processes induce fluctuation of pa-
rameters in semiconductor structures. Manufacturing variability
is composed of many smaller effects such as (not extensive list):

↪→ Random Dopant Fluctuation (RDF) The imprecision in the dopant implantation, both in terms of
dopant concentrations and dopant distribution across the channel
of a transistor and its drain/source regions.

↪→ Process Variation (PV) The imprecision of the lithographic processes, which results in
tolerances the transistors geometry (e.g., transistor length (L) and
width (W)).

↪→ Line Edge Roughness (LER) The roughness of the edges of features in semiconductor manu-
facturing.

Thermal Transistor Degradation Lower carrier mobility and lower threshold voltage if the lattice
temperature of the transistor channel increases. Other effects,
which also change transistor parameters, are also included see
[14].

Self Heating Effect (SHE) Elevated channel temperature of a transistor due to trapped Joule
heating in encapsulated transistor channels (e.g., in FinFET).

Random Telegraph Noise (RTN) Random capture and emission of charges in defects in the lattice
of the gate dielectric of a transistor.
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2 Background - Degradation Phenomena and Models

This work does not cover all degradation phenomena, but instead focuses on two types of phenomena. The first type
are the currently dominant phenomena, i.e. the phenomena with the strongest impact on transistor performance
(e.g., highest induced parameter shifts). Secondly, phenomena which interact with a dominant phenomenon. For
example, BTI and HCD share similar physical processes. Even if one phenomenon would not induce strong
degradations (even though in current CMOS technologies both BTI and HCD do), we would still have to consider
both phenomena, as they strongly interact with each other (e.g., BTI can amplify or mitigate HCD). The defects of
one phenomenon can be electrically activated by the other, as explained in [15]. In contrast, the dopant concentration
of the channel does not interact with BTI, i.e. RDF and BTI are two completely orthogonal processes and the
guardband of a circuit can be simply the sum of the individual guardbands of the orthogonal degradation phenomena.
Therefore, this work focuses on BTI, HCD, RTN since they share similar physical processes as well as PV and
SHE since these two modulate the degradation imparted by BTI, HCD and RTN. How the considered phenomena
interact with each other is explained in the following Sections along with a brief explanation of the phenomena
themselves.

For background on the not discussed phenomena, please refer to the following references. Electromigration is
explained historically in [16] and with the impact on reliable circuit design in [17]. For TDDB please refer
to [18–20] with a special focus on TDDB in high-k dielectrics in [21, 22].

2.1 Empirical and Physics-Based Models

In this work, we frequently distinguish between empirical and physics-based models. Empirical models are models
which describe the macroscopic behavior of a phenomenon, without providing a detailed understanding or modeling
of the underlying physical processes and mechanisms. For example, when a transistor is experimentally tested one
could describe a BTI-induced degradation curve via a power-law equation [23, 24]:

∆Vth = 0.05 · e−1500/TC · Vdd
4 · t 1

6 · λ 1
6 (2.1)

with TC as the channel temperature, Vdd as the supply voltage, t as the operation time of the transistor and λ as the
duty cycle (on-/off-ratio) of the transistor. Essentially, this model follows a power-law over time with an exponent
of 1

6 and correction factors for temperature, voltage and duty cycle. Therefore, this model is an mathematical fit to
experimental data of a transistor with fitting parameters such as 0.05 and −1 500 as well as all exponents to fit the
mathematical expression against the experimentally observed data points.

These empirical models feature simple mathematical expressions (see Eq. 2.1) and are hence very useful for
simulating large numbers of transistors as each transistor estimation takes little effort (resolve and compute the
simple expression). Hence, they are popular in circuit reliability estimations [23,25]. In fact, before the underlying
physical process of a phenomenon are understood, they are the only way to model a phenomenon. Perform an
experiment with the transistor or circuit, let it operate under different conditions (in this case different Vdd, TC

and λ), measure the degradation and fit the mathematical expression. Therefore, empirical models are the first
generation of degradation models for any degradation phenomenon.

Physics-based degradation models take a different approach. Instead of fitting a mathematical expression to
experimentally observed data, they try to model the underlying physical processes. Parameters in physics-based
models are no arbitrary fitting parameters, but instead natural constants and concepts. For example, the elementary
charge of carriers or activation energies to break specific chemical bonds. For the same phenomenon (BTI), a
physics-based model (the reaction-diffusion model from [8]) is structured as follows:
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2.1 Empirical and Physics-Based Models

Parameter Value Description

t - Current time
NIT - Interface trap density
N0 - Initial Bond density
NH - Atomic H density near interface
NH2

- Molecular H2 density near interface
CH - Atomic H concentration
CH2

- Molecular H2 concentration
kf - Si−H Bond breaking constant
kr - Si−H Bond annealing constant
k 8.617 · 10−5eV/K Boltzmann constant
δ 3 nm Interfacial thickness
EAKF 0.175 eV Activation Energy
EAKR 0.2 eV Activation Energy
EAKH 0.3 eV Activation Energy
EAKH2

0.3 eV Activation Energy
EADH 0.2 eV Activation Energy
EADH2 0.58 eV Activation Energy
kf0 Device Dependent Si−H Bond breaking constant
kr0 9.9× 10−7 cm3/s Si−H Bond breaking constant
kH0 8.56 cm3/s H dimerization rate
kH20 5.7× 10−5 cm3/s H2 dissociation rate
DH 9.56× 10−8 cm2/s Diffusivity atomic H
DH2 3.5× 10−5 cm2/s Diffusivity atomic H2

Table 2.1: Parameter list of reaction diffusion equations.

∂NIT

∂t
=

Defect Generation︷ ︸︸ ︷
kf · (N0 −NIT )−

Defect Healing︷ ︸︸ ︷
kr ·NITNH (2.2)

kf = kf0 · (Vg − Vth0)
3
2ΓIT · e−

EAKF
k·T

kr = kr0 · e−
EAKR

k·T

δ

2
· ∂NH

∂t
= DH · ∂NH

∂x
+

∂NIT

∂t
− δ · kH [NH ]2 + δKH2

NH2
(2.3)

kH = kH0 · e−
EAKH

k·T

kH2
= kH20 · e−

EAKH2
k·T

DH = DH0 · e−
EADH

k·T

δ

2
· ∂NH2

∂t
= DH2 ·

∂NH2

∂x
+

∂NIT

∂t
− δ

2
· kH [NH ]2 +

δ

2
KH2NH2 (2.4)

DH2
= DH20 · e−

EADH2
k·T

∂CH

∂t
= DH · ∂

2CH

∂x2
− kHC2

H + kH2
CH2

(2.5)

∂CH2

∂t
= DH2

· ∂
2CH2

∂x2
− 1

2
kHC2

H + kH2
CH2

(2.6)
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2 Background - Degradation Phenomena and Models

The reaction-diffusion model [8] of BTI provides a set of differential equations to model the mechanisms explained
in 2.2.1.1.1 and 2.2.1.1.2. Note, that these equations are physics-based equations, which aim at understanding
and modeling the underlying physical processes of BTI. The parameters in Table 2.1 are physical constants or
experimentally determined properties of materials. To briefly explain the individual equations: Equation 2.2
models the reaction in equation 2.7 with the kf -term as the bond dissociation term and the kr term as the bond
annealing term. Equation 2.3 describes the dimerization of atomic H into molecular H2 like the reaction described
in equation 2.8. The differential equation takes the diffusion of atomic H and the number of interface traps as
additional factors into account. The dissociation of H2 is described by equation 2.4. Equations 2.5 and 2.6 model
the diffusion of atomic or molecular hydrogen respectively.
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Figure 2.1: BTI-induced degradation (bottom) follows the voltage (top) as it is stimulated by it. Only physics-based models can determine BTI
under different dynamic Vdd.

Importantly, physics-based equations are not complex for the sake of complexity. By modeling the underlying
physical properties, these models are capable of modeling the phenomena with much higher fidelity. Not just
higher accuracy (for example, a more accurate dependency on λ or Vdd), but also with additional features. For
example, in the empirical model the voltage must remain constant over the entire operation of the transistor (i.e. its
entire lifetime (e.g., 10 years)), while in the physic-based model the voltage can be changed over time. Therefore,
when a circuit scales its Vdd to save power, this particular empirical model could not determine the BTI-induced
degradation, while the physics-based model can (see Fig. 2.1). Similarly, temperature and other inputs can be
dynamic (changing over time) in physics-based models, while most empirical models require static values (identical
over time lifetime).

Unfortunately, physics-based degradation models require high computational efforts to obtain a result. Instead of
resolving and computing a simple mathematical expression as in Eq. 2.1, an entire set of differential equations
must be solved. Therefore, the accuracy and fidelity of the physics-based degradation models come at the cost of
complexity and effort.

Nevertheless, whenever possible (not all phenomena are well-enough understood), this work relies on physics-based
models as their accuracy and fidelity are necessary for custom reliability estimations. For the defined use-case,
dynamic voltage and temperature as well as high confidence in the results is absolutely mandatory to guarantee
suitable guardbands. Hence physics-based, are the only choice (if available for that particular phenomenon).
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2.2 Aging Phenomena

2.2 Aging Phenomena

Aging phenomena haven been a challenge for CMOS reliability for decades and hence are also researched extensively
over the same time period. During these decades, various CMOS technologies have come and gone. Technology
scaling has introduced new transistor designs and materials, which altered the strength of the aging phenomena.
Hence, over the years different phenomena were the dominant aging phenomena in a given CMOS technology as
shown in Fig. 2.2.

Note, that aging phenomena had different names over the years. BTI is frequently called NBTI or PBTI if it occurs
in pMOS and nMOS (opposite transistor to phenomena naming) transistors. HCD was called Hot-Carrier Injection
(HCI), Hot-Carrier Induced Degradation (HCID) or Channel Hot Carriers (CHC). In this work we use the general
terms, hence BTI as the overall name for both NBTI and PBTI as well as HCD for hot carriers.
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Figure 2.2: History of aging phenomena according to [26] with emerging and subsiding aging phenomena over time. Src: [26].

Although aging has been studied for so long and the rise and decline of the aging phenomena made understanding
the key aging phenomenon important at a point in time, the mechanisms behind the aging phenomena are still
not fully understood to this day. CMOS technology alters too quickly (new materials, new transistor geometries,
smaller geometries introduce quantum effects, etc.) to fully understand and explain the intricacies of the underlying
physical processes.

BTI

N+ P+ P+

XVDD GND

Electric Field

Figure 2.3: BTI occurs due to the vertical electric field over the gate dielectric of a transistors, which generates and activated defects within the
gate dielectric.
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2 Background - Degradation Phenomena and Models

2.2.1 Bias Temperature Instability

Bias Temperature Instability is the degradation of a transistor (e.g., a shift in Vth) due to the generation and activation
of defects in the gate dielectric of a transistor. The generation and activation of these defects is due to the electric
field over the gate dielectric, which imposes electrical stress on the materials within the gate dielectric.

Two main theories attempt to explain the underlying physical processes. First, the reaction-diffusion theory [9]
and secondly the trapping-detrapping theory [27]. Each theory has many different models with many names. For
example, the trapping-detrapping theory is implemented as atomistic trap-based BTI model [28], just trapping-
detrapping model [29], Comphy (Compact Physics-based model) [30] or Probabilistic Defect Occupancy (PDO)
model [31]. In this work, we rely on our collaborators, i.e. Souvik Mahapatra from IIT Bombay with the BTI
Analysis Tool (BAT) [9] representing the reaction-diffusion model and Monteserrat Nafria with PDO model [31]
for trapping-detrapping. While the details of other model implementations differ, the general explanations within
models of the same theory are comparable.

The two theories disagree on various underlying physical processes. A direct discussion between the proponents
of the two leaders behind each theory is provided in a joint publication [32]. The publication clearly outlines
despite 50 years of research, that certain physical processes and mechanisms of BTI are agreed upon, while other
physical processes are disagreed on. This work takes no stance on this discussion and simply employs one model of
each theory. The theories have different strengths and weaknesses and this governs our selection in the individual
contributions. However, it is important to note, that the other theory (or even other models within the same theory)
could be employed with comparable results. For a deeper explanation of the differences in circuit design, refer
to [28]. The work in [28] aims to highlight the differences in an actual simulation study of reliability in standard
cells.

A short and simplified overview of the two theories is given in Table 2.2. The following sections provide a
explanation of the individual theories and more differences will become apparent, but these differences are the key
differences.

Property BTI Theory

Reaction-Diffusion (RD) theory Trapping-Detrapping (TD) theory

Degradation saturates due to Diffusion limited Reaction limited
Defect Types IT, HT and OT IT and HT. No OT.

Permanent Component Partial degradation is irrecoverable All BTI degradation is recoverable

Table 2.2: Comparison between RD and TD theories for BTI.

2.2.1.1 Reaction-Diffusion Theory

This section provides an overview for an explanation of BTI according to the reaction-diffusion theory. For a more
detailed explanation about each physical process and mechanism please refer to the BTI book [33].

According to RD, there are three defect types:

• Interface traps (IT) which are defects (e.g., dangling valence bonds) from the passivation layer at the interfaces
(transition). First, the interface from the oxide dielectric (SiO2) to the high-κ dielectric (HfO2) and then from
the oxide dielectric (SiO2) to the substrate (Si)).

• Oxide Traps (OT), which are defects (e.g., oxide vacancies) within the oxide (SiO2 and HfO2) layer.

• Hole Traps (HT), which are missing electrons within the lattice of the oxide dielectric (both SiO2 and HfO2).
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2.2 Aging Phenomena

In the following Section, we explain each defect type in detail.

depletion region

P+ N+ N+

P substrate

DrainSource Gate

SiO2 Interface Layer
HfO2 High-k Layer

Metal Gate

Channel

Figure 2.4: Two interfaces (material transitions) exist in a MOSFET. The first interface occurs from the oxide dielectric (SiO2) to the high-κ
dielectric (HfO2) and then the second interface from the oxide dielectric (SiO2) to the substrate (Si).

2.2.1.1.1 Interface Traps Interface Traps (IT) are generated at the interfaces (transition between materials).
In a high-κ MOSFET, two interfaces exist as shown in Fig. 2.4. The first interface is the transition from the oxide
dielectric (SiO2) to the high-κ dielectric (HfO2) and then the second interface from the oxide dielectric (SiO2) to
the substrate (Si). At each interface, the materials are unaligned, i.e. not every atom has a partner to bond to. For
example, at the SiO2 to Si interface, the large O atoms sit between the Si atoms and thus have a lower lattice density
then the dense Si lattice. Therefore, not every Si atom in the Si-substrate has a Si atom in the SiO2-dielectric as
they are further apart.

Note, everything discussed in this section is from the perspective of a PMOS transistor but works analogously in a
NMOS transistor with opposite carrier charges and bias voltages.

Hydrogen passivation As this would result in dangling bonds (electrons not part of an atomic bond), hydrogen
(H2) is introduced during manufacturing to passivate the surface. Hydrogen molecules can separate into hydrogen
atoms and then bond to the Si atoms in the Si-substrate who could not find a partner in the SiO2-dielectric. This
creates Si−H bonds and thus passivates (removes) all the dangling bonds at the interface. In other words, each
Si atoms in the Si-substrate is now either bonded to a matching Si atom in the SiO2-dielectric or to an H atom.
Therefore, removing the negative charges (electrons from the dangling bonds) at the interface.

Interface Traps:
Si−H+ h+ −−⇀↽−− Si+ +H (2.7)

Molecular Hydrogen:
H+H −−⇀↽−− H2 (2.8)

Interface Trap Generation:

Si−H
h+−−→ Si···H (2.9)

Si···H EA thermal−−−−−−−−→ Si+ +H (2.10)
Interface Trap Recovery:

Si+ +H −−→ Si···H (2.11)
Si···H −−→ Si−H+ h+ (2.12)

Breaking of Si-H Bonds The Si−H bonds at the interface can be broken with the application of a vertical
electric field across the gate dielectric, which provides the stimulus to attract minority carriers to the Si-substrate.
This attraction of minority carriers is the desired formation of the conductive channel in a MOSFET. However,
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2 Background - Degradation Phenomena and Models

these carriers may also break the Si−H bonds at the interface. This physical process is illustrated in the left side of
Fig. 2.5 and follows the following steps:
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Figure 2.5: Steps of the interface trap generation (5 steps on the left) and recovery (5 steps on the right) due to BTI according to the RD model.

1. The gate of the transistor has potential lower than the substrate, which will generate an electric field over
the gate dielectric. Due to the electric field, minority carriers are attracted towards the gate dielectric. This
forms a channel directly beneath the gate dielectric. For a pMOS holes are the minority carriers and thus are
gathering near the gate dielectric.

2. Some of these carriers (holes) from the channel can use quantum tunneling to reach a Si−H bond. There, the
hole recombines with electrons in the Si−H bond. Now the Si−H bond which started at 2 electrons, has only
1 electron remaining, which weakens the bond (dashed line in Fig. 2.5). This weaker bond has a reduced
activation energy of both bonding partners.

3. Through thermal activation (kinetic “wiggling” of atoms due to temperature) the H atom obtains sufficient
kinetic energy to reach its activation energy. The H atom rips the remaining valence electron to bonds it to
an orbit around its nucleus.

4. This Si−H bond is thus broken and the remaining Si becomes positively charged Si+, as its valence electron
was stolen by the H atom.

5. The neutral H atom diffuses slowly through the SiO2 lattice in the gate dielectric via random hopping.

6. If 2 neutral diffusing H atoms meet, they bond into molecular H2, which is less reactive and thus diffuses
faster.

These steps explain the breaking of the Si−H bonds. However, this reaction saturates, as the following steps limit
the reaction rate (diffusion limited):

7. Slow diffusion of H2 via random hopping through the SiO2 and HfO2 dielectrics.

8. The H2 concentration increases, as H2 diffusion is limited. This results in H+ H −−⇀↽−− H2 reaction reaching
a equilibrium.

9. With the dimerization reaction reaching an equilibrium, the atomic H concentration rises, due to the continues
generation of H atoms in the Si−H+ h+ −−⇀↽−− Si···H reaction. This now limits the breaking of Si−H bonds
due to Si−H+ h+ −−⇀↽−− Si···H reaction.

10. The H2-diffusion front (area of high concentration) moves through the gate dielectric. As soon as the
H2-diffusion front reaches the poly-crystalline Si, H2 escapes and the damage is irreversible.

11. H2 concentration reaches an equilibrium as diffusion out of the system and H2 generation finds a steady state.
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2.2 Aging Phenomena

Healing of Si-H Bonds Healing the broken Si−H bonds is the reverse mechanism to the breaking of the
Si−H bonds. Breaking and healing are exact opposites and the damage due to breaking of the bonds can be
recovered by the healing process. Healing occurs when the electric field over the gate dielectric is reduced (it then
heals for a while, until a new steady state of degradation is found) or entirely removed (i.e., the transistor can heal
with defects still being generated). A full recovery is impossible due to the irreversible nature of the removal of H2
from the system (as it escapes in Step 10 above). Once H2 reaches the poly-crystalline gate, it is forever lost and the
corresponding interface traps cannot be healed, due to the lack of a bonding partner. Healing follows this reaction
equation:

2 Si+ +H2 −−→ 2(Si−H) + 2h+ (2.13)

The process is illustrated in the right side of Fig. 2.5 and follows the following steps:

1. Creation of atomic H due to splitting of molecular H2: H2 −−→ H+ H

2. Diffusion of atomic H via random hopping.

3. An atomic H atom finds a reactive Si+ with an unsatisfied bond (Si ion), i.e. a missing electron.

4. Both partners form a weak bond (dashed line) with the reaction: Si+ + H −−→ Si− H+ h+

5. The bond generates a hole (reverse recombination) and strengthens itself (increases activation energy).

6. The generated holes use quantum tunneling through gate dielectric either towards the channel or more likely
(due to the vertical electric field) through the gate dielectric towards the poly-crystalline gate electrode.

Most broken Si−H bonds heal immediately, as the atomic H is still near the unsatisfied Si+. Therefore, there is
a constant battle between defect generation and healing. This ratio between defect (bond) breaking kf and defect
(bond) healing kr, which is defined as kf

kr
, will determine the number of IT defects NIT .

Temperature and Voltage If the strength of the electric field increases (higher Vgs), then more minority
carriers are in the channel and more Si−H bonds are broken, thus generating IT defects (positively charged Si+

ions). Similarly, if the temperature TC is increased, then the achieving the required thermal activation (overcoming
activation energy EA) is more likely and more weakened Si−H bonds are broken: Si···H EA thermal−−−−−−−−→ Si+ + H.

In summary, IT generation is accelerated if either TC or Vgs is increased.

2.2.1.1.2 Oxide Traps Oxide Traps (OT) separate into two types, which are physically and conceptually very
similar, but heavily debated [32]:

• Capture and emission of carrier in pre-existing (generated during manufacturing) defects (e.g., oxygen vacan-
cies) in the SiO2 and HfO2 lattice

• Generation of new defects (e.g., oxygen vacancies) in the SiO2 and HfO2 lattice

The authors of [30] and [31] assume that the generation of new defects within the SiO2 and HfO2 lattices are not
possible. The Si−O and Hf−O bonds are too strong (too high activation energy EA) to be broken during the
operation of the transistor. Instead, solely pre-existing defects (due to imperfect manufacturing) can be electrically
activated (they are electrically neutral after manufacturing).

On the other hand, [9, 33] assumes the capture and emission in pre-existing defects as Hole Traps (HT) and
generating of new defects as Bulk Traps (abbreviated as OT, historically Oxide Traps). For the sake of clarity, we
follow this notation in this work. Hence, Oxide Traps (OT; Bulk Traps in [9]) are newly generated defects in the
SiO2 and HfO2 lattices and Hole Traps (HT) are pre-existing (manufacturing) defects in the SiO2 and HfO2 lattices.
This notation allows us to explain both theories, since TD just assumes OT to be non-existent.
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2 Background - Degradation Phenomena and Models

Note, that the regular SiO2 is in fact nitrided during manufacturing (i.e., Nitrogen is introduced in the lattice) to
create a SiON lattice. However, for the purpose of explaining the basics of BTI mechanisms, this is ignored.
Additionally, the differences between Si and Hf are also ignored, as the discussed mechanisms are identical for Si
and Hf. With respect to BTI, the introduction of the HfO2 high-κ layer only added a second interface to the gate
stack. For the sake of simplicity, consider HfO2 just electrically superior and mechanically/chemically inferior
material to SiO2. Therefore, SiO2 still remains a part of the high-κ gate stack (see Fig. 2.4) to protect the HfO2
from the heat and channel carriers within the channel (as HfO2 would otherwise deteriorate).

=O2  =Si 

 
 

Figure 2.6: Crystalline and amorphous SiO2. Src: [26]

Amorphous materials are irregular structures compared to crystalline lattices, but even in their irregular structure
all atoms have sufficient partners to bond with. Figure 2.6 shows how O2 and Si bond in a regular crystalline and
irregular amorphous lattice. In both lattices, SiO2 forms rings (visible in hexagons in the left side of Fig. 2.6). In
the crystalline lattice, each ring is a hexagon consisting of six Si and six O atoms. In the amorphous form, some
SiO2 rings are bigger (seven or more Si and O) and some SiO2 rings are smaller (down to 4 Si and O) than in the
crystalline structure. These variations from the optimal alignment have a lower activation energy and thus can be
split more easily.

Pre-Existing Oxide Vacancies (Hole Traps) During the manufacturing process, these bonds can break
due to high temperatures involved and since entropy dictates that some missing O is energetically better [26].
Essentially, it is thermo-dynamically beneficial to miss some oxygen atoms to reach a lower energy state. It is
important to note, that tuning manufacturing processes might increase or decrease the number of defects within the
lattice. For example, a higher temperature dictates a higher number of missing oxygen as the lowest energy state.
Therefore, keeping temperatures as low as possible after growing/depositing the SiO2 and HfO2 oxides, reduces
BTI in a CMOS technology. These missing oxygen atoms are called oxygen vacancies and shown in Fig. 2.7.
Figure 2.7(a) illustrates a healthy lattice opposed to a lattice with missing oxygen in the middle of 2.7(b).
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2.2 Aging Phenomena
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Figure 2.7: Oxide traps as electrically activated oxide vacancies. Red arrows indicate passivated bonds with hydrogen instead of an oxygen or
silicon atom. Src: [26]

Generation of Oxide Vacancies (Oxide Traps) The generation of OT is transforming 2.7(a) → (b), i.e.
the generation of a oxide vacancy in a SiO2 lattice. The physical process follows the following steps:

1. Oxygen will reach its activation energy, due to temperature and the electric field applied over the dielectric.
This Oxygen will be located in one of the sub-optimal SiO2 rings as these have slightly lower activation
energies EA.

2. With the activation Oxygen will break its bonds with the 2 neighboring Si atoms: Si−O−Si −−→ 2Si+ O

3. Oxygen will dimerize to molecular oxygen O+ O −−→ O2 and diffuse through the system and escape from
the system.

According to [9,33] this generation of OT is irreversible and always leads to permanent degradation of the transistor.
However, note that the resulting oxide vacancy is electrically neutral in Fig. 2.7(b).

According to [30], OT do not exist, as Si−O bonds have too high of an EA to be broken by an electric field or
temperatures during operation. During manufacturing the transistor is exposed to 600 ◦C and more, while during
operation the transistor is expoed to 125 ◦C and lower.

Capture and Emission of Carriers within Oxide and Hole Traps A neutral oxide vacancy does not have
any impact on the channel of the transistor. To activate such a defect (oxide vacancy), a carrier must be captured.
To deactivate (return to neutral) the defect, the carrier is emitted and moves away from the defect. The electrical
activation of these oxide vacancies creates charges located deep within the gate dielectric. The two states are shown
in Figure 2.7(b) → (c). The activation itself is as follows:
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2 Background - Degradation Phenomena and Models

1. A carrier from the channel uses quantum tunneling through the gate dielectric and reaches an oxygen vacancy

2. The carrier recombines with one of the valence electrons of the Si

3. A positively charged trap is generated deep within the gate dielectric

Figure 2.7(d, e, f) show different possibilities on how the electrical properties of the oxide vacancy can be affected.
In (d) a neutral oxide vacancy is shown, which has no silicon partner. This could be at the edge of the material (like
in the Si−SiO2-interface) or when a ring inside the amorphous material is broken. (e) and (f) show modifications
where an oxygen or silicon atom is replaced by a hydrogen atom. Hydrogen is used to passivate dangling bonds at
the Si−SiO2-interface, but it can also passivate dangling bonds in the dielectric itself. When a hydrogen atom is
near the oxide vacancy the properties of the electrically activated trap are slightly altered.
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Figure 2.8: Left: Capture (Activation) of carriers in oxygen vacancies. This turns an electrically neutral defect to a positively charged defect,
degrading the transistor.
Middle: Emission (Deactivation) of carriers in oxygen vacancies back to the channel or gate electrode.
Right: Moving the carrier within the gate dielectric from one defect to another.

Figure 2.8 shows how tunneling of carriers can be necessary for the electrical activation & deactivation of oxide
traps. Carriers can activate an oxide trap by tunneling into the oxide vacancy and recombining with the electron.
The second tunneling shown is tunneling from the oxide vacancy towards the channel or gate of the transistor and
thus deactivating the oxide vacancy. The last tunneling option is tunneling from oxide vacancy to oxide vacancy,
which will deactivate the original oxide vacancy and will activate another one.

2.2.1.2 Transistor Degradation

Interface traps (IT), oxide traps (OT) and hole traps (HT) cause a parameters shift in the MOSFET. Most notable
is the weakening of the electric field over the gate dielectric. As positive charge builds up at the gate dielectric (IT,
OT and HT produce Si+ ions), the electric field will attract less and less holes to form a channel. Each Si+ ion at the
interface (IT) or deep within dielectric (OT, HT) is one less hole in the conductive channel, as they have the same
charge and thus repel each other. This manifests itself as a threshold voltage (Vth) shift in the transistor. A higher
gate voltage is necessary to obtain the same conductive channel strength.

IT also features a second parameter shift due to the positive charge buildup at the SiO2−Si interface is a reduction
in carrier mobility µ. The channel forms as close as possible to the SiO2−Si interface and as positive charges are
repelling each other, the carriers within channel experience more Rutherford scattering: The holes in the channel
are repelled by the Si+ ion and thus strike the lattice more (resulting in a lower mean free path), thus lowering carrier
mobility. OT and HT are deep within the gate dielectric and hence do not lead to increased Rutherford scattering
within the channel. Therefore, OT and HT do not lead to a carrier mobility µ shift.

Both Vth and µ degradation have an impact on the most important metric of a transistor, the drain current ID as
both Vth and µ affect the formation of a channel below the gate dielectric and thus also reduce the current through
said channel.
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Fig. 8. Measured BTI-induced �Vth for a wide time span from microseconds
(10−6 s) to hours (103 s) under various conditions. Our model can predict
BTI under different voltages and temperatures from short term (microseconds)
to long term (hours). (a) BTI stress is broken down to its individual physical
origins, i.e., the �Vth contributions of IT, OT, and HT. The initial mismatch
is due to 10-μs measurement delay (required time for I–V characterization)
in the used experimental setup (Keithley B1500). (b) BTI-induced �Vth
under stress for multiple Vdd, T pairs to highlight how our model can
accurately predict the voltage and temperature dependence of BTI. (c) BTI
recovery is broken down to individual �Vth contributions of IT, OT, and HT.
(d) BTI-induced �Vth during recovery for multiple Vdd, T pairs.

time evolution of BTI broken down by induced �Vth by
defect type. HTs are extremely fast, but saturate quickly.
ITs start in the order of milliseconds, but do not saturate.
Instead, they continue with the universal time exponent of
approximately 0.16 [32]. OTs are slow defect types, as they
are harder to create. Therefore, in order to model the short-
and long-term behavior of BTI correctly, it is paramount to
model all three different defect types. HT and IT describe the
short-term behavior of BTI, while IT and OT describe the
long-term behavior of BTI.

As the physical processes behind the three defect types
might be affected differently by temperature/voltage changes,
we present Fig. 8(b) and (d) in which our model accurately
predicts BTI during stress [see Fig. 8(b)] and recovery [see
Fig. 8(d)] for three different voltage and temperature pairs.
This validates that our model considers the temperature and
voltage dependence of HT, IT, and OT correctly, as otherwise
drifts at short- or long-term time spans would be visible. The
initial mismatch in our stress curve is due to the 10-μs mea-
surement delay and thus not a physically motivated mismatch,
but a limitation of the experimental setup.

B. Alternating Voltage BTI Measurements

To correctly predict the impact of voltage fluctuations on
BTI-induced degradation, the BTI model must be able to
predict �Vth under arbitrary voltage waveforms. A voltage
waveform in this context is defined by the following:

1) transistor ON/OFF ratio—duty cycle d;
2) switching frequency f ;

Fig. 9. BTI-induced �Vth measured (circles) compared to our BTI model
(lines). (a) �Vth for different Vgs values ranging from 0 to 1.3 V in an
arbitrary order. (b) �Vth for high-frequency, low-frequency, and again high-
frequency voltage fluctuations. (c) �Vth for low-frequency, high-frequency,
and again low-frequency voltage fluctuations. (d) �Vth for high-frequency
voltage fluctuations in the middle of a rising stress edge of a low-frequency
signal.

3) voltage of upper part of waveform Vhigh;
4) voltage of lower part of waveform Vlow.

As voltage fluctuations due to IR-drops are not controlled
by the circuit designer or the end user, but instead are an
uncontrollable artifact, the voltage waveforms can take any
arbitrary shape. Therefore, the employed BTI model should
be able to predict BTI under any arbitrary voltage waveforms.
To accurately model arbitrary voltage waveforms, our BTI
model has been calibrated against a wide range of ON/OFF

ratios d , frequencies f , and high-Vhigh and low-voltage Vlow
scenarios. Importantly, the BTI model should also be able to
model partial recovery caused by nonzero Vgs (see Fig. 3).

BTI-induced �Vth recovery for nonzero Vgs in both mea-
surement (symbol) and model (lines) is shown in Fig. 9(a).
In fact, various switches to nonzero and zero volt are made to
recreate a complex response to an arbitrary waveform, similar
to the one shown before in Fig. 3. The model closely follows
the measurement, highlighting that stress and recovery can be
modeled starting and ending at arbitrary voltages.

Fig. 9(b)–(d) shows BTI under different frequencies. While
Fig. 9(b) and (c) shows alternating high and low f regions,3

Fig. 9(d) shows a high- f region in the rising edge of a low- f
region. These measurements prove that our model is capable
of modeling even complex frequency changes, not just from
steady states, but also during rising or falling edges.

Finally, to successfully validate our BTI model for arbi-
trary voltage waveforms, the BTI model should be able to
predict BTI under different duty cycles d , frequencies f ,
and conjunctions of frequencies and voltages. Fig. 10(a)
shows BTI-induced �Vth measured under different frequencies

3High frequencies are 40 Hz and less in this context, as even higher
frequencies cannot be visualized. Our model is calibrated even at higher
frequencies [32].

Figure 2.9: BAT models the induced overall ∆Vth as a sum of uncorrelated OT (∆VOT ), HT (∆VHT ) and IT (∆VIT ). Note the different
time domains of defects. HT are really fast and saturate (when all OT are occupied), IT are quite fast and do not separate (IT feature
defect generation) and slow OT generation after seconds. Src: [7]

Note that some BTI models, model the entire ID degradation solely with a shift in Vth. Hence, there is the shift in
Vth due to BTI directly and an additional representative Vth-shift to mimic the impact of lower µ (and other minor
factors). While this is physically incorrect (e.g., Vth and µ have different thermal dependencies) it simplifies the
integration in circuit simulators (changing one easily accessible parameter compared to changing many). Therefore,
it is popular to either ignore the parameter shifts beside Vth (wrong, as the impact of BTI is underestimated) or to
model all degradation with a representative Vth-shift (conceptually wrong, but in practice quite accurate).

2.2.1.3 BTI Models

Two BTI models are employed in this work. Both models stem from our collaborators, i.e. Souvik Mahapatra from
IIT Bombay with the BTI Analysis Tool (BAT) [9] representing the reaction-diffusion (RD) models andMonteserrat
Nafria with Probabilistic Defect Occupancy (PDO) model [31] representing trapping-detrapping (TD) models.

2.2.1.3.1 BTI Analysis Tool The BTI Analysis Tool (BAT) is a reaction-diffusion (RD) model [8,9]. It models
BTI degradation as the sum of individual degradation models per defect type as shown in Fig. 2.10. Each defect
type is considered to be uncorrelated to the other defect types [9] and as such there are no interactions between
these distinct physical mechanisms. These underlying mechanisms for the different defect types are explained in
2.2.1.1.1 and 2.2.1.1.2.

IT modeling is split by generation of recovery of the traps themselves by a set of differential equations (shown in
Fig. 2.11 and similar to the older equations shown in Section 2.1). Additionally, the occupancy of these defects (if
the defect is electrically charged/active by capturing a carrier) is determined by the IT occupancy modeling. HT
are considered to be pre-existing due to manufacturing and thus no generation or recovery of the traps themselves
is considered. Instead, solely HT occupancy in pre-existing defects is estimated. For OT the generation of defects
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Figure 2.10: Structure of the BTI Analysis Tool (BAT) BTI model with its individual modeling per defect type.

is considered. This OT generation is almost permanent as under typical operation conditions (voltages in the 1.0V
range) the recovery of those defects is negligible [33].

The key difference between the original RD equations 2.2 and Fig. 2.11 is that the current RD models take two
interfaces into account (SiO2 and HfO2 layers in gate stack).
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TABLE I
MODEL EQUATIONS AND PARAMETERS FOR

TWO-INTERFACE RD MODEL

TABLE II
RD MODEL PARAMETERS USED TO PREDICT DCIV
MEASUREMENTS IN TYPE-I AND TYPE-II DEVICES

Moreover, only the first interface forward reaction RD model
parameters are process dependent [32]: prefactor (kFIT), field
acceleration (�0), bond polarization (α), and T activation
energy (EAKF1). The inversion layer hole and oxide electric
field-dependent H-passivated bond dissociation at the first
interface is explained using Fig. 3. All other RD parameters
are process agnostic.

Fig. 4(a) shows the �NIT time evolution from DCIV for
two different measurement delays. Power-law time dependence
is observed, with higher slope (n) at higher delay due to

Fig. 3. Schematic of Si-H bond dissociation at channel/IL interface.
Inversion layer hole (density pH) tunnel into (mass mT, barrier φB)
interfacial Si-H bonds aided by the oxide electric field (EOX). Si-H energy
barrier is reduced by hole capture (capture cross section σ, thermal
velocity vth) and is further reduced due to bond polarization (p) effect.
The bond is broken by thermal excitation with activation EAKF1. Refer
to [32] for details.

Fig. 4. (a) Time evolution of ΔNIT from DCIV measurements for two
different delays, before and after delay correction. (b) Time evolution
of ΔNIT recovery from DCIV measurements for different stress times.
Long-time delay-corrected power-law time slopes of measured ΔNIT
for different (c) VGSTR and (d) T for dc stress, and (e) duty cycle and
(f) frequency for ac stress.

recovery [16], [18]. �NIT recovery is universal as shown
[Fig. 4(b)], and a suitable expression [53] can be used for delay
correction, see Fig. 4(a). The measured and subsequent delay-
corrected slopes show n ∼ 1/6 universality across various
VGSTR [Fig. 4(c)] and T [Fig. 4(d)] for dc stress (same for
ac stress, not shown), and for different PDCs [Fig. 4(e)] and
f [Fig. 4(f)] for ac stress. Power-law time slope of n ∼ 1/6 is
a (parameter independent) RD model prediction [20], [28].
It is worth noting that the n ∼ 1/6 power-law time kinetics
is universally observed in devices and circuits across different
technologies [54].

Fig. 5 shows DCIV measured and delay-corrected �NIT
and RD model prediction using parameters listed in Table II.
The time evolution of �NIT at different VGSTR and T is

Figure 2.11: Reaction-diffusion equations for two interfaces (SiO2 and HfO2 interface) according to [9]. Src: [9]

Stress and Recovery BTI models frequently consider a transistor to be under stress or under recovery. In
this context, “stress” means that a transistor experiences a higher stimulation of its degradation mechanisms. This
can stem from elevating the voltage or temperature. Similarly, if the voltage drops (either to zero or simply a lower
value than before) or temperature drops, then the physical mechanisms reverse and defects physically heal or emit
their carrier to electrically deactivate. This process is called “recovery” and reduces the degradation imposed on
the transistor.
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TABLE III
MODEL EQUATIONS FOR TTOM. PARAMETERS VALUES ARE ALSO

MENTIONED FOR TYPE-I AND TYPE-II DEVICES

besides new trap generation, some fraction of the traps that
previously captured electrons would come up above the Fermi
level, emit electrons and contribute to �VIT again. However,
due to energy relaxation of traps after electron capture [55],
the associated time constant is quite large. The electron capture
and emission processes are modeled using empirical-stretched
exponentials (Table III) for successive stress and recovery
cycles; see [56] for a complete description of the TTOM
equations.

The process (technology)-dependent TTOM parameters are
fFast and time constant (τEC) related to electron capture.
These, including the stretching parameter (βEC), also depend
on VGREC (more on this later). Note that some processes
do not show VGREC dependence of τEC and βEC. However,
fFast always reduces (less “fast traps”) for recovery at
higher VGREC. Other parameters are independent of processes
and also do not vary with VGREC. All parameters are indepen-
dent of VGSTR and T .

Fig. 8 shows the time evolution of �VIT from RD and
TTOM-enabled RD model, for (a) multiple stress-recovery
cycles and (b) ac stress. The RD model calculates �NIT1
and �NIT2 at the first and second interfaces. A simple trans-
formation to �VIT equals q ∗ (�NIT1/COX1 + �NIT1/COX2),
where q is the electronic charge, COX1 and COX2, respectively,
are the capacitances for the full HKMG stack and for only
the high-K layer. Simulations are done by using parameters
needed to model Type-I device data as shown later; dc stress
is shown as reference. Fast electron capture reduces the ac/dc

Fig. 8. Time evolution of ΔVIT from RD and TTOM-enabled RD model
with different fFast values for (a) multiple consecutive dc stress-recovery
cycles and (b) ac stress.

ratio for �VIT calculated by using the TTOM-enabled RD
model, which depends on fFast. Larger fFast results in lower
ac/dc ratio and vice-versa. However, the power-law time slope
remains the same (n ∼ 1/6) for both RD- and TTOM-enabled
RD calculations for longer time ac stress. Such calculations are
used to determine the �VIT contribution to the time kinetics of
�VT for various stress and recovery conditions, as discussed
later in Section V.

IV. HOLE TRAPPING AND BULK TRAP GENERATION

Table IV lists the empirical-stretched exponential equations
and parameters which are used to calculate hole trapping
and detrapping for successive stress and recovery cycles. The
prefactor (kFHT) related to the gate insulator quality [57], hole
trapping (τHT), and detrapping (τDT) time constants is process
dependent; all other parameters are process independent.
However, the time constants τHT and τDT (and the respective
stretching parameters βHT and βDT) are found to be inde-
pendent of VGSTR, VGREC, and T for the devices used in
this review. The trapping/detrapping kinetics, associated time
constants, and the impact of VGSTR (on stress) as well as
VGREC and stress time (on recovery) obtained by the empirical
model are consistent with the e-NMP model calculations [58].
However, while the e-NMP model predicts faster trapping and
detrapping at higher T , this is not observed in these devices.
A detailed analysis of e-NMP and other hole trapping–
detrapping models will be presented elsewhere and is beyond
the scope of this review.

Fig. 9 shows the time evolution of �VHT obtained using the
empirical model, for dc (a) stress and (b) recovery at different
VGSTR and T , and recovery after dc stress at various (c) VGREC
and (d) stress time (tSTR). The model parameters used in
Fig. 9 are suitably chosen to predict the �VHT component
of overall �VT for Type-I devices. Hole trapping saturates at
longer stress time and also recovers fast. It shows Arrhenius

Figure 2.12: Transient Trap Occupancy Model for IT defects. Src: [9]

Transient Trap Occupancy Model (TTOM) For IT the BAT actually borrows concepts from the TD
models and considers capture and emission of carrier in the defects with the TTOM model [9, 34]. Following the
applied voltage (gate-source voltage Vgs) of a transistor, the occupancy of the defects is estimated. If a defect is
occupied, it is electrically charged and hence contributes to the degradation imposed on the transistor. If the defect
is unoccupied, no carrier is present and the electrically neutral defect does not contribute to the degradation.
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TABLE IV
MODEL EQUATIONS FOR HOLE TRAPPING AND DETRAPPING IN

PREEXISTING DEFECTS. PARAMETERS VALUES ARE

MENTIONED FOR TYPE-I AND TYPE-II DEVICES

Fig. 9. Time evolution of model calculated ΔVHT for (a) dc stress at
different VGSTR and T, (b) recovery (VGREC = 0) after dc stress at
different VGSTR and T, (c) recovery at different VGREC (fixed VGSTR
and T), and (d) recovery after different stress time (fixed VGSTR and T,
VGREC = 0).

T dependence, with lower T activation energy E A than the
generated interface traps. The faster saturation (n ∼ 0 in a
log–log �VHT versus time plot) and low E A of hole trapping
help explain measured NBTI at lower T and for devices having

Fig. 10. Model calculated ΔVOT at fixed stress time as a function of
(a) stress bias and (b) temperature.

TABLE V
MODEL EQUATIONS FOR GENERATION AND PASSIVATION OF BULK

TRAPS. PARAMETERS VALUES FOR TYPE-I AND TYPE-II
DEVICES ARE SHOWN

higher N% in the gate-stack, as discussed later in this review.
For recovery at higher VGREC, hole detrapping saturates to
a higher value (calculated by the stress equation) and hence
yields an effectively reduced rate of detrapping. Moreover for
recovery, τDT increases with stress time up to a value where
saturation (for stress) kicks in, and it remains independent of
tSTR for larger tSTR values (more on this later).

The generation and passivation of bulk traps are calculated
using the equations and parameters shown in Table V. Only the
prefactor (kFOT) of the trap generation is process dependent,
and all other parameters are process (technology) independent.
Trap generation kinetics is dispersive in time [59]. Fig. 10
shows the simulated (using Type-I device parameters) �VOT
at fixed tSTR as a function of (a) T at different VGSTR and
(b) VGSTR at different T . Note that �VOT shows non-
Arrhenius T dependence [60] with VGSTR dependent E A.
Voltage (not field) dependence is used, and the voltage

Figure 2.13: BAT HT modeling. Src: [9]
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Hole Trap Modeling The HT modeling (shown in Fig. 2.13) considers defects to be generated solely during
manufacturing. During operation, therefore solely the occupancy of these defects changes. HT are very fast defects
as their degradation can occur in microseconds (see Fig. 2.9). Additionally, as the number of HT is limited (no
generation occurs), HT-induced ∆VHT saturates when all HT are occupied with charges. Hence, traditionally
HT degradation was ignored, as ultra-fast measurement could not uncover them [35] and they already saturated in
measurements over a second.
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Fig. 9. Time evolution of model calculated ΔVHT for (a) dc stress at
different VGSTR and T, (b) recovery (VGREC = 0) after dc stress at
different VGSTR and T, (c) recovery at different VGREC (fixed VGSTR
and T), and (d) recovery after different stress time (fixed VGSTR and T,
VGREC = 0).

T dependence, with lower T activation energy E A than the
generated interface traps. The faster saturation (n ∼ 0 in a
log–log �VHT versus time plot) and low E A of hole trapping
help explain measured NBTI at lower T and for devices having

Fig. 10. Model calculated ΔVOT at fixed stress time as a function of
(a) stress bias and (b) temperature.

TABLE V
MODEL EQUATIONS FOR GENERATION AND PASSIVATION OF BULK

TRAPS. PARAMETERS VALUES FOR TYPE-I AND TYPE-II
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higher N% in the gate-stack, as discussed later in this review.
For recovery at higher VGREC, hole detrapping saturates to
a higher value (calculated by the stress equation) and hence
yields an effectively reduced rate of detrapping. Moreover for
recovery, τDT increases with stress time up to a value where
saturation (for stress) kicks in, and it remains independent of
tSTR for larger tSTR values (more on this later).

The generation and passivation of bulk traps are calculated
using the equations and parameters shown in Table V. Only the
prefactor (kFOT) of the trap generation is process dependent,
and all other parameters are process (technology) independent.
Trap generation kinetics is dispersive in time [59]. Fig. 10
shows the simulated (using Type-I device parameters) �VOT
at fixed tSTR as a function of (a) T at different VGSTR and
(b) VGSTR at different T . Note that �VOT shows non-
Arrhenius T dependence [60] with VGSTR dependent E A.
Voltage (not field) dependence is used, and the voltage

Figure 2.14: BAT OT modeling. Src: [9]

Oxide Trap Modeling The OT modeling (shown in Fig. 2.14) describes the generation of bulk traps. These
traps are responsible for the degradation of the oxide layers themselves and occur under severe conditions, such as
high voltage and temperatures as well as long stress times. The OT defects are also responsible for the stress-induced
leakage current (SILC) [9, 33]. As seen in Fig. 2.9 OT are really slow defects without saturation (as defects are
continuously being generated).

Model Calibration The BAT model employs a wide variety of calibration or fitting parameters as seen in Fig.
2.11-2.14. These parameters depend on the properties of the technology like the used materials and manufacturing
process. Thus, calibration of the model takes significant experimental effort, but in return an accurate model for
BTI and that specific technology can be determined resulting in accurate reliability estimations.

It is important to note, that while each new (or different) technology requires an updated set of parameters,
the actual equations do not change. This is due to the physics-based origin of this model, which describes the
underlying mechanisms and not the macroscopic empirical observations (which have to change equations for each
new technology).

2.2.1.3.2 Probabilistic Defect Occupation Model The Probabilistic Defect Occupancy (PDO) model is part
of the trapping/detrapping (TD) models [32]. TD assumes that all defects (regardless of defect type) originate from
the manufacturing process and that no defect generation occurs during operation, i.e. only considers pre-existing
traps. Only the electrical activation and deactivation of pre-existing defects. Activating a defect means to capture a
carrier from the channel (”trapping a carrier“) and deactivating the defect means to release/emit the carrier back to
the channel or the gate (“detrapping a carrier”). Instead of the older trapping/detrapping nomenclature, this work
employs the more modern capture/emission terms.
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Figure 2.15: Reduction of threshold voltage shift due to carrier emission during recovery in a previously stressed transistor. In nano-scale
transistors the stochastic discrete nature of BTI becomes evident with randomly occurring sudden drops in Vth.
a) BTI degradation on traditional devices with the sudden stochastic drops
b) Degradation for high-κ devices with noise on top of the stochastic drops. Src: [36]

Among the TD models [28, 37, 38] this work employs the probabilistic defect occupation (PDO) model [31] as the
PDOmodel is easier to combine with other degradation phenomena like RTN. The PDOmodel assumes a stochastic
relationship between the carrier capture/emission in the defects during stress/recovery of the transistor.

Stochastic BTI In current nano-era transistors the number of defects is so small, that individual captures or
emissions can be observed, turning a continuous process into a discrete one as shown in Figure 2.15. As discrete
capture/emission depends on random processes like carrier quantum tunneling, this discrete process has to be
described as a stochastic process.
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Figure 2.16: Oxide defect states according to [39]. Src: [39].

Capture and Emission of a Carrier in a Defect The underlying physical mechanisms of the PDO model
are the capture/emission of carriers in defects via various states, as shown with OT in Figure 2.16 and explained
in detail in [39]. OT are oxygen vacancies as explained in section 2.2.1.1.2. In oxygen vacancies a carrier can be
captured and emitted by the 2 valence electrons between the silicon atoms. When an electric field is applied across
the gate dielectric a hole is captured and one of the valence electrons recombines with the hole and a positive charge
remains as shown as state 2 in Figure 2.16. If the electric field is switched off, the hole is emitted and both silicon
atoms return into their initial state 1.

Note, that this capture and emission of carrier also occurs in the other defect types. While IT require a capture of
a carrier to generate such a defect and emit a carrier to heal the IT (see Section 2.2.1.1.1), the IT itself can also
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2 Background - Degradation Phenomena and Models

capture and emit a carrier. When the Si−H bond is broken and the positive Si+ ion remains, it can emit that hole (or
capture an electron, depending on perspective) back to the channel and become electrically neutral. In this manner,
the IT is still a defect, but similarly to the electrically neutral oxide vacancies it does not contribute to transistor
degradation while being inactive (electrically neutral). Hence, the Si ion in an IT can capture and emit a carrier.
This is also considered as the TTOM part of IT modeling in BAT.

The key difference between PDO and BAT (or RD and TD models) is in the generation of defects. BAT considers
that new IT and OT are generated, while PDO considers all IT and OT to be pre-existent. This is one of the key
debates among BTI scientists, as explained in [32].

Location of a Defect The location of the defect within the gate dielectric determines how probable it is for a
carrier to tunnel from the channel to the defect. Tunneling has a higher probability for shorter distances, so a defect
far away from the channel is unlikely to receive a carrier, whereas a defect located in proximity to the channel is
more likely to receive a carrier. Once the stress due to the electric field is released, an activated defect can release
its carrier. The probability of the release however also depends on the location of the defect itself. A defect close
to either the gate or the channel can get rid of its carrier relatively easy, whereas a trap in the middle of the gate
dielectric is surrounded by an insulator.

Furthermore, the location of the defect also affects the degradation to the transistor as defects close to the source or
drain of the transistor hamper the channel formation less than defects located in the middle of the channel [40]. The
influence of the location on every defect is modeled by 3 parameters, the capture time (τc), emission time (τe) and
the Vth-shift (η). The capture and emission times represent the average time it takes until a carrier uses quantum
tunneling to be captured or emitted, i.e. the difficulty of tunneling to (capture) and from (emission) the defect. The
Vth-shift represents the contribution to the threshold voltage shift of every defect, i.e. how much the transistor is
hampered in the channel formation, if said defect is occupied.

(a) Lognormal bi-variate distribution for capture and emission times. Src:
[37]
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(b) Exponential distribution shown as a histogram for a Monte Carlo simula-

tion. Src: [31]

Figure 2.17: Distributions for the defect parameters in the PDO model.

According to [31, 37, 41] these 3 properties can be modeled as a log-normal bi-variate distribution for the capture
and emission times and an exponential distribution for the threshold voltage shift. These 2 distributions are shown
in Figure 2.17a and 2.17b.

A three-step process is necessary to calculate the threshold voltage shift with the PDOmodel. The defect distribution
and occupancy probability must be determined and finally the density of occupied/active defects calculated based
on the previous two results. The defect distribution tells us which defects (i.e. (τc, τe) pairs) are present within
our transistor, while the occupancy probability tells us which defects are currently occupied/active due to the
stress/relaxation history of the device. Folding the existing defect distribution with the occupancy probability
returns density of active defects or in more general terms, the defects currently degrading the transistor.
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2.2 Aging Phenomena

Figure 2.18: a) Lognormal bi-variate defect distribution with the probability density shown as color in the capture-emission-time maps. Darker
color indicates higher probability of a defect, i.e. most defects have a capture time (τc) around 1× 10−3 s and emission time (τe)
around 1× 10−5 s
b) Shows the occupancy probability due to the current stress/relaxation of the device. With a stress time of tstress = 1 s and
recovery time of trec = 1 × 10−4 s the bottom right area has a high occupancy probability. For defects with longer times, for
example τc ≈ 10 s the stress time is not long enough to be likely to be occupied.
c) Shows the mathematical folding of a) and b) and shows the occupied defects which contribute their η = ∆Vth(defect) to the
overall threshold voltage shift of the transistor. Src: [41]

Defect Distribution The defect distribution of the targeted technology has to be determined in experiments.
From these experiments we extract technology dependent parameters, which determine the shape and location of
the defect distribution in the capture-emission time map shown in Figure 2.18a. The color of the map indicates the
density of the defects, i.e. the dark red area shows the capture and emission times which are the most frequent.
Note, that this map alters with conditions. For example, if temperature or voltage increases it becomes more likely
for carriers to tunnel and thus the τc and τe times becomes shorter (represents shifting the distribution to the lower
left corner in Fig. 2.18a (concept) or 2.17a (measured))

Occupancy Probability Calculating the occupancy probability (Pocc) takes the current stress/recovery and
past stress/recovery of the transistor into account. Graphically explained with Figure 2.18b: In a transistor under
stress the occupancy probability is high in the area under a rising horizontal line. All defects with a τc < tstress
have captured a carrier with a high probability, while all defects with τc > tstress are very unlikely to have captured
a carrier. This is represented by the horizontal line at τc = tstress, where all defects below the line are likely to be
occupied and thus encapsulating the rectangular area.

During recovery of the transistor, a vertical line τe = trec starting at the y-axis and moving towards the right
indicates defects which start to release their carriers. All these defects can be characterized by τe > trec and thus
had sufficient time to release their carriers. Every defect left from the moving vertical line will therefore likely have
lost their carrier.

Over time, with tstress = 1 s and recovery time of trec = 1× 10−4 s the occupancy probability distribution shown
in 2.18b starts to form, where a rectangle in the bottom right corner illustrates defects which are still occupied.
These defects in the bottom right feature sufficiently short capture times τc to capture a carrier (bottom of the plot,
which corresponds to short τc) but feature sufficiently long emission times τe to not yet release the carrier (right of
the plot, which corresponds to long τe).
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2 Background - Degradation Phenomena and Models

Occupied Defects The final step to determine the threshold voltage shift is to fold the occupancy probability with
the defect distribution to obtain the number of electrically active occupied defects. The density of occupied defects
is shown in 2.18c. Once the occupied defects are determined, the individual threshold voltage shifts of each defect
(η) are summed up and the overall transistor threshold voltage shift (∆Vth) is calculated. In a simplified manner
this can be expressed as follows [31]:

∆Vth = N · ηi ·
∫ ∞

0

∫ ∞

0

D(τc, τe) · Pocc(τc, τe; tstress, trelax)dτedτc (2.14)

The first termN is the number of defects in the defect distribution. The impact per defect ηi is the threshold voltage
shift of i-th defect. D(τc, τe) describes the defect distribution and Pocc(τc, τe; tstress, trec) is the occupancy
probability for given capture time τc, emission time τe, stress time tstress and recovery time trec. Both defect
distribution and occupancy probability are integrated for all capture times and for all emission times to obtain the
currently occupied defects. Each defect then contributes with its ηi to the total threshold voltage in the transistor.

A more detailed and accurate explanation is provided in Section 4.1.5, in which this model is significantly extended
as one of the contributions of this work.

2.2.2 Hot-Carrier Degradation

HCD

P+ N+ N+

VDD VDDGND

Electric Fields

Figure 2.19: Tranistor voltages necessary to induce HCD with both a lateral and vertical electric field.

Hot-Carrier Degradation (HCD) occurs when a lateral and vertical electric field is applied to the transistor (see Fig.
2.19). Carriers form a channel below the gate dielectric due to the vertical electric field. The lateral electric field
accelerates these carriers towards the drain of the transistors. Combined this results in a diagonal upward force for
the carrier, slamming them into gate dielectric near the drain of the transistor. This deposition of kinetic energy
into the gate dielectric can lead to the formation of IT near the drain of the transistor.

Since the formation of IT defects is explained in detail in 2.2.1.1.1 for BTI, in this section only the differences are
highlighted. For HCD, the generation of IT differs as it is driven by kinetic energy. Once the defect is formed,
the later steps in the process like diffusion are the same mechanisms and as such the reader is referred to the
corresponding Section 2.2.1.1.1. The process is shown in Figure 2.20 and follows the following steps:

1. The transistor bias situation for HCD shown in Figure 2.19 is applied and generates two electric fields. One
vertical field over the gate dielectric and one lateral field across the channel. Due to the electric field over
the gate dielectric a channel forms directly beneath the dielectric. In MOSFETs the channel consists out of
minority charges, so for our pMOS transistor, the minority carriers are holes which accumulate near the gate
dielectric. The second electric field accelerates the holes towards the drain.
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Figure 2.20: Steps of the interface trap generation due to HCID

2. The hole has gained sufficient kinetic energy through the acceleration that it reaches the activation energy of
the H atom in the Si−H bond.

3. Due to the vertical electric field and Rutherford scattering the holes are hitting the interface between the
channel and the gate dielectric. If a “hot” carrier (i.e., a hole with sufficiently high kinetic energy) hits a H
atom, it receives considerable energy due to the deposition of the kinetic energy upon the H atom.

4. With this kinetic energy, the Si−H bond is broken due to the kinetic activation and the remaining Si becomes
positively charged (Si+ ion) as its electron recombines with the remaining hole. The neutral H atom diffuses
into the gate dielectric.

5. Continue at step 5 for the BTI explanation in Section 2.2.1.1.1.

This formation of defects can be modeled with the following equation [42, 43]:

∆Vth(HCD) = P
(
1− e−

tstress
τ

m
)
with (2.15)

m = m0 · e−
t

τm

k

and (2.16)

τ =
A

eΓ·A2(Vd)
· eΓ·A1(Vd−αVg) +

B

C
· eΓ·B1(Vd−βVg) (2.17)

With as P a model parameter related to maximum degradation, tstress is the stress time, time constant τ is related
to bond dissociation rate, and m governs HCD modeling for short tstress before the phenomena saturates. To
modelm for general times instead of just short tstress, the equation 2.16 modelsm as a time-dependent parameter
(depending on current time t). In this equation, m0 is an adjustable parameter, while both time constant τm and
parameter k are fixed parameters (1× 105 s and 0.036, respectively).

The time constant modeling in equation 2.17 models the dependencies on the gate voltage Vg , drain voltage Vd

and various technology constants A, A1, A2, B, B1 and C. All these constants can also be expressed as terms
depending on temperature (e.g., A = A1 · e

−Ea·A
kB ·TC ) or gate length L. For details about temperature and channel

length modeling as well as the values for the technology parameters, please refer to [42].

Note, that this is an empirical model, as the underlying physics are not modeled. Instead, ∆Vth is modeled as a
macroscopically shifting parameter according to stress time tstress, current time t, channel temperature TC , gate
voltage Vg and drain voltage Vd. Nevertheless, this is not a simple mathematical fit to a single dimension (e.g., solely
stress time tstress), as models used in [23]) but instead considers time, voltage and temperature quite accurately.

Currently, HCD is less understood than BTI and as such no physics-based models are available for current nano-era
transistors such as FinFETs. Therefore, we rely on these advanced empirical models in this work.
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2 Background - Degradation Phenomena and Models

2.3 Degradation Effects

2.3.1 Process Variation

Semiconductor manufacturing consists of various lithographic processes involving optics, which operate at their
resolution limits for current nanometer lithographic etching. These tolerances in the lithographic processes introduce
variations in themanufacturing of the geometric structures, e.g. variations of thewidthW and lengthL of transistors,
called Process Variation (PV). According to [44], PV can be modeled as Gaussian distributions. These distributions
only depend on the precision of the manufacturing (e.g., alignment and sharpness of optics in lithographic process)
itself and do not change during the operation of the transistor. Hence, the width W and length L of transistors can
be defined with:

L =
1

σPV

√
2π

· e−
(L−µL)2

2σ2
PV (2.18)

W =
1

σPV

√
2π

· e−
(W−µW )2

2σ2
PV (2.19)

with µL, µW as the mean for L andW and σPV as the deviation in the distribution. Note, that both L andW feature
identical deviation σPV , as this is given by manufacturing with the same uncertainty in both X- and Y-direction
(i.e., regardless of the orientation of the transistor and the same for L and W).

Note that for FinFET transistors, the width is not continuous but instead discrete. Instead of widening an individual
MOSFET to increase the driving strength of transistors (W from 4.8 µm to 6.2 µm), FinFETs increase the number
of fins and as such are discrete in nature (2 to 3 fins) . However, each fin still has a fin thickness, which is also
governed by the manufacturing processes and its tolerances. As such fin thickness can equally be modeled by
the same equations above (including identical deviation σPV ) just with its own mean µfin. The impact of PV
on FinFETs is still the same, as the volume/area of the channel (and gate) is altered by PV in both MOSFET and
FinFETs.

2.3.2 Random Telegraph Noise

Random Telegraph Noise (RTN) is a noise phenomenon observed within transistors. Specifically, fluctuations in
the threshold voltage (Vth) cause fluctuations in the driving current of the transistors. It physical origin lies in the
probabilistic capturing/emitting of carriers in defects, i.e. the noise is not driven by the electric field. Since quantum
tunneling is the underlying physical principle of capture and emission of carriers, these processes are stochastic,
spontaneous and intrinsically random by their nature [45]. Spontaneously a defect may emit its carrier, despite the
transistor still being on, i.e. with an applied vertical electric field. Similarly, spontaneous capturing may occur,
despite the lack of an electric field. These unexpected spontaneous deviations are RTN. RTN charges - analogously
to BTI - defects, and thus analogously manifests itself as ∆Vth(RTN) (see Fig. 2.21).

2.3.2.1 Delineation of BTI and RTN

There are variousBTI andRTNdefinitions across various publications. Only recently, with advances inmeasurement
techniques their shared physical origin was uncovered [45, 46]. This also lead to various models, which model the
underlying physical principles and thus model both phenomena simultaneously [46–49]. Under this view, RTN and
BTI are macroscopic manifestations of the same underlying physics. The stochastic capture and emission of carriers
in defects (defects, which may or may not be generated during operation, see RD versus TD BTI model theories in
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 

Figure 2.21: Conceptional explanation of BTI and RTN. BTI is monotonically increasing degradation during the on-state of a transistor and
monotonic decreasing degradation during off-state of a transistor. The electric field ensures that defects which capture a carrier, are
unlikely to release that carrier again. In contrast, RTN is random and spontaneous capturing/emission and represents the deviation
from the expected value.

Section 2.2.1.3). To clearly delineate the two phenomena in this work, we define BTI as a monotonic increasing
function of ∆Vth when Vgs is increasing and monotonic decreasing function of ∆Vth when Vgs is decreasing.
BTI features inter-transistor variability, i.e. different transistors may age differently, but within a transistor ∆Vth

is tightly coupled to Vgs. The deviation from the expected values (i.e., intra-transistor variability) is by definition
RTN. See Fig. 2.21 for a graphical representation of this BTI/RTN definition.

For transistors within the nanometer scale, the expected values of BTI might not be a smooth continuous curve
but instead a discrete function, due to the countable number of defects. In large transistors, thousands of defects
captured/emitted carriers and thus created a seemingly continuous curve, but now in the nano-era, the countable
number of defects manifest themselves as visible individual capture/emission events. Each of these events leads
to an increase/decrease of Vth with their defects η. This is demonstrated in Fig. 2.22, where a couple of defects
capture carriers leading to staircase visible on top for BTI. RTN, on the other hand occurs within a single defect,
which randomly captures and emits and thus alters between two levels. Should instead multiple defects fluctuate
between occupied (captured) and unoccupied (emitted) states, then 2n ∆Vth levels would be apparent in the lower
part of Fig 2.22.

3

 

Fig. 2. Conceptional explanation of BTI and RTN. BTI is monotonically
increasing degradation during the on-state of a transistor and monotonic
decreasing degradation during off-state of a transistor. The electric field
ensures that defects which capture a carrier, are unlikely to release that carrier
again. In contrast, RTN is random and spontaneous capturing/emission and
represents the deviation from the expected value.

field (see Fig. 2). Capture and emission of carriers are sponta-
neous and intrinsically random by nature [12]. Spontaneously
a defect may emit its carrier, despite the transistor still being
on, i.e. with an applied vertical electric field. Similarly, spon-
taneous capturing may occur, despite the lack of an electric
field. We define these unexpected spontaneous deviations as
RTN. RTN charges - analogously to BTI - defects, and thus
analogously manifests itself as ∆Vth(RTN).

D. Delineation of BTI and RTN

BTI and RTN are defined differently in various publications.
In this work, we define BTI as a monotonic increasing function
of ∆Vth when Vgs is increasing and monotonic decreasing
function of ∆Vth when Vgs is decreasing. BTI features inter-
transistor variability, i.e. different transistors may age differ-
ently, but within a transistor ∆Vth is tightly coupled to Vgs.
The deviation from the expected values (i.e. intra-transistor
variability) is by definition RTN. See Fig. 2 for a graphical
representation of this BTI/RTN definition.

For transistors within the nanometer scale, the expected val-
ues of BTI might not be a smooth curve but a discrete function,
due to the countable number of defects, as demonstrated in Fig.
3. The same figure shows both BTI and RTN isolated, i.e. their
individual degradations instead of their combined degradation
to show their individual behavior.

Traditionally, BTI and RTN were also delineated by their
affected time domains. BTI degraded a circuit over months,
while RTN occurred in the micro-second domain. However,
two phenomena sharing the same physical origin (capture and
emission in defects) with two different time domains contra-
dicts physics. Reliability physics experimentally observed time
constants from micro-seconds to years for both phenomena
alike. Our recent publication [13] highlights how BTI occurs
at short time domains as well and explains how measurement
delay altered the measurement, hiding the true fast nature of
BTI. This is in line with the time constants reported by [7]
τc, τe ∈ [10−6s, 1015s] in planar transistors and their results
for high-k FinFET structures in [14]. Further confirmation for
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Fig. 3. Top: Stress Phase of BTI in a modern (e.g. 22nm) transistor. The
discrete behavior due to a countable number of defects is illustrated. Bottom:
RTN does not increase its magnitude over time. In this plot, a single defect
is capturing and emitting, i.e. switching between occupied and unoccupied
states. n defects would lead to 2n degradation levels as each defects can be
either occupied or unoccupied.

fast BTI can be found in the measurements of [15], [10] and
[16]. Thus, both BTI and RTN occur in the same time domain,
which can range from micro-seconds to years.

E. Defect Modeling

Shared Stimuli: Traditionally, BTI and RTN were mod-
eled and studied separately, which lead to different focusses
from the respective research. We studied the stimuli of BTI
and reported in descending strength on gate-source voltage
Vgs, temperature T , transistor on-/off-ratio d and switching
frequency fswitch [11], [17], [13]. Increasing these stimuli,
i.e. higher voltage, higher temperature, larger on-/off-ratio and
lower switching frequency increases ∆Vth.

For RTN, the magnitude of RTN-induced degradation is
reported to depend on transistor width W and transistor length
L [18], [19]. Larger transistors (in either or both dimensions)
will lead to smaller ∆Vth.

Both BTI and RTN describe behavior of defects, so in
order to model them as accurately as possible, we take all
these stimuli simultaneously into account. From a physical
perspective, RTN stimuli also apply to BTI and vice versa.
The impact of defects (i.e. both RTN and BTI) thereby depends
on gate-source voltage Vgs, temperature T , transistor on-/off-
ratio d, switching frequency fswitch, transistor width W and
transistor length L. In section V-A we describe the modeling
in detail.

Impact PV on RTN/BTI: PV shifts W and L and the
magnitude of RTN-induced degradation ∆Vth ∝ 1

W · 3
√
L

[19].
Therefore, the induced shifts of PV have a direct impact on
∆Vth with a stronger impact in near-threshold than in super-
threshold [18].

Figure 2.22: Top: Stress Phase of BTI in a modern (e.g. 22nm) transistor. The discrete behavior due to a countable number of defects is
illustrated. Bottom: RTN does not increase its magnitude over time. In this plot, a single defect is capturing and emitting, i.e.
switching between occupied and unoccupied states. n defects would lead to 2n degradation levels as each defect can be either
occupied or unoccupied.
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2 Background - Degradation Phenomena and Models

Traditionally, BTI and RTNweremainly delineated by their impact over time. BTI degraded a circuit over the course
of months, while RTN occurred in the micro-second domain. However, two phenomena sharing the same physical
origin (capture and emission in defects) with two different time domains contradicts physics. Measurements by
reliability physicists illustrate that time constants stretch from micro-seconds to years for both phenomena alike.
The Section 5.1.2 highlights how BTI occurs at short time domains. Additionally, it explains how measurement
delay alters the measurement, hiding the true fast nature of BTI. These results are in line with the time constants
reported by [37] τc, τe ∈ [10−6s, 1015s] in planar transistors and their results for high-κ FinFET structures in [35].
Further confirmation for fast BTI can be found in the measurements of [34, 50, 51]. Thus, both BTI and RTN
occur in the same time domain, which can range from micro-seconds to years as this is simply the time domain the
underlying physical phenomenon operates in.

2.3.3 Thermal Transistor Degradation

The MOSFET transistor is susceptible to parameter shifts when the temperature changes. For example, the two
main changes in a transistor are the lower threshold voltage Vth and lower carrier mobility µ when the channel
temperature TC of a transistor increases. A lower Vth increases transistor performance, while a lower µ decreases
performance. These opposite forces lead to different thermal behaviors and illustrate the complexity of thermal
modeling of transistors.

Transistors exhibit different thermal behavior at different voltages (Vgs and Vds, both approximately the supply
voltage Vdd in digital circuits). At higher Vdd , transistors decrease their performance at high temperatures TC , i.e.
the hotter the transistor the more degradation the transistors (lower ID) exhibits. This is due to the fact, that at
higher Vdd the detrimental impact of the µ reduction is stronger than beneficial impact of the reduction in Vth. For
lower Vdd, this trend can potentially reverse, i.e. the beneficial impact of lower Vth is stronger than the detrimental
impact of lower µ. In short, at high Vdd high temperature worsens the transistor, while at low Vdd temperature might
be beneficial.

As not just Vth and µ depend on temperature, the actual transistor modeling is more complex. Fortunately, all this
complexity is covered by the transistor models. As we employ circuit simulations in this work, we intrinsically
employ the transistor models (typically BSIM [14,52] forMOSFET and BSIM-CMG for FinFET [53]) which model
the effect of temperature on various transistor parameters.

For example, the simplified impact of temperature on the threshold voltage within BSIM is:

Vth = Vth0 +∆Vth,all (2.20)

Vth0 =
kB · TC

q
· ln

[
Cox

kB ·TC

q · (Cox
kB ·TC

q + 2Qbulk + 5Csi
kB ·TC

q )

2q · ni · ϵsub · kB ·TC

q

]

+ Vfb + ϕB +∆Vth,QM +
kB · TC

q
+ qbs (2.21)

Note, that a whole range of parameters is affected by temperature (i.e., feature the term "kB ·TC

q "): Cox is the oxide
capacitance, Csi is the body capacitance, Qbulk is the fixed depletion charge, ∆Vth,QM is the surface potential
considering quantum mechanical effect, kB is Boltzmann constant, q is the electronic charge, ni is the intrinsic
carrier concentration, TC is the channel temperature, ϵsub is the dielectric constant, Vfb is the flatband voltage, ϕB

is the body-effect voltage parameter and qbs is the body doping.

In short, employing accurate transistor models allows for accurate, detailed and most importantly validated thermal
modeling. The BSIM and BSIM-CMG models are used for post-silicon validation and sign-off in EDA tools and
as such are an established industry standard model. These models are used to model commercial transistors in a
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production environment. Hence, the thermal modeling is calibrated and validated against experimental data for
these commercial technologies by the semiconductor foundries. In fact, in each PDK (e.g., for analogue designs)
the thermal parameters are provided to simulate the impact of temperature with BSIM before manufacturing.

In this work, BSIM and BSIM-CMG are used to model the beneficial or detrimental impact of temperature on
transistors. Note, that this is the direct impact, i.e. temperature directly lowering or enhancing the performance
of transistors. On top of this, temperature also stimulates other degradation phenomena (like BTI), which might
hamper the operation and performance of a transistor.

2.3.4 Self-Heating Effect

The Self-Heating Effect (SHE) appeared with the introduction of FinFET transistors at 22nm technology and
beyond [54–56]. Contrary to planar MOSFET transistors, FinFETs encapsulate the channel on three sides with
gate dielectric to improve the electrostatics of the transistor. Therefore, instead of a strong heat conduction to
the substrate of the transistor in planar MOSFETs, now in FinFETs the encapsulation of the channel traps the
heat generated within the transistors channel (see Fig. 2.23). This elevates the channel temperature, which was
previously only relevant in high-power MOSFETs due to their high current densities.

Great heat
conduction

Poor heat
conduction

Encapsulated
channel

Self-Heating Effect in FinFET

TC ≈ Tchip TC > Tchip

Planar MOSFET FinFET

Gate

Channel

Fin

Figure 2.23: Encapsulation of the channel and limited heat conduction to substrate leads to elevated channel temperatures in FinFETs. This
effect is the self-heating effect.

The SHE is the elevation of the temperature of the channel within the transistor. As the transistor’s channel is a non-
ideal semiconductor, the large current densities flowing through the channel result in strong Joule heating within.
This generated heat (by the operation of the transistor) is trapped in FinFETs. This is due to the encapsulation of
the channel on three sides with the gate dielectric (both an electrical and a thermal insulator) which increases the
thermal resistance (Rth) of the channel significantly. Additionally, in FinFETs the channel features a tiny contact
patch to the substrate below, as in FinFETs the channel is now a tall and thin fin compared to a low and broad
rectangle on top of the substrate. Therefore, the generated heat within the channel cannot escape through the gate
dielectric and only a limited heat flux is available towards the substrate (see Fig. 2.23).

This SHE results in elevated channel temperatures (see Fig. 2.24), which hampers the operation of the transistor
as explained in Section 2.3.3. Different from regular thermal effects, SHE acts on a much faster time scale. For
instance, in a FinFET the Fin can heat up and cool down within nanoseconds [58]. Typically, thermal effects are
much slower, as the thermal capacitance of the structure is huge. For example, an entire processor needs seconds
to heat up, as itself is a quite large structure and additionally it has a huge heat sink on top. Therefore, Tchip alters
on the time scale of seconds. Yet, the thermal capacitance (Cth) of a transistor is minuscule as the fin occupies
such a small volume (the Intel 14 nm Fin is 42 nm high and 8 nm wide [57]). This fin is thermally insulated from
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Figure 2.24: Material (TCAD) simulation of SHE heating the channel of a 14nm FinFET transistor. Note the elevated channel temperature as
heat cannot sufficiently be dissipated towards the substrate and source and drain contacts. Src: [57].

its surroundings (due to the encapsulation with the gate dielectric) and thus only its Cth matters. Therefore, the
transistor can heat and cool within a couple clock cycles.

For the modeling of SHE and its impact on the transistor, we can rely on BSIM-CMG [14, 53]. As mentioned in
Section 2.3.3, the model takes care of the impact of temperature on the transistor. Even better, it also features a SHE
model (shown in Fig. 2.25) based on a RC-thermal model. RC-thermal models use the duality between thermal
fluxes and electric currents to solve a thermal modeling problem in a circuit simulator. Thermal capacitances are
electric capacitances, thermal resistances are electric resistances, thermal fluxes are currents and temperature is
equivalent to a voltage. This RC-thermal modeling is also used in thermal simulators like HotSpot [13].

Thermal 
resistance

Rth CthPloss = IdVds

ΔTC

Self-Heating RC-Model
IdVds is automatically obtained and updated by SPICE each timestep

Individual Rth, Cth and ΔT values per transistor in circuit

Heat generated 
via Joule heating

SHE-induced
temperature

increase

Thermal 
capacitance

Figure 2.25: Modeling of SHE in the BSIM-CMG compact transistor model as a RC-thermal model.

For SHE the heat generated is given by the Joule heating within the transistor, i.e. the power lost within the
transistor Ploss = Id · Vds. This electrical power acts as the heat generated, i.e. a heat flux in the RC-thermal
model. Generated heat in a thermal model is represented by current source (as current is heat flux) and combined
with thermal capacitance (Cth) and thermal resistance capacitance (Rth), this results in a simple circuit seen in Fig.
2.25. SPICE automatically provides Id and Vds to BSIM-CMG and Cth, Rth are provided by the semiconductor
foundry. This calibration allows BSIM-CMG to then estimate ∆TC(SHE) to increase the channel temperature
(TC) due to SHE and to apply the effect of the elevated temperature.

For the calibration of the CMOS technologies used in this work, refer for the IMEC 7 nm FinFET technology [59]
to Section 4.3.4 and Table 4.2. For the Intel 14 nm FinFET SHE calibration, refer to [57].
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In this section, we present the related work of the individual contributions of this thesis.

3.1 Step One - Improving Degradation Models

Various degradation models are presented from different groups. First, reliability physicists have very accurate
physics-based degradation models, which unfortunately are also very slow (e.g., solving differential equations
to describe physical processes). These models are unsuitable for circuit simulations, as their target is single
transistor modeling with the highest possible accuracy. As a second category, abstracted empirical models exist
(describing observations (e.g., mathematical fitting function to measured degradation) without explaining them).
These models are much faster (e.g., simple mathematical expressions), but typically cannot model dynamic stimuli
(increasing or decreasing temperature, switching voltage, etc.) but instead assume static values (e.g., constant 85 ◦C).
Additionally, these empirical models cannot generalize, i.e. their value ranges are limited by the experimental value
ranges. For example, if the experiments is performed between 0.8V and 1.2V then the fitted empirical model
cannot predict/determine the degradation at 0.7V, as the trend might differ significantly outside of the experimental
value range.

Our approach in this work is to base ourselves on the physics-based models and to make them suitable for circuit
simulations (instead of just single transistor estimations). Therefore, we employ the advantages of the physics-based
modeling (accuracy, dynamic conditions, generalization) without their drawback (simulation time).

3.1.1 Unified Degradation Models

BTI and RTN are a frequent topic in the reliability community. Their shared physical origin is frequently reported
[45, 51] and well-established. These works focus on the understanding of the physical origin and individual
transistors. [46] experimentally characterized the parameters for the BTI model based upon RTN measurements,
linking the two phenomena and modeled the impact on SRAM cells. However, neither guardbands, nor the impact
of PV or a unified model are discussed. The Authors in [49] and [60] proposed a unified BTI, RTNmodel. Both did
not consider the impact of PV on BTI nor RTN and did not target a wide voltage range including NTC. Including
the near-threshold voltage range is important as the impact of PV on RTN/BTI and scaling of η is different in
near-threshold compared to super-threshold (see Section 4.1.5.1). The unified model in [47] employed in circuit
simulations in [48] has the same limitations.

SRAM cells are often employed to exemplify circuit reliability estimations. [15], [44] targeted multiple phenomena
in SRAM cells, but did not consider RTN, BTI and PV jointly nor NTC in general. [61] targeted RTN, BTI and PV
jointly with separate models instead of unified model nor targeted NTC (i.e. a wide voltage range). [62] and [63]
considered SRAM reliability in NTC, but did not consider RTN respectively BTI.

RTN was targeted in [64] and [65] however they did not include BTI nor NTC in their work.
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3.1.2 Integrating Self-Heating as a new Phenomena

The authors in [58,59,66,67] measured the frequency-dependence of FinFET transistors, but did not consider duty
cycles or workloads. The duty cycle is only infrequently mentioned as a artifact during the characterization of
SHE [68] and not seen as a key aspect, driven by the workload, that must be considered.

Temperature guardbanding for standard cells and large circuits (e.g. microprocessors) is discussed in detail in [69],
but self-heating is not considered. A layout-level detailed temperature estimation for standard cells is presented
in [70], but they do not capture SHE in transistors, i.e. induced ∆TC .

Thus, in this work, we present the impact of duty cycle λ and actual workload-driven switching frequency fsw
on SHE for the first time. Additionally, this is the initial report for the impact of SHE on large circuits like
microprocessors.

3.2 Step Two - Accelerating Degradation Models

Contrary to other works, the goal of this step is pure performance benefit without a loss in accuracy. In the reliability
physics community, accuracy of physics-based degradation models is typically sacrificed to improve calculation
speed. The abstracted empirical degradations are typically so fast, that there is no need for speed-up.

3.2.1 Estimating Peak Degradation with Longest Continuous Stress

Diverse approaches for BTI modeling exist ranging from the physical level [31] towards the micro-architecture
level [23]. At the physical level BTI is measured based upon defect concentrations in transistors and its impact
is expressed as induced shifts in transistor parameters (threshold voltage shift ∆Vth) [31]. These BTI models,
which model the underlying physical processes of BTI to estimate it, are physical BTI models. In contrast, at the
micro-architecture level, BTI is measured by observing failure rates of chips over time. Then BTI is expressed by
simple equations fitted to mimic the observed failure rates in simulations which model shifts in transistor parameters
(∆Vth) [23]. BTI models with equations fitted to match chip failure behavior are called empirical BTI models in
this work.

Interestingly, the physical and empirical approach differs significantly due to the direct (transistor degradation) and
indirect (chip failure rates) calibration with measurements. Empirical models have a high degree of uncertainty
due to the probabilistic nature of chip failures [23]. To ensure reliable designs, circuit designers must consider the
worst samples of these distributions and design their guardbands accordingly.

Despite their inherent uncertainty, empirical BTI models are used as their simplicity and speed allows BTI esti-
mations within complex circuitry. However, to carefully design narrow guardbands, the physical models are more
suitable as their detailed modeling reduces uncertainty, providing results closer to the actually required guardbands.
Therefore, commercial design tools like MOSRA from Synopsys employed physical models [71]. Since physical
models are computational infeasible, MOSRA reduced the number of mathematical terms in their hot carrier model
to limit computational and calibration complexity at the cost of compromising accuracy [71]. Despite those efforts
simplifying physical models, MOSRA is only applicable to circuits with moderate complexity [72]. Academia also
attempts to solve the performance problem, [73] reduced data which needs to be processed and [72] employs an
offline look up table approach. Unfortunately, neither approach is sufficiently fast as [73] still calculates thousands
of data points for a single transistor, while the look up tables for [72] can become unfeasible for complex circuitry
evaluated over a wide range of operating conditions. Left without feasible physical BTI modeling, circuit designers
are forced to employ empirical models despite their overestimation.
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3.3 Step Three - Incorporating Aging into Standard Tools

3.2.2 Massively Parallel PDO Model

To the best of our knowledge, no other degradation model is currently implemented on the GPU. Some models
utilize multi-core CPU processing, but the vast majority of the degradation models are single-threaded processes as
reliability physicists care the most about accuracy andmatching experimental data instead of modeling performance.

Note, that most empirical degradation models are simple enough (single mathematical expressions), that they might
be included in multi-core circuit simulations without their own executable/process. However, even in this context,
we are not aware of GPU-based circuit simulations which include degradation models like BTI.

3.3 Step Three - Incorporating Aging into Standard Tools

The related work of this step is broken into two subsections for digital and analogue circuits, as these are very
different approaches and thus feature very distinct related work.

3.3.1 Digital Circuits

For digital circuits, we can explore standard cell designs and (non-standard cell) transistor designs. We consider
the transistor designs as analogue/mixed-signal designs, since both are developed in the SPICE family of circuit
simulators (in different operating modes).

3.3.1.1 Worst-Case Aging in Standard Cells

MOSFETs are driven by the gate voltage [8,31]. Thus, input vectors, which determine gate voltages at theMOSFETs,
govern BTI-induced degradation [8, 31]. At design-time, circuit designers must define the worst-case input vectors
to determine worst-case timing, which guarantees that aging at runtime never causes timing violations. The impact
of aging on standard cell delays is not explored with worst-case input vectors. Each paragraph corresponds to one
mayor drawback of state of the art.

Existing work relies on the superposition of worst-case transistors, i.e. assumes that worst cell delay is obtained if
all transistors are uniformly at peak degradation. This superposition seemed to lead to worst-case delay, as state of
the art did not consider cell delay in circuit simulations. The authors in [74, 75] modeled cell delay with equations
and thus fail to observe the opposition of pull-up to pull-down networks.

Other works consider activity as given (e.g., from a microprocessor simulator). They model the impact of activity
on the timing of circuit (e.g., a microprocessor or standard cells) [28, 38, 76–79] [80]. These works target the
workload-dependence of aging, i.e. estimate aging under specific input vectors or specific duty cycles per transistor.
However, these works provide noworst-case estimation [28,38,76–78,80]. Or [74,79,81] assume that the worst-case
estimation is again the uniform worst-case degradation per transistor, i.e. they miss the opposition of pull-down
and pull-up network.

Even if circuit simulations are used to estimate delay, there is another challenge. Most related work uses simplified
circuit simulations, hiding the behavior of the cell. In fact, a standard cell features parasitic capacitances and
resistances, has input signals with different signal slews and drives a variety of load capacitances. All these
factors significantly affect the standard cell delay [28, 79] [82] and are therefore considered in commercial cell
characterization tools (e.g., Synopsys SiliconSmart, Cadence Liberate). However, [75–78,83] do not consider these
effects, which can lead to significant errors in the standard cell delay estimation [28, 82].

Finding the best-case input vectors for standard cells was the goal of [83], i.e. minimizing aging bymaximizing aging
recovery in standard cells. However, their approach relies upon simplified aging models, which cannot represent the
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complex dependency of aging on transistor activity. Additionally, their delay estimations feature neither parasitics
nor slews or loads. This has an impact on the input vectors as delays are different under different load capacitances
and signal slews (see Fig. 6.6).

3.3.2 Analogue/Mixed-Signal Circuits

For analogue/mixed-signal circuits, the following related work with respect to reliability estimations is considered.

3.3.3 SRAM Reliability Framework

Studying reliability can be performed at different abstraction levels and with different accuracies. At the higher
abstraction level, reliability is studied of large circuits (exceeding 100k transistors), which is solely possible by
breaking the circuits down to standard cells, but not down to the transistor level. Works like [82,84,85] have shown
how large circuits like entire microprocessors can be studied by characterizing standard cell libraries under the
effects of aging.

This works aims at lower abstraction levels (up to 100k transistors), as circuits are broken down to the transistor
level. This allows us to study analogue and mixed-signal circuits, as these cannot be broken down to standard cells.
Additionally, circuit simulation on the transistor level feature higher accuracy, as more of the transistor interactions
(for example, pull-up versus pull-down networks as shown in [85]) are captured and circuits are not evaluated with
abstracted delay and power tables for standard cells. Therefore, instead of taking the workload purely as signal
probabilities of standard cell input pins [82, 85], we take individual voltage waveforms per transistor into account.
So instead of duty cycle and switching frequency, we have full VG, VD, VS , VB waveforms which allow the aging
models to more accurately consider recovery and thus provide a more accurate degradation value per transistor.

As a representative circuit, we study an SRAM array as SRAM are frequently studied in reliability [86]. However,
the majority studies the SRAMmemory cells in isolation missing the periphery with SA orWD [73,86]. Reliability
in periphery is mainly reported with isolated SA studies in [87,88] and a single BTI report in WDwith cells in [89].
For the SA, the work in [88] claims workloads from a processor simulator, yet solely records read frequency ("read
activation") (fread) and then simulates simple read 0 and read 1 patterns in SPICE to translate read operations to
transistor duty cycle (λtran) and switching frequency fsw for transistors in the SA alone.

3.4 Step Four - Accelerating Standard Tools

Accelerating the standard tools is typically performed by the EDA vendors. However, as a proof of concept,
we highlight how the general-purpose computing of graphic cards can be utilized to accelerator analogue circuit
simulators.

3.4.1 GPU-SPICE

Different approaches exist to evaluate circuit characteristics in large circuits. However, due to the focus on scenarios
which demand full SPICE accuracy, no simplifications or structural changes are allowedwhich result in inaccuracies.

FastSPICE: FastSPICE is a family of SPICE implementations (e.g. commercial FineSim [90]), which simplifies
transistor modeling and moves to hierarchical event-driven simulation to achieve large performance speedups and
simulate large circuits. Many FastSPICE implementations are multi-threaded (e.g. FineSim [90]) to further enhance
performance. However, these structural changes and simplifications result in inaccuracies up to 15% [91]. These
inaccuracies are unacceptable in scenarios like security critical designs (e.g. for automotive ISO 26262).

48



3.5 Custom Reliability Estimation of Circuits

Multi-Core SPICE Implementations: Commercial and public domain SPICE implementations exploit multiple
CPU cores to achieve higher simulation speeds. Commercial HSPICE [92], Eldo [93], Spectre [94] and open-source
NGSPICE [95] all are multi-threaded or multi-processing (Xyce [96]). Parallelized circuit setup was introduced
in [97] and is widely used in commercial tools [92] [94]. These works employ message passing and other compute
cluster techniques to employ the massive parallelism found across multiple machines. However, in a single PC the
performance insufficient to enable simulations of large circuits (see Section 7.1.5). This work focuses on single
desktop PC performance by employing Single-Instruction Multiple Data (SIMD) architectures like GPUs. GPUs
are frequently used to accelerate SPICE phases (see the two following paragraphs), since they represent cheap
off-the-shelf parallel hardware accelerators and are already available due to their integration into CPUs [98].

GPUSPICE Implementations: VariousGPU implementations of SPICE are proposed. TinySpice [99] restructures
the SPICE algorithm to optimize the repeated simulation of circuits like standard cells in Monte Carlo variability
studies (e.g. for yield analysis). TinySpice breaks these circuits down to look-up tables for the GPU and provides
large speed-ups for these small circuits, but is - by design - unsuitable for larger circuits [99].

A = L · U (3.1)
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a21 a22 a23
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The majority of state of the art focused on matrix LU-factorization (see Eq. 3.1), a time-consuming preprocessing
necessary for circuit matrix solving. Agilent proposed solving the LU-factorization in SPICE on the GPU in
2009 [100]. Similarly, other works [101] [102] [103] [104] [105] focused solely on LU-factorization. The authors
in [106] parallelized the device evaluation (a SPICE phase which includes the costly device linearization), as
they considered that the bottleneck of SPICE. None of these works targeted circuit setup, which is the key focus
of this work. However, all these works are fully compatible with our work and can be used to target the other
computationally intense phases of a GPU-based SPICE implementation.

Distinction from CUSPICE: The basis of this work is the public domain simulator NGSPICE [95]. We rely
on the initial attempt of a CUDA (parallel programming language for NVIDIA GPUs) implementation, called
CUSPICE [107]. This implementation already features the fast and optimized KLU solver [108] [104] and parallel
device evaluation [107] [109], so both bottlenecks are not present in our baseline. Both phases are outside of the
scope of this work. We integrated our novel circuit setup into CUSPICE and restructured the code to improve
performance (CUDA memory management) and solve the convergence issues for large circuits found in the current
CUSPICE version (Apr. 2018) as a basis for our own GPU-SPICE [109]. Note, that we do not rely on the specifics
of NGSPICE or CUSPICE (data structures, algorithms, etc.) and employ it solely as a proof of concept for our
approach.

3.5 Custom Reliability Estimation of Circuits

Various commercial [11,12] and academic [110–112] tools exist, which perform circuit reliability simulations with
SPICE. In fact, for the EDA vendors, SPICE-based reliability analysis with updates in the transistor parameters
is the de facto standard approach for analog circuits. These frameworks are comparable to our CARAT aging
framework in Section 8.1.3.3, but with the following differences:

1. Our framework uses all voltages and temperatures of all transistors in our aging models (e.g., supporting Vds

dependencies).
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2. Our framework supports dynamic voltage and frequency scaling, analogue circuits and other effects (e.g.
IR-drops) which introduce dynamic voltage changes.

3. Our framework uses defect-centric physics-based degradation models [9] and thus supports recovery and
short-term aging.

4. Aging estimation from nanoseconds (short-term aging) to 10 year lifetimes (long-term aging).

5. Modeling and consideration of self-heating

6. Works for arbitrary circuits (anything simulatable in SPICE) without any modifications to the netlist.

Some frameworks do consider a small subset of these points, but the commercial frameworks are severly limiting
on the modeling side (simplistic and outdated degradation models) as the focus of EDA vendors is clearly on the
SS process corners and static timing analysis for large-scale circuits (see Section 1.4.3). The academic frameworks
provide physics-based modeling [112] and multiple phenomena simultaneously [111] but not both.

These frameworks are meant for a before-degradation/after-degradation comparison of smaller analog circuits and
mainly study a single phenomenon or simplistic degradation as a whole (e.g., the impact of ∆Vth = 50mV

applied uniformly to all transistors). Individual degradation of transistors via multiple degradation phenomena
simultaneously as well as dynamic voltage/temperature waveforms or extrapolation towards lifetimes are novel in
this work.
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4 Step One - Improving Degradation Models

This first step consists of three contributions, which all aim to improve degradation models. Degradation models
are typically designed by reliability physicists with the aim to provide accurate modeling (match experimental data
as closely as possible) and to consider all dependencies (dynamic temperature/voltage, transistor manufacturing,
etc.). These models are not suited for custom reliability estimations as they are developed separately for each
phenomenon. However, during operation transistors experience all phenomena simultaneously. Therefore, the first
contribution is a unified model, which models BTI, RTN and PV across a wide range of Vdd at the same time. This
combines the key degradation phenomena to enable modeling of multiple phenomena simultaneously.

Secondly, the recently uncovered variability in degradation phenomena is studied. In addition to manufacturing
variability, transistors also experience variability from the degradation phenomena like BTI and RTN. Defect
generation and activation is not a deterministic process. Instead, inherit variability both from one transistor to the
next, but also within a transistor is a – widely ignored – property of degradation phenomena like BTI. This second
contribution models the variability found in defects from the transistor all the way to the circuit level.

Lastly, as a third contribution, the new phenomena self-heating is included in large-scale circuit simulations for the
first time. This introduces this newly occurring but absolutely critical phenomenon to large-scale circuit simulations
and evaluates its impact on circuit reliability.

4.1 Unified Model of Bias Temperature Instability, Random
Telegraph Noise and Process Variation

This section is based on my publication [113].

4.1.1 Reliability is key in Near-Threshold Computing

Advances in semi-conductor technology were achieved with ideal Dennard Scaling, i.e. scaling all technology pa-
rameters (e.g. Vdd, geometry, dopant concentrations) with the same scaling factorS resulting in higher performance,
lower power consumption and lower cost per transistor. But, as the decreasing supply voltage Vdd approaches the
threshold voltage Vth (that does not scale [64]) the channel formation in MOSFETs is weakened, leading to severe
performance penalties. Hence, Dennard Scaling was discontinued and voltage was scaled with a smaller scaling
factor than used in geometry to maintain performance.

However, recent trends like Internet of Things (IoT) and wearable devices demand energy-efficient on-chip systems
in which energy instead of performance is the highest priority. There, maximizing operation times within an energy
budget (e.g. a battery) is more important than obtaining high performance, as their tasks have low performance
demands (e.g. monitoring heart beats). Intuitively, lowering Vdd to reduce dynamic and static power is the best
approach. However, lowering Vdd results in a severe performance penalty and thus prolonged execution times,
ultimately consuming more energy via static power. Fig. 4.1 highlights how the energy per operation is minimal
when the on-chip system operates in near-threshold (Vdd ≈ Vth). Lowering Vdd beyond Vth to sub-threshold
(Vdd < Vth) prolongs execution times enough to compensate lower dynamic power and increases the overall energy
consumption via static power. In super-threshold (Vdd > Vth), quadratic dependence of dynamic power on Vdd

increases dynamic power resulting in high energy consumption.
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Reliability in Super- and Near-Threshold
Computing: A Unified Model of RTN, BTI and PV
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Abstract—Near-Threshold Computing (NTC) poses stringent
constraints on designing reliable circuits, as degradations have
a magnified impact at lower supply voltages (Vdd) compared
to super-threshold supply voltages. While phenomena like Bias
Temperature Instability (BTI) scale down with Vdd, mitigate their
magnified impact with reduced degradations and thus have little
impact on NTC reliability. Process Variation (PV) and Random
Telegraph Noise (RTN) do not scale with Vdd and therefore
become key reliability challenges in NTC. On the other hand,
in Super-Threshold Computing (STC), PV and BTI are the
dominant phenomena, as BTI induces considerable degradations
at nominal Vdd and PV imposes large enough shifts to matter at
any supply voltage. Therefore, to allow Vdd-scaling from super-
to near-threshold, we need to consider all of BTI, RTN and PV.
Ergo, we present a unified RTN & BTI model, that models their
shared physical origin and is validated against experimental data
across a wide voltage range. Our unified model and PV model
capture the joint impact of RTN, BTI & PV within a probabilistic
reliability estimation for NTC & STC circuits. We employed our
proposed model to analyze the reliability of SRAM cells showing
how taking Error correction Codes (ECCs) into account is able
to mitigate the deleterious effects of BTI, RTN, PV by 36%
compared to unprotected circuits.

Index Terms—Reliability, Aging, Noise, BTI, RTN, PV, NTC,
STC, Modeling

Download: Upon acceptance, the developed model and tool
will be publicly available.

I. INTRODUCTION

Ideal Dennard Scaling, i.e. scaling all technology parameters
(e.g. Vdd, geometry, dopant concentrations) with the same
scaling factor S results in higher performance, lower power
consumption and lower cost per transistor. But, as the decreas-
ing supply voltage Vdd approaches the threshold voltage Vth
(that does not scale [1]) the channel formation in MOSFETs
is weakened, leading to severe performance penalties. Hence,
Dennard Scaling was discontinued and voltage was scaled with
a smaller scaling factor than used in geometry to maintain
performance.

However, recent trends like Internet of Things (IoT) and
wearable devices demand energy-efficient on-chip systems in
which energy instead of performance is the highest priority.
There, maximizing operation times within an energy budget
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Fig. 1. Measured energy per operation in Intel CPU, based on [2]. Near-
threshold is up to 4.7x more energy efficient per operation compared to super-
threshold and sub-threshold.

(e.g. a battery) is more important than obtaining high per-
formance, as their tasks have low performance demands (e.g.
monitoring heart beats). Intuitively, lowering Vdd to reduce
dynamic and static power is the best approach. However,
lowering Vdd results in a severe performance penalty and thus
prolonged execution times, ultimately consuming more energy
via static power. Fig. 1 highlights how the energy per operation
is minimal when the on-chip system operates in near-threshold
(Vdd ≈ Vth). Lowering Vdd beyond Vth to sub-threshold
(Vdd < Vth) prolongs execution times enough to compensate
lower dynamic power and increases the overall energy con-
sumption via static power. In super-threshold (Vdd > Vth),
quadratic dependence of dynamic power on Vdd increases
dynamic power resulting in high energy consumption.

Near-Threshold Computing (NTC) offers a trade-off be-
tween short execution times to limit static power and low Vdd
to limit dynamic power for maximum energy efficiency [2].
As a direct result, the semiconductor industry started designing
NTC processors, e.g. Intel [2], [3] and ARM [4] highlighting
the advent of NTC.

While the energy efficiency is the key advantage of NTC,
decreased reliability is its key disadvantage. Lowering Vdd
decreases the resiliency of the on-chip system, magnifying
the importance of keeping reliability degradations at bay. In
fact, Intel had to take hardened memory cells (10T SRAM)
in its near- and sub-threshold processor, yet still could not
lower Vdd(memory) as low as Vdd(logic) as otherwise the
data could not be stored reliably [2].

Maintaining reliability is more challenging in near-threshold
than in super-threshold due to the lowered Vdd. In short,

Figure 4.1: Measured energy per operation in Intel CPU, based on [114]. Near-threshold is up to 4.7x more energy efficient per operation
compared to super-threshold and sub-threshold.

Near-Threshold Computing (NTC) offers a trade-off between short execution times to limit static power and low Vdd

to limit dynamic power for maximum energy efficiency (see Fig. 4.1) [114]. As a direct result, the semiconductor
industry started designing NTC processors, e.g. Intel [114, 115] and ARM [116] highlighting the advent of NTC.

While the energy efficiency is the key advantage of NTC, decreased reliability is its key disadvantage. Lowering Vdd

decreases the resiliency of the on-chip system, magnifying the importance of keeping reliability degradations at bay.
In fact, Intel despite employing hardened memory cells (10T instead of 6T SRAM) in its near- and sub-threshold
processor, they still could not lower Vdd(memory) as low as Vdd(logic) as otherwise the data could not be stored
reliably [114].

Maintaining reliability ismore challenging in near-threshold than in super-threshold due to the loweredVdd. In short,
aging phenomena, like Bias Temperature Instability (BTI) scale down with Vdd, while manufacturing variability
or noise phenomena, like Process Variation (PV) or Random Telegraph Noise (RTN) do not scale with Vdd. PV
& RTN degradations in STC, which do not result in errors, occur equally in NTC and may now be sufficient to
introduce errors, due to lower resiliency of the circuit at lower Vdd. Therefore, PV & RTN are key phenomena in
NTC which must be taken into account.

NTC circuits do not exclusively operate in near-threshold. In fact, if the performance demand increases the Vdd can
be increased in order to boost performance. For example, in Internet of Things, data is continuously collected, but
periodically the data must be processed (e.g. interpreted & classified) and the result transmitted to the server. While
near-threshold is sufficient for data collection to conserve energy, data processing has high performance demands
and hence must be operated in super-threshold. Both Intel [114,115] and ARM [116] designed their processors for
operations across a wide Vdd range from super- to near-threshold (i.e. STC-to-NTC circuits), to be able to react to
changing performance demands. Therefore, we do not focus solely on NTC. Rather, we aim to model reliability for
STC-to-NTC circuits, i.e. to consider a wide Vdd range from STC to NTC, to ensure reliability across the operation
modes.

Our novel Contributions within this section are:

1. A unified RTN & BTI model, modeling the shared physical processes behind RTN & BTI in order to model both
phenomena simultaneously. It is capable of modeling both phenomena from super-threshold to near-threshold due
to experimental calibration of the model across the entire voltage range.

2. Estimating reliability for STC-to-NTC circuits linking the unified model to a PV model, to capture the im-
pact of PV on RTN & BTI jointly. It enables circuit designers to employ probabilistic guardbands to deal with joint
impact of the key reliability degradations of STC and NTC: BTI, RTN and PV.
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4.1.2 Reliability Degradation: PV, BTI and RTN

In the following, we briefly introduce the key reliability degradation phenomena in STC and NTC along with their
underlying physical causes.

4.1.2.1 Process Variation (PV)

Semiconductor manufacturing consists of various lithographic processes involving optics, which operate at their
resolution limits in current nanometer technologies. This introduces variations in themanufacturing of the geometric
structures, e.g. variations of the width W and length L of transistors, called Process Variation (PV). According
to [44], PV can be modeled as Gaussian distributions. These distributions only depend on the precision of the
lithographic process itself and not on any run-/design-time parameters.

Other variability phenomena like random dopant fluctuation (RDF) or variations in the interconnects are not within
the scope of this work. They do not physically interact (amplify/mitigate) with any of our targeted phenomena
(RTN, BTI & PV) and therefore can be independently modeled, e.g. as distribution of initial conditions or a static
offset (average- or worst-case) to consider them in our STC-to-NTC circuits reliability estimation. For instance,
in [61] we showed how to model the impact of RDF on BTI, while a separate RTN model was employed. Unlike
our previous work, here we employ a unified BTI/RTN model and analogously the impact of RDF on both BTI &
RTN can be modeled through a distribution of the initial threshold voltage Vth of the transistor. Our model takes
this different initial Vth into account (τc and τe modeling details in [37] used in eq. 4.2) and will amplify/mitigate
BTI & RTN accordingly.

4.1.2.2 Bias Temperature Instability (BTI)

For more details on BTI in general, please refer to the BTI background Section 2.2.1.

Even if manufacturing (PV) is well-controlled, aging phenomena pose another threat to the reliability of a circuit.
Aging phenomena are physical processes which induce degradations during run-time of a circuit. The dominant
aging phenomena is called Bias Temperature Instability (BTI) [8] and originates from chargingmaterial defects (e.g.
oxygen vacancies in SiO2 / HfON/ HfO2 lattice as well as broken Si-H bonds near the dielectric-channel-interface)
in the gate dielectric of a transistor. If a vertical electric field is applied over the gate dielectric, these defects are
excited to capture a carrier, gaining an electrical charge. Capturing a carrier changes the electrically neutral defects
into electrically charged locations in the gate dielectric and thus weakens the electric field reaching the channel.
This weakens the formation of the channel below the gate and thus manifests itself as a threshold voltage shift
∆Vth(BTI). As soon as the electric field is reduced or switched off, defects are excited to emit their carrier and thus
regain electrical neutrality reducing the BTI-induced∆Vth. Note that BTI defects may influence other MOSFET’s
parameters like carrier mobility and sub-threshold slope [117]. However, we focus in this work on∆Vth as it is the
most dominant degradation.

Theories: Traditionally two theories are used to explain BTI based upon different interpretations of the under-
lying physical origin of BTI. These models are traditionally called reaction-diffusion (RD) [8], [34] and trap-
ping/detrapping (TD) [31], [37]. In recent years, both RD & TD started to incorporate each other’s physical
mechanisms in their models, e.g. by the incorporation of ultra-fast trapping in oxide vacancies into the RD
model [34]. Our unified model combines RTN & BTI based upon their shared physical origin in charging/dis-
charging defects and is agnostic to defect types (oxide vacancies, interface traps, etc.) as all defects capture and
emit carriers equally via quantum tunneling. Therefore, our model is applicable to both RD and TD theories in
their respective state-of-the-art.
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Fig. 5. SPICE simulations of a ring oscillator with ∆Vth = 10mV
demonstrating that the susceptibility to degradations increases up to 4x as
Vdd scales down from STC to NTC.

Lower degradation at low Vdd: BTI is one of the key
phenomena at super-threshold [10], [8], yet BTI depends
stronly on Vdd (e.g. ∆Vth(BTI) ∝ (Vdd)

4.3 [8]), i.e. lowering
Vdd significantly lowers BTI-induced degradation. In contrast,
PV induces the same variation in W and L regardless of Vdd
and similarly the magnitude of RTN-induced degradation does
not depend on Vdd.

Lower resiliency at low Vdd: The first-order approximation
of the delay of a transistor (tdelay), i.e. equation 1 shows, that
lowering Vdd has a severe impact on tdelay:

tdelay ∝
1

ID
with ID ∝ (Vdd − Vth −∆Vth)2 (1)

In circuit simulations, Fig. 5 highlights how the same degra-
dation (∆Vth = 10mV in all transistors) has a larger impact
at lower voltages. At just 7% delay increase at Vdd = 1.0V
the impact reaches 23% at Vdd = 0.5V , which represents a 4x
increase. This highlights how the trends from the first-order
approximation still holds in simulations based upon the BSIM
compact model [19].

Reliability challenges in NTC: The degradations induced
by PV, RTN and BTI have a considerably higher impact on
the reliability in near-threshold than in super-threshold due
to aforementioned lower resiliency in NTC. BTI scales down
with Vdd4.3 [8], mitigating its higher impact at lower voltages
which scales with Vdd2. In contrast to BTI, PV & RTN exhibit
no reduction and thus lowering Vdd magnifies their overall

impact on reliability by up to 4x (see Fig. 5), which makes
maintaining reliability significantly more challenging.

Reliability challenges in STC: In super-threshold, BTI may
temporarily induce high levels of degradations due to the high
Vdd, which we showed in our work [12]. RTN may worsen
this degradation by randomly increasing already high levels
of degradations. Furthermore, PV may create weak (small)
transistors with low resiliency against these degradations.
Therefore, at super-threshold it is important to model the
deterministic (BTI) and random (RTN) behavior of oxide traps
within PV-shifted transistor.

Reliability challenges in STC-to-NTC: In our work [20]
we showed how the transition between different Vdd’s can be
result in transient errors, as the high degradation levels from
super-threshold may meet the low resiliency of near-threshold.
This implies to switch from STC → NTC slow enough to
let BTI recover [20] and potentially employ the presented
A-GEAR technique [20] to ensure reliability. NTC → STC
switches (increasing Vdd) cannot result in transient errors, as
the resiliency immediately increases while degradations need
some time to increase [20].

In all three operation modes, i.e. STC, NTC and STC →
NTC switches accurate degradation models are indispensable
to estimate the degradations. They should be able to model
the entire voltage range from STC to NTC as well as sub-
microsecond Vdd transitions to enable the design of reliable
circuits. For PV this is given, as it does not scale with
Vdd, however no oxide trap modeling is currently capable of
modeling STC, NTC and STC → NTC switches.

IV. RELATED WORK

RTN and BTI are a frequent topic in the reliability commu-
nity. Their shared physical origin is frequently reported [11],
[15] and well-established. These works focus on the under-
standing of the physical origin and individual transistors. [21]
experimentally characterized the parameters for the BTI model
based upon RTN measurements, linking the two phenomena
and modeled the impact on SRAM cells. However, neither
guardbands, nor the impact of PV or a unified model are
discussed. The Authors in [22] and [23] proposed a unified
BTI, RTN model. Both did not consider the impact of PV on
BTI nor RTN and did not target NTC, which is important as
the impact of PV on RTN/BTI and scaling of η is different in
near-threshold compared to super-threshold (see Section V-A).
The unified model in [24] employed in circuit simulations in
[25] has the same limitations.

SRAM cells are often employed to exemplify circuit reli-
ability estimations. [16], [5] targeted multiple phenomena in
SRAM cells, but did not consider RTN, BTI and PV jointly nor
NTC in general. [6] targeted RTN, BTI and PV jointly, but did
not create a joint model nor targeted NTC (i.e. a wide voltage
range). [26] and [27] considered SRAM reliability in NTC,
but did not consider RTN respectively BTI as a phenomenon.

RTN was targeted in [1], [28] and [29], however they did
not include BTI nor NTC in their work.
Distinction from existing work:
1. Considering the impact of geometry (PV/technology scal-
ing) on the unified BTI/RTN model.

Figure 4.2: BTI and RTN degradation at different Vdd viewed as separated phenomena. Note the lowered degradation of BTI at lower Vdd,
while RTN is unaffected by Vdd. RTN is the dominant phenomena in NTC, while BTI is the dominant phenomena in STC. As
both phenomena are modeling the same physical origin, defect modeling across a wide voltage range becomes indispensable for the
design of reliable NTC-to-STC circuits. Simulation is performed under T = 125◦C, ton = 1000s,W = 150nm,L = 45nm

4.1.2.3 Random Telegraph Noise (RTN)

See background Section 2.3.2 for details about RTN and its delineation from BTI.

4.1.2.4 Defect Modeling

Shared Stimuli: Traditionally, BTI and RTN were modeled and studied separately, which lead to different focusses
from the respective research. We studied the stimuli of BTI and reported in descending strength on gate-source
voltage Vgs, temperature T , transistor on-/off-ratio d and switching frequency fswitch [31], [15], [118]. Increasing
these stimuli, i.e. higher voltage, higher temperature, larger on-/off-ratio and lower switching frequency increases
∆Vth.

For RTN, the magnitude of RTN-induced degradation is reported to depend on transistor width W and transistor
length L [119], [120]. Larger transistors (in either or both dimensions) will lead to smaller ∆Vth.

Both BTI and RTN describe behavior of defects, so in order to model them as accurately as possible, we take all
these stimuli simultaneously into account. From a physical perspective, RTN stimuli also apply to BTI and vice
versa. The impact of defects (i.e. both RTN and BTI) thereby depends on gate-source voltage Vgs, temperature
T , transistor on-/off-ratio d, switching frequency fswitch, transistor width W and transistor length L. In section
4.1.5.1 we describe the modeling in detail.

ImpactPVonRTN/BTI:PVshiftsW andL and themagnitude ofRTN-induced degradation∆Vth ∝ 1

W · 3√
L
[120].

Therefore, the induced shifts of PV have a direct impact on ∆Vth with a stronger impact in near-threshold than in
super-threshold [119].

4.1.3 Reliability in STC and NTC

In the beginning of this section, we discuss reliability in NTC, followed by a brief discussion of well-known
reliability challenges in STC. Operating in NTC instead of STC reduced degradations of reliability phenomena
which scale with Vdd. Yet, at the same time, resiliency of a circuit against any induced degradations decreases as it
also scales with Vdd.

Lower degradation at low Vdd: BTI is one of the key phenomena at super-threshold [31], [8], yet BTI depends
strongly on Vdd (e.g. ∆Vth(BTI) ∝ (Vdd)

4.3 [8]), i.e. lowering Vdd significantly lowers BTI-induced degradation.
In contrast, PV induces the same variation inW andL regardless ofVdd and similarly themagnitude of RTN-induced
degradation does not depend on Vdd.
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Fig. 5. SPICE simulations of a ring oscillator with ∆Vth = 10mV
demonstrating that the susceptibility to degradations increases up to 4x as
Vdd scales down from STC to NTC.

Lower degradation at low Vdd: BTI is one of the key
phenomena at super-threshold [10], [8], yet BTI depends
stronly on Vdd (e.g. ∆Vth(BTI) ∝ (Vdd)

4.3 [8]), i.e. lowering
Vdd significantly lowers BTI-induced degradation. In contrast,
PV induces the same variation in W and L regardless of Vdd
and similarly the magnitude of RTN-induced degradation does
not depend on Vdd.

Lower resiliency at low Vdd: The first-order approximation
of the delay of a transistor (tdelay), i.e. equation 1 shows, that
lowering Vdd has a severe impact on tdelay:

tdelay ∝
1

ID
with ID ∝ (Vdd − Vth −∆Vth)2 (1)

In circuit simulations, Fig. 5 highlights how the same degra-
dation (∆Vth = 10mV in all transistors) has a larger impact
at lower voltages. At just 7% delay increase at Vdd = 1.0V
the impact reaches 23% at Vdd = 0.5V , which represents a 4x
increase. This highlights how the trends from the first-order
approximation still holds in simulations based upon the BSIM
compact model [19].

Reliability challenges in NTC: The degradations induced
by PV, RTN and BTI have a considerably higher impact on
the reliability in near-threshold than in super-threshold due
to aforementioned lower resiliency in NTC. BTI scales down
with Vdd4.3 [8], mitigating its higher impact at lower voltages
which scales with Vdd2. In contrast to BTI, PV & RTN exhibit
no reduction and thus lowering Vdd magnifies their overall

impact on reliability by up to 4x (see Fig. 5), which makes
maintaining reliability significantly more challenging.

Reliability challenges in STC: In super-threshold, BTI may
temporarily induce high levels of degradations due to the high
Vdd, which we showed in our work [12]. RTN may worsen
this degradation by randomly increasing already high levels
of degradations. Furthermore, PV may create weak (small)
transistors with low resiliency against these degradations.
Therefore, at super-threshold it is important to model the
deterministic (BTI) and random (RTN) behavior of oxide traps
within PV-shifted transistor.

Reliability challenges in STC-to-NTC: In our work [20]
we showed how the transition between different Vdd’s can be
result in transient errors, as the high degradation levels from
super-threshold may meet the low resiliency of near-threshold.
This implies to switch from STC → NTC slow enough to
let BTI recover [20] and potentially employ the presented
A-GEAR technique [20] to ensure reliability. NTC → STC
switches (increasing Vdd) cannot result in transient errors, as
the resiliency immediately increases while degradations need
some time to increase [20].

In all three operation modes, i.e. STC, NTC and STC →
NTC switches accurate degradation models are indispensable
to estimate the degradations. They should be able to model
the entire voltage range from STC to NTC as well as sub-
microsecond Vdd transitions to enable the design of reliable
circuits. For PV this is given, as it does not scale with
Vdd, however no oxide trap modeling is currently capable of
modeling STC, NTC and STC → NTC switches.

IV. RELATED WORK

RTN and BTI are a frequent topic in the reliability commu-
nity. Their shared physical origin is frequently reported [11],
[15] and well-established. These works focus on the under-
standing of the physical origin and individual transistors. [21]
experimentally characterized the parameters for the BTI model
based upon RTN measurements, linking the two phenomena
and modeled the impact on SRAM cells. However, neither
guardbands, nor the impact of PV or a unified model are
discussed. The Authors in [22] and [23] proposed a unified
BTI, RTN model. Both did not consider the impact of PV on
BTI nor RTN and did not target NTC, which is important as
the impact of PV on RTN/BTI and scaling of η is different in
near-threshold compared to super-threshold (see Section V-A).
The unified model in [24] employed in circuit simulations in
[25] has the same limitations.

SRAM cells are often employed to exemplify circuit reli-
ability estimations. [16], [5] targeted multiple phenomena in
SRAM cells, but did not consider RTN, BTI and PV jointly nor
NTC in general. [6] targeted RTN, BTI and PV jointly, but did
not create a joint model nor targeted NTC (i.e. a wide voltage
range). [26] and [27] considered SRAM reliability in NTC,
but did not consider RTN respectively BTI as a phenomenon.

RTN was targeted in [1], [28] and [29], however they did
not include BTI nor NTC in their work.
Distinction from existing work:
1. Considering the impact of geometry (PV/technology scal-
ing) on the unified BTI/RTN model.

Figure 4.3: SPICE simulations of a ring oscillator with∆Vth = 10mV applied to each transistor. The shift in propagation delay increases up
to 4x as Vdd scales down from STC (1.0V) to NTC (0.5V). This demonstrates that the susceptibility to degradations is higher at
low Vdd as the same degradation has higher impact.

Lower resiliency at low Vdd: The first-order approximation of the delay of a transistor (tdelay), i.e. equation 4.1
shows, that lowering Vdd has a severe impact on tdelay:

tdelay ∝ 1

ID
with ID ∝ (Vdd − Vth −∆Vth)

2 (4.1)

In circuit simulations, Fig. 4.3 highlights how the same degradation (∆Vth = 10mV in all transistors) has a larger
impact at lower voltages. At just 7% delay increase at Vdd = 1.0V the impact reaches 23% at Vdd = 0.5V , which
represents a 4x increase. This confirms how the trends from the first-order approximation still hold in simulations
based upon the BSIM compact model [14].

Reliability challenges in NTC: The degradations induced by PV, RTN and BTI have a considerably higher impact
on the reliability in near-threshold than in super-threshold due to aforementioned lower resiliency in NTC. BTI
scales down with Vdd

4.3 [8], mitigating its higher impact at lower voltages which scales with Vdd
2. In contrast to

BTI, PV & RTN exhibit no reduction and thus lowering Vdd magnifies their overall impact on reliability by up to
4x (see Fig. 4.3), which makes maintaining reliability significantly more challenging.

Reliability challenges in STC: In super-threshold, BTI may temporarily induce high levels of degradations due to
the highVdd, whichwe showed in our work [118]. RTNmayworsen this degradation by randomly increasing already
high levels of degradations. Furthermore, PV may create weak (small) transistors with low resiliency against these
degradations. Therefore, at super-threshold it is important to model the deterministic (BTI) and random (RTN)
behavior of defects within PV-shifted transistors.

Reliability challenges in STC-to-NTC: In our work [121] we showed how the transition between different Vdd’s
can result in transient errors, as the high degradation levels from super-threshold may meet the low resiliency of
near-threshold. This implies to switch from STC → NTC slow enough to let BTI recover [121] and potentially
employ our presented A-GEAR technique [121] to ensure reliability. NTC → STC switches (increasing Vdd)
cannot result in transient errors, as the resiliency immediately increases while degradations need some time to
increase [121].

In all three operation modes, i.e. STC, NTC and STC→ NTC switches accurate degradation models are indispens-
able to estimate the degradations. They should be able to model the entire voltage range from STC to NTC as well
as sub-microsecond Vdd transitions to enable the design of reliable circuits. For PV this is given, as it does not scale
with Vdd, however no defect modeling is currently capable of modeling STC, NTC and STC → NTC switches.
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4.1.4 Distinction from existing work:

1. Considering the impact of geometry (PV/technology scaling) on the unified BTI/RTN model.
2. Reliability modeling and guardband estimation suited from super-threshold to near-threshold, i.e. a wide voltage
range.
3. Probabilistic guardbands for circuits with error correction and transistor hardening.
4. Evaluating reliability of current design (per transistor/entire circuit) for given xj , i.e. tolerable ∆Vth per
transistor.

This work partially bases itself on two of our own previous works [31] and [15]. New contributions on top of
previous work in [31] includes considering the probabilistic nature of defects (i.e. RTN) in an unified RTN/BTI
model. As our target is Internet-of-Things in which the operation can switch from STC and NTC and vice versa, the
model is calibrated across the corresponding wide voltage range (e.g. from 1.2V to 0.4V). Additionally, the impact
of PV is now taken into account, as it is one of the major reliability challenges in NTC. Furthermore, instead of
being able to model solely digital circuits, our new implementation within algorithm 1 can model dynamic behavior
for both voltage and temperature, which is imperative for STC/NTC switches, in which voltage and temperature
vary significantly. Our SRAM evaluation is based upon [15], yet features probabilistic guardbands due to the
probabilistic estimations of our unified model. Furthermore, an industrial guardband is used as a reference to
indicate if a design is reliable or not. Lastly, the impact of the design choices of a designer, namely the transistor
size (W,L) or employment of ECC in SRAM were added to the SRAM evaluation.

4.1.5 Our Unified BTI & RTN Model

In order to model RTN & BTI in a unified model, we discuss defects in detail, as these are the underlying physical
processes of both phenomena.

4.1.5.1 Defects: Physics of BTI and RTN

Capturing/emitting carriers in defects are the underlying processes behind RTN and BTI. Each defect (regardless if
oxide trap/interface trap/other) can be characterized by experimentally observing threemacroscopic parameters [37]:
a) its capture time τc, i.e. the longest time to capture a carrier from the channel in a unoccupied defect.
b) the emission time τe, the longest time until the carrier is emitted back to the channel from an occupied defect.
c) η, the induced shift in threshold voltage if that specific defect has captured a carrier and hence electrically charged.
While η solely depends on the horizontal location of the defect within the gate dielectric [51], capture and emission
times are functions of temperature T and voltage Vgs [37]. Thus, η is not correlated to τe and τe, as it has been
established in [122]. For example, if T rises, both capture and emission times are decreased due to more thermal
energy for carriers to reach an defect. Hence, a defect o can be defined as:

o ∈ D(τe, τc) : (τc,o(T, Vgs), τe,o(T, Vgs), ηo) (4.2)

D(τe, τc) is the defect distribution within the transistor, i.e. the defect map with τe as x-axis and τc as y-axis.
Mathematically it can be expressed as log-normal bi-variant distribution:
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2. Reliability modeling and guardband estimation suited from
super-threshold to near-threshold, i.e. a wide voltage range.
3. Probabilistic guardbands for circuits with error correction
and transistor hardening.
4. Evaluating reliability of current design (per transistor/entire
circuit) for given xj , i.e. tolerable ∆Vth per transistor.

This work partially bases itself on two of our own previous
works [10] and [16]. New contributions on top of previous
work in [10] includes considering the probabilistic nature of
oxide traps (i.e. RTN) in an unified RTN/BTI model. As our
target is Internet-of-Things in which the operation can switch
from STC and NTC and vice versa, the model is calibrated
across the corresponding wide voltage range (e.g. from 1.2V
to 0.4V). Additionally, the impact of PV is now taken into
account, as it is one of the major reliability challenges in NTC.
Furthermore, instead of being able to model solely digital
circuits, our new implementation of algorithm 1 can model
dynamic behavior for both voltage and temperature, which
is imperative for STC/NTC switches, in which voltage and
temperature vary significantly. Our SRAM evaluation is based
upon [16], yet features probabilistic guardbands due to the
probabilistic estimations of our unified model. Furthermore,
an industrial guardband is used as a reference to indicate if a
design is safe or not. Lastly, the impact of the design choices
of a designer, namely the transistor size (W,L) or employment
of ECC in SRAM were added to the SRAM evaluation.

V. OUR UNIFIED BTI & RTN MODEL

In order to model RTN & BTI in a unified model, we discuss
oxide traps in detail, as these are the underlying physical
processes of both phenomena.

A. Oxide Traps: Physics of BTI and RTN

Capturing/emitting carriers in oxide traps are the underlying
processes behind RTN and BTI. Each oxide trap can be
characterized by three parameters: a) its capture time τc, i.e.
the average time of an oxide trap to capture a carrier from the
channel. b) the emission time τe, the average time until the
carrier is emitted. c) η, the induced shift in threshold voltage
if that specific trap is captured and hence electrically charged.
While η solely depends on the horizontal location of the oxide
trap within the gate dielectric [15], capture and emission times
are functions of temperature T and voltage Vgs [7]. Thus, η is
not correlated to τe and τe, as it has been established in [30].
For example, if T rises, both capture and emission times are
decreased due to more thermal energy for carriers to reach an
oxide trap. Hence, an oxide trap o can be defined as:

o ∈ D(τe, τc) : (τc,o(T, Vgs), τe,o(T, Vgs), ηo) (2)

D(τe, τc) is the trap distribution within the transistor, i.e.
the map of oxide traps with τe as x-axis and τc as y-axis.
Mathematically it can be expressed as log-normal bi-variant
distribution:
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Fig. 6. Our measured trap distribution of defects at Vdd = 0.4V/0.6V/0.8V
and 25◦C. A darker red corresponds to a higher concentration of oxide traps.
The distributions shift down (shorter capture times (τc)) when increasing the
voltage. Shorter τc result in higher ∆Vth for a given stress time as more oxide
traps will capture a carrier in that time-frame. Emission time τe is barely
affected, i.e. the probability to emit carriers Pemission remains identical.
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Fig. 6 shows an example of an experimentally extracted trap
distribution and how the distributions shift with rising voltage
Vgs.

In order to determine the occurring ∆Vth in a transistor,
the occupancy of each oxide trap needs to be determined.
As capturing and emitting carriers are probabilistic processes,
we define occupancy probabilities Pocc for each trap. Pocc
depends on the on- and off-states of a transistor, which can be
conceptionally expressed as:

BTI: τc ≤ ton :Pocc → 1

τc > ton :Pocc → previous state
τe ≤ toff :Pocc → 0

τe > toff :Pocc → previous state

(4)

BTI: BTI is the monotonic behavior of oxide traps, which
is shown in Fig. 2. If the on-time ton is longer than the capture
time τc for an oxide trap, than that trap has a high probability
that it is occupied, i.e. Pocc tends towards (→) 1. Either the
trap was unoccupied and captured a carrier, since τc ≤ ton or
it was already occupied and did not emit the carrier. Similarly,
if the off-time toff is longer than emission time τe, the trap is
likely unoccupied, i.e Pocc → 0. For all traps with τc > ton or
τe > toff the occupancy probability has not yet changed and
remains in their previous state. The full description for Pocc

Figure 4.4: Ourmeasured defect distribution atVdd = 0.4V/0.6V/0.8V and 25◦C. A darker red corresponds to a higher defect concentration.
The distributions shift down (shorter capture times (τc)) when increasing the voltage. Shorter τc result in higher∆Vth for a given
stress time as more defects will capture a carrier in that time-frame. Emission time τe is barely affected, i.e. the probability to emit
carriers Pemission remains identical.

D(τe, τc) =
exp

(
− 1

2(1−ρ2) (A
2 − 2ρAB +B2)

)

2πτeτcστeστc

√
1− ρ2

(4.3)

with ρ =
exp (ρNστeστc)− 1√

(exp
(
σ2
τe

)
− 1)(exp

(
σ2
τc

)
− 1)

A =
ln(τe)− µτe

στe

B =
ln(τc)− µτc

στc

Fig. 4.4 shows an example of an experimentally extracted defect distribution and how the distributions shift with
rising voltage Vgs.

In order to determine the occurring ∆Vth in a transistor, the occupancy of each defect needs to be determined. As
capturing and emitting carriers are probabilistic processes, we define occupancy probabilities Pocc for each defect.
Pocc depends on the on- and off-states of a transistor, which can be conceptionally expressed as:

BTI: τc ≤ ton :Pocc → 1

τc > ton :Pocc → previous state
τe ≤ toff :Pocc → 0

τe > toff :Pocc → previous state

(4.4)

BTI: BTI is the monotonic behavior of defects, which is shown in Fig. 2.21. If the on-time ton is longer than the
capture time τc for a defect, than that defect has a high probability that it is occupied, i.e. Pocc tends towards (→)
1. Either the defect was unoccupied and captured a carrier, since τc ≤ ton or it was already occupied and did not
emit the carrier. Similarly, if the off-time toff is longer than emission time τe, the defect is likely unoccupied, i.e
Pocc → 0. For all defects with τc > ton or τe > toff the occupancy probability has not yet changed and remains
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4 Step One - Improving Degradation Models

in their previous state. The full description for Pocc in the context of BTI in digital circuits, according to [31], is as
follows:

Stress:

Pocc(t) = Pocc(ti) +

(
τe

τe + τc
− Pocc(ti)

)
·
(
1− e

t−ti
τsr

)
(4.5)

Recovery:

Pocc(t) =
τe

τe + τc
+

(
Pocc(ti)−

τe
τe + τc

)
·
(
e

t−ti
τsr

)
(4.6)

with τsr =
1

1
τe

+ 1
τc

τc = τc(T, V ) τe = τe(T, V )

with ti as the point in time of the i-th transition between on and off state and thus stress ↔ recovery, resulting in a
stress ton = t− ti respectively recovery time toff = t− ti. Equations 4.5 and 4.6 do not depend on the time-step
size ∆t or induced degradation ∆Vth. They only depend on the stress time (ton) and recovery time (toff ) and t

the current point in time. Note, that only the previous occupancy probability Pocc at the transition from stress ↔
recovery is used in the calculation, but not the occupancy state itself. Therefore, Pocc depends on (stress-/recovery-)
time ti − t , voltage Vgs and temperature T and none of the three stimuli are affected by previous∆Vth, occupancy
state occ(o) or ∆t.

Even though BTI is estimated with probabilistic models, we still consider it a deterministic monotonic behaviour,
i.e. we expect a defect to be occupied if τc ≤ ton. As Pocc → 1, i.e. close to 1, this is very likely, but not guaranteed.
By our previous definition, if our expectation of an occupied defect is not met, we call it RTN. So the difference in
∆Vth due to the expectation of an occupied defect and the actual unoccupied defect will be RTN.

RTN: RTN is the random component of the defect modeling, acting as noise on top of the monotonic BTI-induced
shifts. Capturing and emitting carriers is a probabilistic process dependent on time, i.e. can be expressed as a
probabilistic function of time. These probabilities are directly linked to capture and emission probabilities within
a short time frame (∆t ≪ τc, τe) [31]:

Pcapture =
∆t

τc
(4.7)

Pemission =
∆t

τe
(4.8)

Defects which have similar capture and emission times (i.e. τc ≈ τe) have occupancy probabilities near to 50% (i.e.
Pocc ≈ 0.5), as:

τc ≈ τe

⇒Pcapture ≈ Pemission

⇒Pocc ≈ 0.5

(4.9)

Defects which have higher capture than emission times (i.e. τc > τe) have low occupancy probabilities, as they
capture rarely and emit frequently. Defects with lower capture than emission times (i.e. τc < τe) have high
occupancy probabilities, as these defects will capture a carrier frequently but emit rarely. Capture τc and emission
times τe modeling itself is completely independent of ton or toff and only depends on the temperature T and
voltage Vgs during ∆t.
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4.1 Unified Model of Bias Temperature Instability, Random Telegraph Noise and Process Variation

Delineation of BTI and RTN: Conceptionally, BTI and RTN describe the same physical processes with eq.
4.5 & 4.6 for continuous time and eq. 4.7 & 4.8 for discrete time steps. Their delineation is deterministic vs.
random/unpredictable behavior. If the transistor is on, i.e. Vgs is high, τc is low while τe is largely unaffected (see
Fig. 4.4). This results in high Pcapture with low Pemission and therefore high Pocc for each defect, i.e. we expect
that most defects will be occupied. This expectation of high degradation is BTI, while the deviation from it (e.g. a
lower occurring degradation) is RTN:

∆Vth = ∆Vth,expected.value −∆Vth,deviation (4.10)

=
∑

o∈D

Pocc(o) · ηo −
(∑

o∈D

(Pocc(o)− occ(o)) · ηo
)

(4.11)

= ∆Vth(BTI)−∆Vth(RTN) (4.12)

A defect contributes with its η to∆Vth,total if it is occupied:

∆Vth,total =

o∑

i=1

∆Vth(i) (4.13)

with o ∈ D(τe, τc) ∧ occ(o) = 1 :Vth(o) = ηo

and o ∈ D(τe, τc) ∧ occ(o) = 0 :Vth(o) = 0

Impact of Geometry on Defects: As the geometry of a transistor shrinks, the number of defects decreases.
Authors of [120] report the number of defects |D(τe, τc)| ∝ W · L. However, despite the reduction of the
number of defects, the overall degradation ∆Vth increases. According to [119], in flash (floating gate) transistors
∆Vth(RTN) ∝ 1√

W ·L in super-threshold and ∆Vth(RTN) ∝ 1
W ·

√
L
in near-threshold. Therefore, if the number

of defects decreases while total degradation increases, the induced degradation per defect η must increase. The
measured data in [123] provides more insight and reported for planar 45nm from super- to near-threshold the shift
in the 95-percentile of RTN and the mean (ηo):

95-percentile: ∆Vth(RTN) ∝ 1

W · 3
√
L

(4.14)

∀o ∈ D(τe, τc) : ηo ∝ 1

W ·
√
L

(4.15)

PV: The circuit design defines W and L for each transistor, nonetheless both are also shifted randomly in manu-
facturing (PV). In fact,W and L are correlated distributions. Therefore, we can model theW and L as two normal
distributions with different means (µ is the desired width and length the transistor) but the same variance (σ is shift
due to manufacturing) as lithographic processes have a 1:1 correlation in X- and Y-direction. By modeling ηo as
a distribution, by substituting W and L with their distributions in eq. 4.15, we can consider the impact of PV on
the defect (η of each defect) and hence jointly on BTI and RTN. Thus each defect obtains its unique ηo from the
exponential distribution shifted by the width and length of the transistor the defect is located in.

Defect Interactions: If a defect is occupied, it contributes its η to the total∆Vth by reducing the electric field over
the gate dielectric resulting in a weaker channel, as its formation is hindered. To explain if the reduced electric field
Eox, results in less stimuli for other defects, we employ our TCAD simulation in Atlas. As illustrated in Fig. 4.5,
each occupied defect reducesEox locally, i.e. in a confined area, which resembles a butterfly in a cross-section view
of a transistor. Therefore, only if two defects are spatially close to each other, they interact and reduce their local
Eox and η slightly, as their individual impact on the field is slightly masked by the other defect. However, these
interactions occur infrequently with the few defects (< 10) in current nano-scale transistors and even in the rare case
that two defects align perfectly these interactions are < 1mV . Additionally, these interactions become less likely
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Figure 4.5: Our TCAD Simulation in Atlas with defects placed in gate dielectric to study defect interactions. The bottom left defect partially
hinders the current flow to the bottom right defect, therefore reducing its η slightly (< 1mV ), while other parameters like τc, τe are
unaffected. For the few defects in current nano-scale transistors, interactions between defects can be neglected as it is unlikely they
appear in proximity to each other, resulting in negligible interactions. In each following technology node, the number of defects
will further decrease, which is why we neglected defect interactions in our unified BTI/RTN model.

in each new technology node as the number of defects further decreases, which is why defect interactions were
neglected in our unified BTI/RTN model. Therefore, occupied defects do not measurably influence the occupancy
probability Pocc of other defects nor their impact η.

4.1.5.2 Implementation of our Unified Model

In order to simulate BTI and RTN, we model defects and follow our previous definitions, i.e. either capture carriers
randomly (RTN) or deterministically based upon the activity of the electric field (ton and toff ) within the transistor
(BTI). We described the modeling of a ∆Vth-waveform in detail in algorithm 1 and the following paragraph.

Model ∆Vth-Waveform (Algorithm 1): First the number of defects (n) is randomly determined based upon an
scaled exponential distribution. Then each defect is placed within the defect distribution D map following the
defect density (color saturation in Fig. 4.4) and we randomly assign a ηo = ∆Vth(o) for each defect o according
to a scaled exponential distribution. The scaling factor is 1

W · 3√
L

with W and L normalized to their references
(i.e. Wref and Lref , the width and length of the transistor the model was calibrated at) in order to incorporate
the impact of transistor dimensions on the induced degradation due to charged defects. For every time-step tm and
every defect owe obtain a random number rand following a uniform distribution. This number is compared against
the capture and emission probability to model the random behavior of defects (RTN). However, an unoccupied
defect cannot emit a carrier and an occupied defect cannot capture another carrier, so this comparison against the
random number must be performed based upon the current occupancy of the defect (occ(on, tm−1)). If the defect
was unoccupied and the rand is above the capture probability Pcapture, then the defect captures a carrier and
thus contributes its ηo = ∆Vth to the overall degradation. If the defect was occupied and the rand is above the
emission probability Pemission, then the defect emits a carrier and thus does not further contribute its ηo = ∆Vth

to the overall degradation. In all other cases, the occupancy does not change, i.e. still occupied defects contribute
their ηo, while still unoccupied defects do not. After all occupancies are determined, overall degradation within a
transistor is the sum of all current (at tm) occupied defects(occ(on, tm−1) = 1), which contribute their ηo, i.e. their
individual∆Vth(on) to the overall∆Vth,total.

Note, that while the BTI model, which forms the foundation of our unified model, simulates the induced∆Vth,total

for an average transistor, i.e. average number of defects with average parameters (average τc, τe, induced Vth) [31],
while our unified model calculates a random occurring degradation to mimic the actual probabilistic behavior of
RTN & BTI.
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4.1 Unified Model of Bias Temperature Instability, Random Telegraph Noise and Process Variation

Algorithm 1 Create ∆Vth waveform with unified model
Require: W,L, T, Vgs

1: Gamble n from P (X = k) = λk·e−λ

k!
· 1

W ·
√
L

2: Gamble τe, τc from D(τe, τc) ▷ See eq. 4.3
3: Place n defects on inD(τe, τc)
4: Gamble ηo for each o ∈ D(τe, τc) with
5: P (X = k) = λ · e−λ·k · 1

W
Wref

· 3

√
L

Lref

6: for every time-step tm do
7: for each on inD(τe, τc) do
8: Gamble rand for each o ∈ D(τe, τc) based upon Uniform distribution
9: if occ(on, tm−1) = 0 then
10: if Pocc(on) ≤ rand then ▷ See eq. 4.5 & 4.6
11: Set occ(on, tm) = 1 ▷ Captured a carrier
12: Set∆Vth(on) = ηon ▷ Contribute to Vth

13: else
14: Set occ(on, tm) = 0 ▷ Remain neutral
15: Set∆Vth(on) = 0 ▷ Do not contribute to Vth

16: end if
17: else
18: if Pocc(on) > rand then
19: Set occ(on, tm) = 0 ▷ Emitted a carrier
20: Set∆Vth(on) = 0 ▷ Stop contributing to Vth

21: else
22: Set occ(on, tm) = 1 ▷ Stay charged
23: Set∆Vth(on) = ηon ▷ Contribute to Vth

24: end if
25: end if
26: Set∆Vth,total(tm) =

∑on
i=1 ∆Vth(i)

27: end for
28: end for

Algorithm 2 Obtain ∆Vth(W,L, Pfunc) with unified model
Require: W,L, Pfunc, h
1: for h transistors tran do
2: Gamble n from P (X = k) = λk·e−λ

k!
· 1

W ·
√
L

3: Place n defects on in D(τe, τc)
4: Gamble ηo for each o ∈ D(τe, τc) with
5: P (X = k) = λ · e−λ·x · 1

W
Wref

· 3

√
L

Lref

6: Set∆Vth(on) = ηon ▷ Contribute to Vth

7: Set∆Vth,total(tran) =
∑on

i=1 ∆Vth(i)
8: end for
9: Calculate Cumulative density function P (∆Vth = x) with P · h

100
= |{tran : ∆Vth,total(tran) ≥ x}|

10: Get ∆Vth(W,L, Pfunc) with P (∆Vth) ≤ Pfunc

Switches from occupied to unoccupied states and vice versa can only occur at simulation time steps tm. However,
intermediate state changes are irrelevant for the simulation, as these intermediate states are randomly chosen
(depending on the comparison between Pocc and rand) and have no impact on the result of next time-step (i.e.
occupancy state is not an input to the next time steps (see BTI section in 4.1.5.1)). Each tm (or change in Vgs, T )
Pocc is updated in order to correctly update the occupancy states of defects. New random numbers are compared
against the updated Pocc resulting in different chances for occupancy and ultimately estimate ∆Vth at tm.

In order to design reliable circuits, it is necessary to know the highest occurring degradation max(∆Vth,total).
Withmax(∆Vth,total) known, a designer can provide sufficient resiliency to tolerate the inducedmax(∆Vth,total)

in order to prevent errors. As defects are probabilistic, max(∆Vth,total) depends on the probabilistic reliability
constraint, i.e. how much occurring BTI & RTN (in terms of %) must be tolerated (see Fig. 4.10). By definition
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4 Step One - Improving Degradation Models

100% reliability is unobtainable, as in theory the degradation tends towards infinity. Algorithm 2 describes the
modeling of max(∆Vth,total) in detail.

Obtain ∆Vth(W,L, Pfunc) (Algorithm 2): Transistor width W , transistor length L, the probabilistic reliability
constraints and the sample size (number of Monte Carlo samples) h are given. For h number of transistors we
perform the following actions. First, we get the total number of defects n in that individual transistor based upon
an exponential distribution. Then each defect o is placed based upon the density of defects in the τc-τe-space based
upon the defect distribution D. Each defect o is then assigned a induced degradation ηo according to a scaled
exponential distribution. Like before, the scaling factor is 1

W · 3√
L
based upon a reference in order to incorporate

the impact of transistor dimensions on defects. In order to estimate the maximum degradation, all defects o are
assumed to be occupied, i.e. ∀o ∈ D(τe, τc) : occ(on) = 1. This enforces the contribution of every defect to the
overall degradation in the transistor (∆Vth(on) = ηon ), i.e. the worst-case degradation. The contribution of all
defects are then summed, to obtain the overall degradation for transistor tran. To estimate the cumulative density
function, the probability is calculated, that a randomly chosen transistor (from the set of h transistors) has at least
an induced ∆Vth of x. With the cumulative density function known, we can reverse the operation and look up
which ∆Vth must be tolerated if a reliability constraint (Pfunc) is given, e.g. ∆Vth = 17mV for Pfunc = 0.95.
As this is a Monte Carlo simulation, h should be reasonably large (i.e. h ≫ 100) for accurate results.

The aforementionedmodel is a unifiedBTI andRTNmodel. The physical processes are identical (capturing/emitting
carriers in defects) [45] and only the stimulus is different (on/off-times for BTI, randomness for RTN), which lends
itself to a unified model [47,60]. By modeling the impact of transistor geometry and the random shifts in geometry
on defects, the unified model incorporates the impact of PV on jointly BTI and RTN.

4.1.5.3 Parameter Extraction for Unified BTI/RTN Model

Our parameters for our defect modeling were obtained from a non-commercial high-κ semiconductor technology
in our lab. We used the BTI parameters from our previous work [73,118], which can also be used to describe RTN
as they model defects in general. In order to calibrate the randomness of RTN, we performed RTN measurements.
However, in order to simulate current NTC circuits, we employed modeling parameters from [123] for newer 45nm
technology in our unified model.

The parameters which need to be experimentally extracted are: Exponential distribution of n, Defect distribution
D (per temperature T and voltage Vgs), exponential distribution of η (for different W , L) as well as randomness
for RTN (i.e. the distribution type and range of the random variable rand). These parameters were extracted with
our methodology explained in [124].

4.1.6 Designing Reliable Circuits

Designing reliable circuits incorporates estimating BTI/RTN/PV-induced degradations (e.g. with the unified model)
and changing the design appropriately to meet a reliability constraint, e.g. a given probability of failurePfail. While
aging and noise occur at the physical level, a circuit designer cannot comprehend or handle details of reliability
physics. Therefore, our model takes the transistor parameters (PTM model [3]) with the transistor stimuli of
BTI/RTN (T , Vgs, on-/off-ratio) and returns a set of degraded transistor parameters (see [15,61] for details). These
transistor parameters are then used by the compact model of the transistor (e.g. BSIM1) to alter all parameters,
which depend on the degraded parameters (e.g., mobility as a function of ∆Vth). In this manner, all the low-level
details of RTN, BTI and PV remain hidden, while the circuit designer can employ a fully spice compatible degraded
parameter set in his circuit simulations to explore the impact of these degradation on his design.

1 Note, that any compact transistor model can be used in which∆Vth can be altered.
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4.1.6.1 Methodology

Stimuli: First the stimuli for the degradation phenomena are determined with our previously published techniques.
Software [15] or hardware-based stimuli extractions [73] can be employed to obtain the stimuli for each transistor
within the circuit. These approaches extract the waveforms for temperature T and gate-source voltage Vgs over time
depending on the use-case scenario for the circuit. For larger circuits, we employ the approach of [73] replacing
Vgs-waveforms with equivalent, yet simpler waveforms and parameters.

Degradation: T and Vgs waveforms are then passed to the unified RTN/BTI model, which calculates ∆Vth,total

based upon them. As RTN, BTI and PV are probabilistic processes, probability levels for ∆Vth,total are returned,
e.g. for a 20mV shift a 7% probability and for a 30mV shift a probability of 5%. This is a direct result of the
random nature of defects and their intrinsic variability, i.e. their results distributed as a probability density function.

Interpreting Probabilities: With the probabilities for degradation levels in each transistor known, the designer
can analyze his circuit. The overall reliability of the circuit can be expressed as:

Pfail(circuit) = 1−
m∏

j=1

(1− αj · Pfail(j, xj)) (4.16)

Pfunc(circuit) =
m∏

j=1

αj · Pfunc(j, xj) (4.17)

withm transistors in the circuit and Pfail(j, xj) the probability of failure of transistor j exceeding∆Vth,total = xj .
If transistor j exceeds xj , then errors can occur (e.g. timing violations), because j exceeded its budget and
may become too slow to provide a stable signal to the following circuitry. The transistor weight αj allows the
consideration of varied impact of transistor degradations on the circuit. Some transistors are more important for
the reliability of a circuit than others, e.g. if multiple transistors receive the output of a transistor as an input,
amplifying its degradation. For large circuits, obtaining αj may be challenging, so than it may be set to just 1 for
each transistor. However, should the designer perform transistor sensitivity analyses to determine the weighting
factors, then the model can incorporate the weights. If xj is given (e.g. maximum tolerable degradation is 30mV ),
then Pfail(circuit) can be determined. This enables the designer to judge the reliability of a given system. Vice-
versa if Pfail(circuit) is given from a specification, xj for each transistor can iteratively be found. If the circuit can
tolerate∆Vth,total = xj in transistor j, than Pfail(circuit) is met.

For very large and/or complex circuits, we suggest that everything is broken down to the gate level and that synthesis
and circuit analysis tools (e.g. static timing analysis) take care of the intrinsic complexity (e.g. handling switching
critical paths, the sheer number of transistors, etc.). For details of this approach please refer to our work in [82].
In a nutshell, synthesis was made degradation-aware, i.e. standard cell libraries were degraded to allow synthesis
algorithms to optimize the design automatically. After synthesis, the elaborate analysis tools can be employed in
order to analyse the impact of the RTN, BTI & PV degradation on the circuit, even for very complex circuits. This
allows for estimations of Pfail(circuit) even for very large and/or complex circuits (e.g. full microprocessors).

Tolerating Degradations: One possible approach to tolerate ∆Vth in transistors is transistor hardening through
resizing, i.e. increasing the width of the transistor to increase its driving capabilities. Assuming the transistor must
deliver a given drain current ID after degradation (e.g. to switch fast enough or provide a stable signal), then W

can be found based upon a first-order approximation for ID:

ID ≈ µ

2
· Cox · W

L
· (Vdd − Vth)

2 (4.18)

⇒ W =

(
ID · 2

µ · Cox
· L
)
· 1

(Vgs − Vth)2
(4.19)

= A · 1

(B − Vth)2
(4.20)
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Figure 4.6: Process flow of our NTC circuit reliability estimation.

with A being defined by the transistor parameters and the desired ID and B given by Vgs, which in most digital
circuits is equal to Vdd. With equation 4.20 every∆Vth = xj can be translated to an increasedW , which is able to
deliver the desired ID even if ∆Vth = xj is applied.

As previously mentioned, W has an impact on ∆Vth, however W is always increased, which decreases ∆Vth and
therefore results in safe design. An iterative approach is not feasible, as this iteration does not converge to a stable
point (see Fig. 4.14).

4.1.6.2 SRAM Reliability Example

Intel was able to scale the logic of their ultra low power processor down to Vdd = 0.28V , while memory was kept
at Vdd = 0.55V [115] despite the selection of resilient 10T SRAM cells [114]. This indicates that the reliability
at low Vdd was limited by the memory cells and therefore we chose SRAM cells in a processor register file as our
target circuit for our NTC reliability estimation.

SRAM: SRAMs feature three key metrics, which describe the state of the memory cell. First metric is the Read
Access Time (RAT), which is an indication for the performance of the SRAM cell. Secondly the Static Noise
Margin (SNM), which determines the resiliency against voltage noise, preventing corruption of the stored data.
Lastly, the critical charge (Qcrit), i.e. the minimal amount of charge deposited (e.g. by a particle strike) within the
SRAM cell until the induced current is strong enough to corrupt the stored data.

SRAM Reliability: To protect against degradations like PV, RTN and BTI, manufacturers and designers over-
design their circuits, i.e. they employ guardbands. Renesas technologies reports 3σ SNM guardband for SRAM
cells [44] with σ as the standard deviation of PV. In this work we assume a similar guardband for RAT and Qcrit,
i.e. 3σ(PV ). If one of the metrics is degraded beyond 3 times the impact of PV, then the degradation within its
transistors (∆Vth) was too large to tolerate and the data within the SRAM is either corrupted (violated SNM/Qcrit)
or arrived too late (violated RAT).

ReliabilityModeling: In order to quantify SNM,RATandQcritwe employ SPICE simulationswithBSIMv4.8 [14]
as our transistor model parametrised by the 45nm predictive technologymodel [3]. We rely upon [125] for transistor
sizing in reliable high-performance (HP-SRAM) and low-power (LP-SRAM) memory cells. An overview of our
reliability modeling approach is shown in Fig. 4.6. The degradations to the transistors within the SRAM cell are
calculated by our unified BTI & RTN model. The model is parametrised based upon [31, 118, 123]. The unified
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model obtains its input parameters from the stimuli extraction (similar to [73]), which extracts occurring T and the
Vgs waveform for each transistor in the register file of a processor, the PV model, which provides ∆W ,∆L and
the SRAM specification. Then, our tool creates a degraded transistor model2, i.e. a file which characterizes the
transistor, but with degraded Vth due to BTI & RTN and alteredW ,L due to PV. The degraded transistors are then
employed within the aforementioned SPICE simulation of our HP-SRAM/LP-SRAM to determine the impact of
the transistor degradation on the SRAM metrics RAT, SNM and Qcrit.

SRAM specification: As an example, we assume the probability Pfail(SRAM) = 0.01 corresponding to
Pfunc(SRAM) = 0.99 as our reliability specification of our SRAM cells. With equation 4.16 this results in
Pfail(transistor) = 0.00167 / Pfunc(transistor) = 0.99832 with αj = 1 for all transistors, as each transistor
in a 6T SRAM cell is connected to 2 other transistor gates. With the employment of error correction codes (ECC),
the reliability constraint can be softened. With SECDED Hamming codes, 1-bit errors are recoverable and 2 bit
errors detectable. In a 64 bit register this means that 2 out of the 72 bit (64 data bits + parity) cells may fail,
i.e. Pfunc(SRAMwECC) = 0.99 − 2

72 = 0.962 for detection and P = 0.99 − 1
72 = 0.976 for recovery. This

softens the reliability constraint of transistors to Pfail(tranECC) = 0.00473 / Pfunc(tranECC) = 0.99527 for
detection, i.e. 2.8x the tolerable Pfail compared to no employed ECC.

4.1.7 Evaluation

Figure 4.7: The semiconductor measurement setup of our collaborators (Montserrat Nafria from UAB) in a Faraday cage. The measurements
are taken by ourselves at their setup.

Measurement Setup: Our collaborators Keithley SCS 5200 semiconductor measurement setup (see Fig. 4.7)
which measures our non-commercial high-κ wafers in order to extract to the BTI and RTN parameters for our
unified model. The image shows our microscope and our micro manipulators in contact with the wafer on an
automated heatable chuck.

Model Validation: In order to validate that our unified model is capable of modeling RTN & BTI in NTC, we
simulated waveforms and compared them against our measured waveforms in Fig. 4.8a) & b). For this purpose, we
characterized RTN to parametrise our model to match our technology provided by our industrial partner. Fig. 4.8
illustrates that our model is capable of matching Vth-waveforms in demanding low-Vth single defect scenarios at
very low voltages.

2 Other parameters which depend on Vth are intrinsically altered by the compact transistor model (e.g. BSIM).
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Fig. 11. Comparison of modeled a) and measured b) Vth waveform for
a L = 135nm, W = 150nm transistor at Vdd = 0.32V with a single
1.37mV trap. The model matches the measured waveform in magnitude
and frequency, even when just a single unusually low Vth trap is selected,
highlighting the accuracy of our modeling. Slight differences remain, as
capture/emission of carriers is triggered randomly and low frequency noise
in our measurement setup, which warps the lower edge of the measured
waveform. Therefore, in c) a time lag plot (explanation: [33]) is presented,
which shows how the modeled single trap matches the auto-correlation of the
measured waveform. The centers or the distributions match, while the wider
distribution of the measured signal in blue is again due to the low frequency
noise in the measured signal.

modeling RTN & BTI across the wide voltage range from NTC
to STC. In Fig. 10 the induced ∆Vth is shown for a constant
DC stress and low stress (50% on-/off-ratio) scenario. On the
x-axis the voltage, on the y-axis the reliability constraint and
on the z-axis the induced shift are plotted. Higher voltage
stimulates BTI and thus results in a higher voltage shift,
while a tighter reliability constraint means including even rarer
(higher degradation) RTN events.

Impact of Geometry on our Unified Model: Our unified
model does depend on the transistor geometry, as shown
in Fig. 12. Smaller transistors exhibit larger degradations,
highlighting how RTN & BTI are worse with continuing tech-
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Fig. 12. RTN-induced ∆Vth over different W and Pfunc at L = 27nm,
Vdd = 0.5V . Larger transistors have less RTN-induced ∆Vth, e.g. 50mV
at W = 30nm compared to 19mV at W = 130nm at Pfunc = 0.99.
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Fig. 13. Employing ECC in a 64-bit memory cell results in lower reliability
constraints (Pfunc) reducing the BTI & RTN guardband by up 36% at W =
50nm and 29% at W = 150nm.
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Fig. 14. Impact of best (L+6σ,W +6σ), nominal (no shift) and worst-case
(L− 6σ,W − 6σ) PV on ∆Vth,total, i.e. impact of shifted W & L on BTI
& RTN.

nology scaling. As both are a probabilistic phenomenon, the
reliability constraint plays an important role in the degradation
which must be tolerated. For Pfunc = 0.99 ∆Vth = 33mV is
reached for the smallest studied transistor, while for 0.96 just
20mV are reached.

Impact of PV on Unified Model: PV randomly shifts W
and L of a transistor. Fig. 14 shows the impact of these PV-
induced shifts on our unified model. In our SRAM example,
transistors in SRAM registers without ECC Pfunc = 0.99
must tolerate nominally ∆Vth(RTN) = 22.0mV , while for
the smallest device (i.e. high impact of individual traps) the
tolerable degradation rises to 23.3mV and for the largest
device (low impact of individual traps) drops to 21.0mV .
With ECC (Pfunc = 0.962), nominally 15.2mV , worst-case
15.8mV and best-case 14.4mV respectively.

SRAM Metrics: SNM, RAT and Qcrit are not equally

Figure 4.8: Comparison of modeled a) and measured b) Vth waveform for a L = 135nm, W = 150nm transistor at Vdd = 0.32V with a
single 1.37mV defect. The model matches the measured waveform in magnitude and frequency, even when just a single unusually
low Vth defect is selected, highlighting the accuracy of our modeling. Slight differences remain, as capture/emission of carriers
is triggered randomly and low frequency noise occurs in our measurement setup, which warps the lower edge of the measured
waveform. Therefore, in c) a time lag plot (explanation: [124]) is presented, which shows how the modeled single defect matches
the auto-correlation of the measured waveform. The centers or the distributions match, while the wider distribution of the measured
signal in blue is again due to the low frequency noise in the measured signal.
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Fig. 8. Process flow of our NTC circuit reliability estimation.

within the SRAM cell are calculated by our unified BTI &
RTN model. The model is parametrised based upon [31],
[12] & [10]. The unified model obtains its input parameters
from the stimuli extraction (similar to [32]), which extracts
occurring T and the Vgs waveform for each transistor in the
register file of a processor, the PV model, which provides
∆W ,∆L and the SRAM specification. Then, our tool creates
a degraded transistor model2, i.e. a file which characterizes
the transistor, but with degraded Vth due to BTI & RTN and
altered W ,L due to PV. The degraded transistors are then
employed within the aforementioned SPICE simulation of our
HP-SRAM/LP-SRAM to determine the impact of the transistor
degradation on the SRAM metrics RAT, SNM and Qcrit.

SRAM specification: As an example, we assume the
probability Pfail(SRAM) = 0.01 corresponding to
Pfunc(SRAM) = 0.99 as our reliability specification
of our SRAM cells. With equation 16 this results in
Pfail(transistor) = 0.00167 / Pfunc(transistor) =
0.99832 with αj = 1 for all transistors, as each transistor in a
6T SRAM cell is connected to 2 other transistor gates. With
the employment of error correction codes (ECC), the reliability
constraint can be softened. With SECDED Hamming codes,
1 bit errors are recoverable and 2 bit errors detectable. In a
64bit register this means that 2 out of the 72 bit (64 data
bits + parity) cells may fail, i.e. Pfunc(SRAMwECC) =
0.99− 2

72 = 0.962 for detection and P = 0.99− 1
72 = 0.976 for

recovery. This softens the reliability constrain of transistors to
Pfail(tranECC) = 0.00473 / Pfunc(tranECC) = 0.99527
for detection, i.e. 2.8x the tolerable Pfail compared to no
employed ECC.

VII. EVALUATION

Measurement Setup: Our Keithley SCS 5200 semiconduc-
tor measurement setup (see Fig. 9) which measures our non-

2Other parameters which depend on Vth are intrinsically altered by the
compact transistor model (e.g. BSIM).

Fig. 9. Our semiconductor measurement setup.
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Fig. 10. Unified model over various Vdd and reliability constraints (Pfunc)
from NTC (0.5V ) to STC (1.1V ). Higher voltage, stress and more stringent
reliability constraints result in higher degradations. The impact of Vdd is
considerable, as is the difference between 50% on-/off-ratio and constant
stress. The reliability constraints have a smaller impact on the degradation
(see Fig. 12 for detailed evaluation).

commercial high-k wafers in order to extract to the BTI and
RTN parameters for our unified model. The image shows our
microscope and our micro manipulators in contact with the
wafer on an automated heatable chuck.

Model Validation: In order to validate that our unified
model is capable of modeling RTN & BTI in NTC, we sim-
ulated waveforms and compared them against our measured
waveforms in Fig. 11a) & b). For this purpose, we character-
ized RTN to parametrise our model to match our technology
provided by our industrial partner. Fig. 11 illustrates that our
model is capable of matching Vth-waveforms in demanding
low-Vth single trap scenarios at very low voltages.

Fig. 11c) shows a time lag plot of the measured and
modeled waveform. Time lag plot are used to characterize
RTN, especially its defect distribution [33]. As the locations
of density of both distributions are similar, the model can
predict RTN in NTC. While it is impossible to match the
specific random pattern of the measurement (due to noise
while measuring tiny ID currents at 0.32V), the time constants
within the defect distribution are matched.

At higher voltages in the STC domain we could rely upon
our previously extracted defect distributions in [21], [10].
Especially in [21] we showed a good agreement between our
defect distributions for BTI and RTN in STC.

Unified Model from NTC to STC: Our model is capable of

Figure 4.9: Unified model over various Vdd and reliability constraints (Pfunc) from NTC (0.5V ) to STC (1.1V ). Higher voltage, stress and
more stringent reliability constraints result in higher degradations. The impact of Vdd is considerable, as is the difference between
50% on-/off-ratio and constant stress. The reliability constraints have a smaller impact on the degradation (see Fig. 4.10 for detailed
evaluation).
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Fig. 4.8c) shows a time lag plot of the measured and modeled waveform. Time lag plot are used to characterize
RTN, especially its defect distribution [124]. As the locations of density of both distributions are similar, the model
can predict RTN in NTC. While it is impossible to match the specific random pattern of the measurement (due to
noise while measuring tiny ID currents at 0.32V), the time constants within the defect distribution are matched.

At higher voltages in the STC domain we could rely upon our previously extracted defect distributions in [46], [31].
Especially in [46] we showed a good agreement between our defect distributions for BTI and RTN in STC.

Unified Model from NTC to STC: Our model is capable of modeling RTN & BTI across the wide voltage range
from NTC to STC. In Fig. 4.9 the induced∆Vth is shown for a constant DC stress and low stress (50% on-/off-ratio)
scenario. On the x-axis the voltage, on the y-axis the reliability constraint and on the z-axis the induced shift are
plotted. Higher voltage stimulates BTI and thus results in a higher voltage shift, while a tighter reliability constraint
means including even rarer (higher degradation) RTN events.
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Fig. 11. Comparison of modeled a) and measured b) Vth waveform for
a L = 135nm, W = 150nm transistor at Vdd = 0.32V with a single
1.37mV trap. The model matches the measured waveform in magnitude
and frequency, even when just a single unusually low Vth trap is selected,
highlighting the accuracy of our modeling. Slight differences remain, as
capture/emission of carriers is triggered randomly and low frequency noise
in our measurement setup, which warps the lower edge of the measured
waveform. Therefore, in c) a time lag plot (explanation: [33]) is presented,
which shows how the modeled single trap matches the auto-correlation of the
measured waveform. The centers or the distributions match, while the wider
distribution of the measured signal in blue is again due to the low frequency
noise in the measured signal.

modeling RTN & BTI across the wide voltage range from NTC
to STC. In Fig. 10 the induced ∆Vth is shown for a constant
DC stress and low stress (50% on-/off-ratio) scenario. On the
x-axis the voltage, on the y-axis the reliability constraint and
on the z-axis the induced shift are plotted. Higher voltage
stimulates BTI and thus results in a higher voltage shift,
while a tighter reliability constraint means including even rarer
(higher degradation) RTN events.

Impact of Geometry on our Unified Model: Our unified
model does depend on the transistor geometry, as shown
in Fig. 12. Smaller transistors exhibit larger degradations,
highlighting how RTN & BTI are worse with continuing tech-
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Fig. 12. RTN-induced ∆Vth over different W and Pfunc at L = 27nm,
Vdd = 0.5V . Larger transistors have less RTN-induced ∆Vth, e.g. 50mV
at W = 30nm compared to 19mV at W = 130nm at Pfunc = 0.99.
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Fig. 13. Employing ECC in a 64-bit memory cell results in lower reliability
constraints (Pfunc) reducing the BTI & RTN guardband by up 36% at W =
50nm and 29% at W = 150nm.
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Fig. 14. Impact of best (L+6σ,W +6σ), nominal (no shift) and worst-case
(L− 6σ,W − 6σ) PV on ∆Vth,total, i.e. impact of shifted W & L on BTI
& RTN.

nology scaling. As both are a probabilistic phenomenon, the
reliability constraint plays an important role in the degradation
which must be tolerated. For Pfunc = 0.99 ∆Vth = 33mV is
reached for the smallest studied transistor, while for 0.96 just
20mV are reached.

Impact of PV on Unified Model: PV randomly shifts W
and L of a transistor. Fig. 14 shows the impact of these PV-
induced shifts on our unified model. In our SRAM example,
transistors in SRAM registers without ECC Pfunc = 0.99
must tolerate nominally ∆Vth(RTN) = 22.0mV , while for
the smallest device (i.e. high impact of individual traps) the
tolerable degradation rises to 23.3mV and for the largest
device (low impact of individual traps) drops to 21.0mV .
With ECC (Pfunc = 0.962), nominally 15.2mV , worst-case
15.8mV and best-case 14.4mV respectively.

SRAM Metrics: SNM, RAT and Qcrit are not equally

Figure 4.10: RTN-induced∆Vth over differentW and Pfunc at L = 27nm, Vdd = 0.5V . Larger transistors have less RTN-induced∆Vth,
e.g. 50mV atW = 30nm compared to 19mV atW = 130nm at Pfunc = 0.99.

Impact of Geometry on our Unified Model: Our unified model does depend on the transistor geometry, as
shown in Fig. 4.10. Smaller transistors exhibit larger degradations, highlighting how RTN & BTI are worse with
continuing technology scaling. As both are a probabilistic phenomenon, the reliability constraint plays an important
role in the degradation which must be tolerated. For Pfunc = 0.99 ∆Vth = 33mV is reached for the smallest
studied transistor, while for 0.96 just 20mV are reached.
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Fig. 11. Comparison of modeled a) and measured b) Vth waveform for
a L = 135nm, W = 150nm transistor at Vdd = 0.32V with a single
1.37mV trap. The model matches the measured waveform in magnitude
and frequency, even when just a single unusually low Vth trap is selected,
highlighting the accuracy of our modeling. Slight differences remain, as
capture/emission of carriers is triggered randomly and low frequency noise
in our measurement setup, which warps the lower edge of the measured
waveform. Therefore, in c) a time lag plot (explanation: [33]) is presented,
which shows how the modeled single trap matches the auto-correlation of the
measured waveform. The centers or the distributions match, while the wider
distribution of the measured signal in blue is again due to the low frequency
noise in the measured signal.

modeling RTN & BTI across the wide voltage range from NTC
to STC. In Fig. 10 the induced ∆Vth is shown for a constant
DC stress and low stress (50% on-/off-ratio) scenario. On the
x-axis the voltage, on the y-axis the reliability constraint and
on the z-axis the induced shift are plotted. Higher voltage
stimulates BTI and thus results in a higher voltage shift,
while a tighter reliability constraint means including even rarer
(higher degradation) RTN events.

Impact of Geometry on our Unified Model: Our unified
model does depend on the transistor geometry, as shown
in Fig. 12. Smaller transistors exhibit larger degradations,
highlighting how RTN & BTI are worse with continuing tech-
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Fig. 12. RTN-induced ∆Vth over different W and Pfunc at L = 27nm,
Vdd = 0.5V . Larger transistors have less RTN-induced ∆Vth, e.g. 50mV
at W = 30nm compared to 19mV at W = 130nm at Pfunc = 0.99.
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Fig. 13. Employing ECC in a 64-bit memory cell results in lower reliability
constraints (Pfunc) reducing the BTI & RTN guardband by up 36% at W =
50nm and 29% at W = 150nm.
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Fig. 14. Impact of best (L+6σ,W +6σ), nominal (no shift) and worst-case
(L− 6σ,W − 6σ) PV on ∆Vth,total, i.e. impact of shifted W & L on BTI
& RTN.

nology scaling. As both are a probabilistic phenomenon, the
reliability constraint plays an important role in the degradation
which must be tolerated. For Pfunc = 0.99 ∆Vth = 33mV is
reached for the smallest studied transistor, while for 0.96 just
20mV are reached.

Impact of PV on Unified Model: PV randomly shifts W
and L of a transistor. Fig. 14 shows the impact of these PV-
induced shifts on our unified model. In our SRAM example,
transistors in SRAM registers without ECC Pfunc = 0.99
must tolerate nominally ∆Vth(RTN) = 22.0mV , while for
the smallest device (i.e. high impact of individual traps) the
tolerable degradation rises to 23.3mV and for the largest
device (low impact of individual traps) drops to 21.0mV .
With ECC (Pfunc = 0.962), nominally 15.2mV , worst-case
15.8mV and best-case 14.4mV respectively.

SRAM Metrics: SNM, RAT and Qcrit are not equally

Figure 4.11: Impact of best (L+6σ,W +6σ), nominal (no shift) and worst-case (L− 6σ,W − 6σ) PV on∆Vth,total, i.e. impact of shifted
W & L on BTI & RTN.

Impact of PV on Unified Model: PV randomly shifts W and L of a transistor. Fig. 4.11 shows the impact of
these PV-induced shifts on our unified model. In our SRAM example, transistors in SRAM registers without ECC
Pfunc = 0.99 must tolerate nominally∆Vth(RTN) = 22.0mV , while for the smallest device (i.e. high impact of
individual defects) the tolerable degradation rises to 23.3mV and for the largest device (low impact of individual
defects) drops to 21.0mV . With ECC (Pfunc = 0.962), nominally 15.2mV , worst-case 15.8mV and best-case
14.4mV respectively.
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Fig. 16. Area of hardened transistors, i.e. transistors with scaled widths to
compensate for ∆Vth,total. Even though smaller transistors produce a higher
∆Vth,total and thus are prone to stronger width scaling, they ultimately
remain smaller after transistor hardening.

important for the reliability of a SRAM cell. Pfail(SRAM)
due to soft errors is very low at sea-level [16], so even a major
reduction in Qcrit has little impact on the overall reliability.
RAT and SNM have a large impact, as increased delays lead
to timing violations and low noise margins corrupt the data
stored within the memory cell. Fig. 15 show the degradation
to the individual metrics versus their guardbands according to
[5]. All 3 metrics surpass their guardband, which is in line
with our introduction, where [2] needed hardened SRAMs
for a reliable operation at Vdd = 0.55V . This highlights the
challenge to maintain reliability in NTC due to the high impact
of even slight degradations.

Tolerating Degradations: In order to tolerate the induced
degradation by BTI, RTN & PV we proposed transistor
hardening through resizing. Fig. 16 shows how the area of
the transistors increase for the RTN-induced ∆Vth according
to Fig. 13 with and without ECC. It is noteworthy, that despite
ECC providing protection for single bits only, while all bits
are affected by BTI and RTN, ECC still remains effective
and decreases necessary transistor hardening. Additionally,
despite lower ∆Vth(RTN) in larger transistors, which results
in smaller scaling factor S, the area A = (S · W ) · L still
increases towards larger transistors.

Selecting the ideal W is an iterative approach:
1) Select W1 for a transistor due to its driving strength (ID)

in the circuit design
2) Estimate the impact of BTI/RTN with the unified model

based upon W (e.g. with algorithm 2): ∆Vth(Wn)
3) Increase W to harden the transistor against BTI/RTN:

Wn = Wn−1 + ∆W (∆Vth) with ∆W (∆Vth) being the
additional width to maintain ID of the transistor and
tolerate degradation (∆Vth).

4) Go to step 2, resulting in the recursive function:
Wn = Wn−1 ·A · 1

(B−Vth−∆Vth(Wn−1))2

However, this function does not converge towards an optimal
solution in terms of area and ID. Thus, despite stronger
degradations (∆Vth) in smaller transistors resulting in more
∆W (∆Vth), it is still beneficial to employ the smallest tran-
sistors instead of choosing a larger W to begin with. Therefore,
the pareto optimal point in which the product of reliability and
area are minimal is always the smallest transistor, i.e. optimal
W1 is smallest width to reach given ID.

VIII. CONCLUSION

We presented the unified RTN & BTI model for NTC,
modeling their physical origin. Along with a PV model, we can
for the first time estimate the joint impact of RTN, BTI and
PV with respect to reliability from near- to super-threshold
computing. For this purpose, our model is experimentally
validated for the entire voltage range from near- to super-
threshold computing. We demonstrated that employing ECC in
memories allows designers to reduce the required guardband
by up to 36%.
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Figure 4.12: Impact of best (L+ 6σ,W + 6σ), nominal (no shift) and worst-case (L− 6σ,W − 6σ) PV on BTI & RTN degrading a 45nm
HP-SRAM cell at Vdd = 0.6V plotted with the 3σ guardband by [44]. There is a strong impact on Qcrit, followed by RAT and
finally a weak impact on SNM.

SRAMMetrics: SNM, RAT andQcrit are not equally important for the reliability of a SRAM cell. Pfail(SRAM)

due to soft errors is very low at sea-level [15], so even a major reduction in Qcrit has little impact on the overall
reliability. RAT and SNM have a large impact, as increased delays lead to timing violations and low noise margins
corrupt the data stored within the memory cell. Fig. 4.12 show the degradation to the individual metrics versus their
guardbands according to Renesas [44]. All 3 metrics surpass their guardband, which is in line with our introduction,
where [114] needed hardened SRAMs for a reliable operation at Vdd = 0.55V . This highlights the challenge to
maintain reliability in NTC due to the high impact of even slight degradations.
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Fig. 11. Comparison of modeled a) and measured b) Vth waveform for
a L = 135nm, W = 150nm transistor at Vdd = 0.32V with a single
1.37mV trap. The model matches the measured waveform in magnitude
and frequency, even when just a single unusually low Vth trap is selected,
highlighting the accuracy of our modeling. Slight differences remain, as
capture/emission of carriers is triggered randomly and low frequency noise
in our measurement setup, which warps the lower edge of the measured
waveform. Therefore, in c) a time lag plot (explanation: [33]) is presented,
which shows how the modeled single trap matches the auto-correlation of the
measured waveform. The centers or the distributions match, while the wider
distribution of the measured signal in blue is again due to the low frequency
noise in the measured signal.

modeling RTN & BTI across the wide voltage range from NTC
to STC. In Fig. 10 the induced ∆Vth is shown for a constant
DC stress and low stress (50% on-/off-ratio) scenario. On the
x-axis the voltage, on the y-axis the reliability constraint and
on the z-axis the induced shift are plotted. Higher voltage
stimulates BTI and thus results in a higher voltage shift,
while a tighter reliability constraint means including even rarer
(higher degradation) RTN events.

Impact of Geometry on our Unified Model: Our unified
model does depend on the transistor geometry, as shown
in Fig. 12. Smaller transistors exhibit larger degradations,
highlighting how RTN & BTI are worse with continuing tech-
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Fig. 12. RTN-induced ∆Vth over different W and Pfunc at L = 27nm,
Vdd = 0.5V . Larger transistors have less RTN-induced ∆Vth, e.g. 50mV
at W = 30nm compared to 19mV at W = 130nm at Pfunc = 0.99.
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nology scaling. As both are a probabilistic phenomenon, the
reliability constraint plays an important role in the degradation
which must be tolerated. For Pfunc = 0.99 ∆Vth = 33mV is
reached for the smallest studied transistor, while for 0.96 just
20mV are reached.

Impact of PV on Unified Model: PV randomly shifts W
and L of a transistor. Fig. 14 shows the impact of these PV-
induced shifts on our unified model. In our SRAM example,
transistors in SRAM registers without ECC Pfunc = 0.99
must tolerate nominally ∆Vth(RTN) = 22.0mV , while for
the smallest device (i.e. high impact of individual traps) the
tolerable degradation rises to 23.3mV and for the largest
device (low impact of individual traps) drops to 21.0mV .
With ECC (Pfunc = 0.962), nominally 15.2mV , worst-case
15.8mV and best-case 14.4mV respectively.

SRAM Metrics: SNM, RAT and Qcrit are not equally

Figure 4.13: Employing ECC in a 64-bit memory cell results in lower reliability constraints (Pfunc) reducing the BTI & RTN guardband by
up 36% at W = 50nm and 29% at W = 150nm.

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS I, VOL. XX, NO. XX, MONTH 20XX 12

0.9

0.95

1

1.05

3σ GB

a) SNM [V]

0.95
1

1.05
1.1

1.15
1.2

N
or

m
al

iz
ed

to
R

ef
er

en
ce

3σ GB

b) RAT [s]

0.6
0.7
0.8
0.9

1
1.1

Ref BestPV RTN,BTI WorstPV

3σ GB
c) Qcrit [fC]

Fig. 15. Impact of best (L+6σ,W +6σ), nominal (no shift) and worst-case
(L− 6σ,W − 6σ) PV on BTI & RTN degrading a 45nm HP-SRAM cell at
Vdd = 0.6V plotted with the 3σ guardband by [5]. There is a strong impact
on Qcrit, followed by RAT and finally a weak impact on SNM.

6000
8000

10000
12000
14000
16000
18000

60 80 100 120 140

A
[n
m

2
]

W [nm]

Higher W → less ∆Vth(RTN)
⇒ less hardening
⇒ smaller S

However, no reduced A
as plot has no inflection point

Without ECC With ECC
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important for the reliability of a SRAM cell. Pfail(SRAM)
due to soft errors is very low at sea-level [16], so even a major
reduction in Qcrit has little impact on the overall reliability.
RAT and SNM have a large impact, as increased delays lead
to timing violations and low noise margins corrupt the data
stored within the memory cell. Fig. 15 show the degradation
to the individual metrics versus their guardbands according to
[5]. All 3 metrics surpass their guardband, which is in line
with our introduction, where [2] needed hardened SRAMs
for a reliable operation at Vdd = 0.55V . This highlights the
challenge to maintain reliability in NTC due to the high impact
of even slight degradations.

Tolerating Degradations: In order to tolerate the induced
degradation by BTI, RTN & PV we proposed transistor
hardening through resizing. Fig. 16 shows how the area of
the transistors increase for the RTN-induced ∆Vth according
to Fig. 13 with and without ECC. It is noteworthy, that despite
ECC providing protection for single bits only, while all bits
are affected by BTI and RTN, ECC still remains effective
and decreases necessary transistor hardening. Additionally,
despite lower ∆Vth(RTN) in larger transistors, which results
in smaller scaling factor S, the area A = (S · W ) · L still
increases towards larger transistors.

Selecting the ideal W is an iterative approach:
1) Select W1 for a transistor due to its driving strength (ID)

in the circuit design
2) Estimate the impact of BTI/RTN with the unified model

based upon W (e.g. with algorithm 2): ∆Vth(Wn)
3) Increase W to harden the transistor against BTI/RTN:

Wn = Wn−1 + ∆W (∆Vth) with ∆W (∆Vth) being the
additional width to maintain ID of the transistor and
tolerate degradation (∆Vth).

4) Go to step 2, resulting in the recursive function:
Wn = Wn−1 ·A · 1

(B−Vth−∆Vth(Wn−1))2

However, this function does not converge towards an optimal
solution in terms of area and ID. Thus, despite stronger
degradations (∆Vth) in smaller transistors resulting in more
∆W (∆Vth), it is still beneficial to employ the smallest tran-
sistors instead of choosing a larger W to begin with. Therefore,
the pareto optimal point in which the product of reliability and
area are minimal is always the smallest transistor, i.e. optimal
W1 is smallest width to reach given ID.

VIII. CONCLUSION

We presented the unified RTN & BTI model for NTC,
modeling their physical origin. Along with a PV model, we can
for the first time estimate the joint impact of RTN, BTI and
PV with respect to reliability from near- to super-threshold
computing. For this purpose, our model is experimentally
validated for the entire voltage range from near- to super-
threshold computing. We demonstrated that employing ECC in
memories allows designers to reduce the required guardband
by up to 36%.
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Figure 4.14: Area of hardened transistors, i.e. transistors with scaled widths to compensate for ∆Vth,total. Even though smaller transistors
produce a higher∆Vth,total and thus are prone to stronger width scaling, they ultimately remain smaller after transistor hardening.

Tolerating Degradations: In order to tolerate the induced degradation by BTI, RTN & PV we proposed transistor
hardening through resizing. Fig. 4.14 shows how the area of the transistors increase for the RTN-induced ∆Vth
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according to Fig. 4.13 with and without ECC. It is noteworthy, that despite ECC providing protection for single bits
only, while all bits are affected by BTI and RTN, ECC still remains effective and decreases necessary transistor
hardening. Additionally, despite lower∆Vth(RTN) in larger transistors, which results in smaller scaling factor S,
the area A = (S ·W ) · L still increases towards larger transistors.

Selecting the ideal W is an iterative approach:

1. Select W1 for a transistor due to its driving strength (ID) in the circuit design

2. Estimate the impact of BTI/RTN with the unified model based upon W (e.g. with algorithm 2): ∆Vth(Wn)

3. Increase W to harden the transistor against BTI/RTN: Wn = Wn−1 +∆W (∆Vth) with ∆W (∆Vth) being
the additional width to maintain ID of the transistor and tolerate degradation (∆Vth).

4. Go to step 2, resulting in the recursive function:
Wn = Wn−1 ·A · 1

(B−Vth−∆Vth(Wn−1))2

However, this function does not converge towards an optimal solution in terms of area and ID. Thus, despite
stronger degradations (∆Vth) in smaller transistors resulting in more ∆W (∆Vth), it is still beneficial to employ
the smallest transistors instead of choosing a larger W to begin with. Therefore, the pareto optimal point in which
the product of reliability and area are minimal is always the smallest transistor, i.e. optimalW1 is smallest width to
reach given ID.
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4 Step One - Improving Degradation Models

4.2 Mitigating Defect Variability from the Transistor to the Circuit
Level

This section is based on my publication [84].

1

Modeling and Mitigating Time-Dependent
Variability from the Physical Level to the

Circuit Level
Victor M. van Santen, Member, IEEE, Hussam Amrouch, Member, IEEE, and Jörg Henkel, Fellow, IEEE

Abstract—Variability is one of the major challenges for CMOS
in the nano era. Manufacturers test each circuit sample to
ensure that samples that do not meet the desired specification
are discarded. However, testing is only effective for variability,
which is observable right after manufacturing, like geometric
variations, work function, random dopant fluctuation, etc. This is
in contrast to time-dependent variability (TDV), i.e. differences in
the defects of transistors, which is not macroscopically observable
immediately after manufacturing. In fact, defects are electrically
neutral until they capture a carrier (with mechanisms called
Bias Temperature Instability (BTI) and Random Telegraph Noise
(RTN)) and thus become observable through their induced degra-
dation. Therefore, transistors which are characterized identically
after manufacturing will drift apart during their lifetime, as
their susceptibility to effects like BTI and RTN is different.
In this work, we model for the first time time-dependent
variability from a defect-centric physical perspective all the
way to the circuit level. Our novel defect-centric transistor
reliability specification provides a fast, yet accurate method to
estimate an upper bound for time-dependent variability on the
transistor level, while our novel worst cell (WCL) and worst value
(WVL) libraries allows for fast evaluation of the impact of time-
dependent variability on the timing of circuits. Our approach
is fully compatible with existing EDA tool flows, allowing us to
model and optimize complex circuits like full microprocessors.
By evaluating the impact of time-dependent variability with our
reliability specification and variability-aware cell libraries, we
are able to model time-dependent variability, which allowed us
to reduce the required defect variability guardband by up to
72%. Additionally, we provide design optimization strategies on
each abstraction level like limiting continuous stress, transistor
hardening and implement a novel variability-aware synthesis to
achieve an additional 58% guardband reduction.

Index Terms—Variability, Reliability, Semiconductor device
reliability, Reliability engineering, Variation, Aging, Noise, BTI,
RTN, Guardband, Safety Margin, Defects

I. INTRODUCTION

Variability is a big challenge for CMOS technology in the
nano era. This challenge must be tackled during the circuit
design. Two types of variability are known. First, Time-
Dependent Variability (TDV) consisting of material imperfec-
tions - called defects - that are generated during manufacturing
within the gate dielectric of each transistor [1]. In contrast
to the second type, traditional Time-Zero Variability (TZV)
like geometric, dopant fluctuations, etc., TDV consists of
electrically neutral defects, that do not manifest themselves as
any degradation immediately after manufacturing. Therefore it

V. van Santen, H. Amrouch and J. Henkel are with the Chair of Embedded
Systems, Karlsruhe Institute of Technology, Haid-und-Neu Strasse 7, 76131
Karlsruhe, Germany. {victor.santen, amrouch, henkel}@kit.edu

0

5

10

15

20

25

30

35

10−2 100 102 104 106 108

∆
V
th

[m
V

]

Time[s]

Transistor 1
Transistor 2
Transistor 3
Transistor 4
Transistor 5

Fig. 1. Transistors exhibit different degradations despite identical manufac-
turing and operation under the same stimuli. This highlights how transistors,
which only differ in their defects can degrade differently and thus introduce a
variability in their electrical parameters. This effect is called defect variability.
The same colors will be used throughout the work, to indicate that the same
pMOS transistors are used.

only manifests itself after a stimuli (e.g. voltage) is applied.
However, these defects cannot be ignored, as they can capture
carriers during circuit operation, weaken the formation of a
channel in a MOSFET and thus induce a threshold voltage
shift ∆Vth in the transistor (see Fig. 1 and [1] [2]). In fact,
∆Vth degradation due to TDV is higher than TZV ∆Vth
degradation consisting of work function, geometric, dopant
fluctuations in current 10nm FinFET [3].

To protect the circuit against all types of variability, circuit
designers typically employ a guardband. A guardband is pur-
posefully over-designing the circuit, in which the deleterious
effects of degradations can be tolerated. In this work, our
guardband is a timing slack on top of circuit delay, which
prevents timing violations by prolonging clock periods, Longer
clock periods tolerate prolonged/degraded circuit propaga-
tion delays, caused by threshold voltage shifts ∆Vth in the
transistors. Until circuit delay degrades beyond the safety
margin provided by the guardband (i.e. tdelay(current) <
tdelay(nominal) + tdelay(guardband)) reliable circuit opera-
tion is ensured by the guardband. The challenge is to select
the guardband correctly. If the guardband is too low, the clock
period is shorter than the propagation delay of the circuit and
thus timing violations occur. If the guardband is too high, then
the clock frequency is too low and circuit performance suffers
unnecessarily. Therefore, peak degradations due to variability
must be determined accurately, which is the goal of this work.
In standard EDA tool flows, the guardband is determined based

Figure 4.15: Transistors exhibit different degradations despite identical manufacturing and operation under the same stimuli. This highlights
how transistors, which only differ in their defects can degrade differently and thus introduce a variability in their electrical
parameters. This effect is called defect variability. The same colors will be used throughout the work, to indicate that the same
pMOS transistors are used.

4.2.1 Defect Variability is CMOS Challenge

Variability is a big challenge for CMOS technology in the nano era. This challenge must be tackled during
the circuit design. Two types of variability are known. First, Time-Dependent Variability (TDV) consisting of
material imperfections - called defects - that are generated during manufacturing within the gate dielectric of each
transistor [37]. In contrast to the second type, traditional Time-Zero Variability (TZV) like geometric, dopant
fluctuations, etc., TDV consists of electrically neutral defects, that do not manifest themselves as any degradation
immediately aftermanufacturing. Therefore, it onlymanifests itself after a stimuli (e.g. voltage) is applied. However,
these defects cannot be ignored, as they can capture carriers during circuit operation, weaken the formation of a
channel in a MOSFET and thus induce a threshold voltage shift∆Vth in the transistor (see Fig. 4.15 and [31,37]).
In fact,∆Vth degradation due to TDV is higher than TZV∆Vth degradation consisting of work function, geometric,
dopant fluctuations in current 10nm FinFET [126].

To protect the circuit against all types of variability, circuit designers typically employ a guardband. A guardband
is purposefully over-designing the circuit, in which the deleterious effects of degradations can be tolerated. In this
work, our guardband is a timing slack on top of circuit delay, which prevents timing violations by prolonging clock
periods. Longer clock periods tolerate prolonged/degraded circuit propagation delays, caused by threshold voltage
shifts∆Vth in the transistors. Until circuit delay degrades beyond the safety margin provided by the guardband (i.e.
tdelay(current) < tdelay(nominal) + tdelay(guardband)) reliable circuit operation is ensured by the guardband.
The challenge is to select the guardband correctly. If the guardband is too low, the clock period is shorter than
the propagation delay of the circuit and thus timing violations occur. If the guardband is too high, then the clock
frequency is too low and circuit performance suffers unnecessarily. Therefore, peak degradations due to variability
must be determined accurately, which is the goal of this work. In standard EDA tool flows, the guardband is
determined based on the process corners. For Process, Voltage and Temperature (PVT) variations a best-case
corner (fast-fast FF), a typical corner (typical-typical TT) and a worst-case corner (slow-slow SS) are provided by
the semiconductor vendor. Each corner provides timing and power information for best, typical and worst-case
operating conditions and manufacturing tolerances. Therefore, the SS corner features delay and power for standard
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4.2 Mitigating Defect Variability from the Transistor to the Circuit Level

cells at a) worst process (worst TZV sample & worst TDV sample) b) worst (highest) temperature c) worst (lowest)
voltage. Designing the chip at TT and performing timing checks at SS is the typical approach. This is - by design -
very pessimistic, which ensures reliable operation but severely harms performance.

To reduce pessimism, the circuit designer can de-rate the corners. De-rating is interpolating standard cell delay
between corners, e.g. between SS and TT. By specifying known operating condition (e.g. 80C instead of 125C
worst case temperature) the EDA tools derate (e.g. tdelay = 0.9 ·Tdelay(SS)+0.1 ·Tdelay(TT )) or re-characterize
the cells to obtain timing at these less pessimistic conditions. De-rating is available for temperature and voltage, yet
for variability there is no such option. The impact of variability cannot be reduced. This fits time-zero variability, as
the circuit designer has no control over the variability of semiconductor manufacturing. However, time-dependent
variability is influenced by the circuit designer. As the name suggests, time-dependent variability depends on the
duration of operation of the circuit. Even if the circuit is designed for 2 years operation (consumer warranty),
variability values from more than 10 years operation (industrial warranty) are taken, introducing unnecessary
pessimism. Additionally, TDV degrades more under high temperature (characterization at worst-case temperature
of 110◦C [127]) than at lower temperature (e.g., actual exhibited temperature) [113]. Therefore, currently TDV is
severely overestimated in EDA tools. This work reduces pessimism by accurately estimating the upper bound for
TDV depending on the conditions (time, voltage, temperature) specified by the circuit designer.

Estimating and lowering the upper bound for TDV is the goal of this work. Wemodel TDV from the physical to the
circuit level to estimate the upper bound as accurately as possible. Our approach is fully compatible with existing
EDA tools, as we define TDV worst-case process corners. These process corners then are used to design safe but
less pessimistic circuits. Then, optimization strategies are presented to mitigate TDV, i.e. reduce impact of ∆Vth

on tdelay and thus reducing the upper bound further. This reduction results in even smaller guardbands, further
reducing the area/power/performance overhead for TDV protection.

Our novel contributions within this manuscript are:

1. A novel fast, yet accurate approach to determine the upper bound for TDV in transistors called reliability
specification. This physically motivated abstraction provides accurate upper bounds for TDV with minimal pes-
simism. This transistor upper bound is then used to create two worst-case cell libraries, which in turn provide upper
bounds for TDV on the circuit level with minimal pessimism.

2. A novel variability-aware logic synthesis to mitigate the impact of TDV on circuit delay. The automatic
selection of resilient cells (with respect to variability) by exploiting mature EDA synthesis algorithms introduces
negligible area and power overheads, yet effectively reduces the impact of TDV. Hence, smaller timing guardbands
can be employed without degrading reliability.

4.2.2 Definitions

To explain our TDV estimation, the physical origin of TDV is explained and the terms defined.

TDV consists of two phenomena, one aging phenomenon called Bias Temperature Instability (BTI) and the
other is a noise phenomenon called Random Telegraph Noise (RTN). BTI is considered an aging phenomenon,
which creates and activates defects in the gate dielectric manifesting itself in degraded electrical parameters in
transistors [34, 37, 113]. In contrast, RTN is a noise phenomenon, which manifests itself in random fluctuations of
the threshold voltage∆Vth of transistors [113]. Both phenomena are part of Time-Dependent Variability (TDV).

BTI and RTN share a similar physical origin [45, 47, 113], i.e. the activation and passivation of defects within the
gate dielectric.
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on the process corners. For Process, Voltage and Temperature
(PVT) variations a best-case corner (fast-fast FF), a typical
corner (typical-typical TT) and a worst-case corner (slow-slow
SS) are provided by the semiconductor vendor. Each corner
provides timing and power information for best, typical and
worst-case operating conditions and manufacturing tolerances.
Therefore, the SS corner features delay and power for standard
cells at a) worst process (worst TZV sample & worst TDV
sample) b) worst (highest) temperature c) worst (lowest)
voltage. Designing the chip at TT and performing timing
checks at SS is the typical approach. This is - by design -
very pessimistic, which ensures reliable operation but severely
harms performance.

To reduce pessimism, the circuit designer can de-rate the
corners. De-rating is interpolating standard cell delay between
corners, e.g. between SS and TT. By specifying known oper-
ating condition (e.g. 80C instead of 125C worst case temper-
ature) the EDA tools derate (e.g. tdelay = 0.9 · Tdelay(SS) +
0.1 · Tdelay(TT )) or re-characterize the cells to obtain timing
at these less pessimistic conditions. De-rating is available for
temperature and voltage, yet for variability there is no such
option. The impact of variability cannot be reduced. This fits
time-zero variability, as the circuit designer has no control
over the variability of semiconductor manufacturing. However,
time-dependent variability is influenced by the circuit designer.
As the name suggests, time-dependent variability depends on
the duration of operation of the circuit. Even if the circuit is
designed for 2 years operation (consumer warranty), variabil-
ity values from more than in 10 years operation (industrial
warranty) are taken, introducing unnecessary pessimism. Ad-
ditionally, TDV degrades more under high temperature than at
lower temperature [4]. Therefore, currently TDV is severely
overestimated in EDA tools. This work reduces pessimism by
accurately estimating the upper bound for TDV depending on
the conditions (time, voltage, temperature) specified by the
circuit designer.

Estimating and lowering the upper bound for TDV is the
goal of this work. We model TDV from the physical to
the circuit level to estimate the upper bound as accurately
as possible. Our approach is fully compatible with existing
EDA tools, as we define TDV worst-case process corners.
These process corners then are used to design safe but
less pessimistic circuits. Then, optimization strategies are
presented to mitigate TDV, i.e. reduce impact of ∆Vth
on tdelay and thus reducing the upper bound further. This
reduction results in even smaller guardbands, further reducing
the area/power/performance overhead for TDV protection.

Our novel contributions within this manuscript are:

1. A novel fast, yet accurate approach to determine the
upper bound for TDV in transistors called reliability
specification. This physically motivated abstraction provides
accurate upper bounds for TDV with minimal pessimism. This
transistor upper bound is then used to create two worst-case
cell libraries, which in turn provide upper bounds for TDV
on the circuit level with minimal pessimism.
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Fig. 2. Overview of our proposed methodology. Cell iterations k is the number
of different cells which are generated for each cell type (e.g., 1000 different
AND2 cells, 1000 XOR2 cells, etc.). Circuit iterations j is the number of
different annotated circuits which are generated (same structure/topology, just
differently degraded cells) and the timing report is generated (e.g., j = 5000
DCTs with each cell picked from a variability cell library with k = 1000.

2. A novel variability-aware logic synthesis to mitigate
the impact of TDV on circuit delay. The automatic selection
of resilient cells (with respect to variability) by exploiting
mature EDA synthesis algorithms introduces negligible area
and power overheads, yet effectively reduces the impact of
TDV. Hence, smaller timing guardbands can be employed
without degrading reliability.

Download: Our created variability-aware cell libraries, used
models and software framework to perform our presented
variability-aware logic synthesis and variability-aware timing
analysis will be publicly available upon publication.

II. DEFINITIONS

To explain our TDV estimation, the physical origin of TDV
is explained and the terms defined.

TDV consists of two phenomena, one aging phenomenon
called Bias Temperature Instability (BTI) and the other is a
noise phenomenon called Random Telegraph Noise (RTN).
BTI is considered an aging phenomenon, which creates and
activates defects in the gate dielectric manifesting itself in
degraded electrical parameters in transistors [5] [4] [1]. In
contrast, RTN is a noise phenomenon, which manifests itself
in random fluctuations of the threshold voltage ∆Vth of
transistors [4].

BTI and RTN share a similar physical origin [6] [7] [4], i.e.
the activation and passive of defects within the gate dielectric.

A. Bias Temperature Instability and Random Telegraph Noise

TDV consists of two phenomena, one aging phenomenon
called Bias Temperature Instability (BTI) and the other
is a noise phenomenon called Random Telegraph Noise
(RTN). Both phenomena encompass Time-Dependent Variabil-
ity (TDV).

Figure 4.16: Overview of our proposed methodology. Cell iterations k is the number of different cells which are generated for each cell type
(e.g., 1000 different AND2 cells, 1000 XOR2 cells, etc.). Circuit iterations j is the number of different annotated circuits which
are generated (same structure/topology, just differently degraded cells) and the timing report is generated (e.g., j = 5000 DCTs
with each cell picked from a variability cell library with k = 1000.

4.2.2.1 Inter- and Intra-Transistor Variability

Inter- and Intra-transistor variability are subsets of TDV. This section explains the two variability types within TDV.

Inter-transistor variability is the difference in electrical parameters (e.g., Vth, µ, Ion) between two transistors,
which appears in both TZV (e.g., geometric) and TDV. For TDV, each transistor has a unique degradation waveform.
This waveform is governed by the defects, which were introduced in that transistor during manufacturing. If the
transistor features many defects, then the transistor degrades more and does so with more steps (as each defect
captures a carrier). Therefore each transistor has a unique degradation waveform even for identical stimuli as shown
in Fig. 4.15.

Intra-transistor variability describes the change of electrical parameters within the same transistor, which is a
feature unique to TDV and not present in TZV. TDV can fluctuate randomly, as capture and emission of defects are
both probabilistic events [37]. Exposing the transistor to the same stimuli twice results in two different ∆Vth, as
the random physical processes occur slightly different each time. Therefore, even if the defects within the transistor
are known, the response to operation can only be described statistically.

Unlike inter-transistor variability, which is widely explored in related work, intra-transistor variability is still not
fully explored. Using our previous work with intra-transistor variability modeling [113] (model briefly explained
in Section 4.2.4.1), this work is the first to explore the impact of intra-transistor variability on circuits.

4.2.3 Related work

4.2.3.1 Applicability of TZV Techniques to TDV

TZV estimation schemes on the transistor level are not applicable to TDV as they model variability as solely a time-
zero statistical effect [128]. On the transistor level geometry, dopant concentrations, metal-gate work functions, etc.
are modeled with random distributions, which do not change over time. However, TDV does not solely depend on
manufacturing, but also on ever-changing stimuli (T, Vgs) and time. If the stimuli rise or time passes the average
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degradation increases. The traditional variability method is not able to account for these shifts in the random
distribution over time, resulting in pessimistic approach for TDV to ensure reliability under any conditions at the
cost of a high area/power/timing overhead.

On the circuit level various attempts have been made to abstract transistor variations into distributions or compact
models for macroscopic metrics like delay [128–130]. Similarly, machine learning approaches like [131] can also
be employed. However, in order to accurately estimate the impact of shifting transistor parameters on the delay of
standard cells or circuits, full circuit simulations are required to take all necessary dependencies into account (cell
topology, transistor geometry, load capacitance, input signal slew, etc. (details in Section 4.2.4.3).

4.2.3.2 Time-Dependent Variability

Next to research in the area of traditional variability, TDV has also been explored within BTI and RTN communities.
The works [37,47,48] consider capture and emission within countable defects in nano-era transistors. These models
are based on the foundations of defect-centric BTI modeling in [27, 132]. However, none of these works abstract
towards the circuit level or beyond and none are compatible with standard EDA tool flows. These works were
designed for maximum accuracy by modeling physical processes in detail and as such computational heavy. By
design, they cannot be applied to complex circuits like microprocessors with their tremendous number of transistors.
Their estimation is limited to transistors or individual cells like AND, INV and SRAM. Abstracted BTI circuit
modeling is presented in works like [74] with the ability to evaluate complex circuits. However, they rely on simple
empiric expressions as their aging models and as such do not consider TDV, neither inter- nor intra-transistor
variability (details in Section 4.2.4.2).

Authors in [133] present work which is conceptionally similar. They explore BTI/RTN-variability from physical
level to the circuit level with delay estimations in their temporal statistical static timing analysis. Even though
their goals are similar, our work differs significantly from their design as follows: On the physical level, the two
BTI reaction-diffusion and trapping-detrapping models are combined into a single model, even though they both
rely on different physical phenomena (breaking of Si-H bonds versus trapping detrapping in hole traps) and thus
cannot simply be combined [8]. First attempts to merge these two theories correctly just recently appeared [34].
The model in [31] circumvents this issue, as it is agnostic to defect types (interface traps, hole traps, etc.) as it
relies solely on capture and emission, which occurs in any defect type, just with different parameters. In addition, a
custom timing analysis based on Taylor approximations is used, while this work employs existing EDA timing tools.
This means, we employ mature algorithms from EDA vendors, which allow us to incorporate circuit environments,
consider complex topologies and shifting critical paths (see Section 4.2.4.3). These additional aspects are critical
for accurate delay estimations [82].

The work in [134] uses a physical-level BTI model, but does not consider RTN, i.e. intra-transistor variability,
which cannot be neglected in current nano-scale transistors (see Section 4.2.4.2). Additionally, their cell library
characterization considers a single degradation for all transistors of a type (nMOS/pMOS) at discrete intervals and
interpolates the resulting cell delay tables for intermediate values. Not taking unique transistor degradations into
account does not provide the upper bound for path delay. Transistors may counteract each other (e.g., pull-up
vs. pull-down transistors), i.e. uniform degradation in these transistors underestimates delay degradation. A
non-degraded pull-down transistor counteracting a degraded pull-up transistor (e.g., in an inverter) results in the
worst rise delay. This means they underestimate TDV and reliability cannot be guaranteed.

Section 4.1 presents the core of the BTI and RTN model employed here. This section is an extension of the unified
model presented in Section 4.1. It extends the scope to modeling in both in near-threshold and super-threshold
operation. Furthermore, it extends it to include TDV and reliability specification, worst-case cell libraries and
optimization strategies (e.g., variability-aware synthesis).
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4.2.3.3 Limited EDA Tool Variability Support

Detailed discussions about the limitations of commercial EDA tools are presented at the end of Sections 4.2.4.3
and 4.2.4.4.

4.2.3.4 Distinction from State of the Art

In summary, TDV is not explored in detail from the physical to the circuit level, due to the computational complexity.
Physical defect-level models could only evaluate simple circuits and individual cells, while circuit level work had to
simplify transistor/cell modeling to achieve computational feasibility. Our aim is to abstract physically motivated
on the defect-level and to exploit mature algorithms higher up to achieve accurate estimations from the physical
level to the circuit level. We do not simplify the defect modeling or abstract defects or even transistors away (e.g.
by modeling cell delay with empirical equations directly). This is made possible by tackling the computational
challengewith a novel fast approach to estimate transistor degradation on the transistor level. On the cell level, mature
EDA tools provide sufficient performance, while on the circuit level the computational complexity is shifted to a
one-time effort, by employing custom worst-case TDV cell libraries for chosen conditions (e.g. temperature 80 ◦C

for TDV-degradation). Additionally, designing for TDV is largely unexplored, therefore optimization strategies are
provided at each abstraction level to reduce the induced ∆Vth and ultimately the guardband.

Distinction from state of the art:

1. Modeling time-dependant variability from defects on the physical to the circuit level without abstracting or
simplifying either the low- or high-level estimations for the sake of computational feasibility. Instead we
achieve the feasibility by a novel fast transistor reliability specification, maintaining compatibility to EDA
tools and pushing computational effort to one-time characterization of worst-case cell libraries.

2. Modeling intra-transistor variability on the circuit level for the first time by taking it into account in our novel
reliability specification.

3. Our two worst-case cell libraries are used in variability-aware synthesis (VAS) to optimize circuits automati-
cally with synthesis tools to obtain smaller, yet sufficient guardbands.

4.2.4 Time-Dependent Variability

We explain our approach from the bottom up, starting with the physical level, over the transistor-, cell- all the way
to the circuit-level, i.e. full microprocessors. On each level we present our methodology and investigate the impact
of TDV at that level. Additionally, on each level optimization strategies are presented to reduce said impact.

4.2.4.1 Physical level

The exact cause for BTI/RTN is still part of a debate in the reliability physics community [32], however all agree
and theorize that the observed degradations occur due to capture and emission of carriers within various defect
types (e.g., interface traps, oxide traps). To become fully agnostic about the type of defects, we abstract defects to
three universal defect parameters:

1. Capture time τc

2. Emission time τe.

3. Induced Threshold Voltage Shift η

74



4.2 Mitigating Defect Variability from the Transistor to the Circuit Level

4

Transistor 1 Transistor 5

10−6
10−3

100
103

106
109Capture Time [s]

10−24
10−12

100

Emissio
n Time [s]

0
2
4
6
8

η
[m

V
]

0
2
4
6
8

10−6
10−3

100
103

106
109Capture Time [s]

10−24
10−12

100
1012

Emissio
n Time [s]

0
2
4
6
8

η
[m

V
]

0
2
4
6
8

Fig. 3. Defect maps for pMOS transistor 1 and 5 to illustrate that η is varying across the defects and does not depend on the location within the defect
map. In terms of TDV, transistor 5 is a bad sample with many defects and high η in most defects, while transistor 1 has fewer defects and just 1 defect with
high η. Therefore, applying the same stimuli results in higher ∆Vth in transistor 5 than in transistor 1, despite being indistinguishable (all defects neutral)
immediately after manufacturing.

tion strategies (e.g., variability-aware synthesis).

C. Limited EDA Tool Variability Support

Detailed discussions about the limitations of commercial
EDA tools are presented at the end of Sections IV-C and IV-D.

D. Distinction from State of the Art

In summary, TDV is not explored in detail from the physical
to the circuit level, due to the computational complexity. Phys-
ical defect-level models could only evaluate simple circuits
and individual cells, while circuit level work had to simplify
transistor/cell modeling to achieve computational feasibility.
Our aim is to abstract physically motivated on the defect-
level and to exploit mature algorithms higher up to achieve
accurate estimations from the physical level to the circuit level.
We do not simplify the defect modeling or abstract defects
or even transistors away (e.g. by modeling cell delay with
empirical equations directly). This is made possible by tackling
the computational challenge with a novel fast approach to
estimate transistor degradation on the transistor level. On the
cell level, mature EDA tools provide sufficient performance,
while on the circuit level the computational complexity is
shifted to a one-time effort, by employing custom worst-case
TDV cell libraries for chosen conditions (e.g. temperature
80C for TDV-degradation). Additionally, designing for TDV
is largely unexplored, therefore optimization strategies are
provided at each abstraction level to reduce the induced ∆Vth
and ultimately the guardband.
Distinction from state of the art:

1) Modeling time-dependant variability from defects on
the physical to the circuit level without abstracting or
simplifying either the low- or high-level estimations
for the sake of computational feasibility. Instead we
achieve the feasibility by a novel fast transistor reliability
specification, maintaining compatibility to EDA tools
and pushing computational effort to one-time charac-
terization of worst-case cell libraries.

2) Modeling intra-transistor variability on the circuit level
for the first time by taking it into account in our novel
reliability specification.

3) Our two worst-case cell libraries are used in variability-
aware synthesis (VAS) to optimize circuits automatically
with synthesis tools to obtain smaller, yet sufficient
guardbands.

IV. DEFECT VARIABILITY

We explain our approach from the bottom up, starting with
the physical level, over the transistor-, cell- all the way to
the circuit-level, i.e. full microprocessors. On each level we
present our methodology and investigate the impact of TDV at
that level. Additionally, on each level optimization strategies
are presented to reduce said impact.

A. Physical level

The exact cause for BTI/RTN is still part of a debate in the
reliability physics community [16] [6], however all agree and
theorize that the observed degradations occur due to capture
and emission of carriers within various defect types (e.g.,
interface traps, oxide traps). To become fully agnostic about
the type of defects, we abstract defects to three universal defect
parameters:

1) Capture time τc
2) Emission time τe.
3) Induced Threshold Voltage Shift η
These three parameters allow us to model capture and

emission in these defects (independent of defect type) by ex-
perimentally extracting these three parameters for each defect
within a transistor (for example with the technique presented
in [1]). The threshold voltage shift ∆Vth of a transistor can
be then expressed as:

∆Vth(tran) =

m∑

d=0

η(d)

with m as the number of defects within the transistor and d
the current defect. If the defect captured a carrier, the induced
∆Vth(d) is given by ∆Vth(d) = η(d) of that particular defect
d, while other unoccupied defects remain electrically neutral,
i.e. their ∆Vth(d) = 0. The capture τc(d) and emission
times τe(d) describe the latest/longest time for a defect d
to capture and emit a carrier. In other words, how probable

Figure 4.17: Defect maps for pMOS transistor 1 and 5 to illustrate that η is varying across the defects and does not depend on the location
within the defect map. In terms of TDV, transistor 5 is a bad sample with many defects and high η in most defects, while transistor
1 has fewer defects and just 1 defect with high η. Therefore, applying the same stimuli results in higher ∆Vth in transistor 5 than
in transistor 1, despite being indistinguishable (all defects neutral) immediately after manufacturing.

These three parameters allow us to model capture and emission in these defects (independent of defect type) by
experimentally extracting these three parameters for each defect within a transistor (for example with the technique
presented in [37]). The threshold voltage shift ∆Vth of a transistor can be then expressed as:

∆Vth(tran) =

m∑

d=0

η(d)

with m as the number of defects within the transistor and d the current defect. If the defect captured a carrier, the
induced ∆Vth(d) is given by ∆Vth(d) = η(d) of that particular defect d, while other unoccupied defects remain
electrically neutral, i.e. their∆Vth(d) = 0. The capture τc(d) and emission times τe(d) describe the latest/longest
time for a defect d to capture and emit a carrier. In other words, how probable capture/emission for that defect is.
Detailed explanation of our defect-centric model along with distributions for capture, emission times as well as η
are available in Section 2.2.1.3.2 and 4.2.4.1.

Inter-Transistor Variability: Each transistor features a different number of defects, with unique parameters τc, τe
and η per defect. These unique defect sets model DC in terms of inter-transistor variability. The number of defects
m follows a Poisson distribution in which the mean λ is scaled to λ1 in order to consider transistor geometry:

P (X = k) =
λk
1 · e−λ1

k!
(4.21)

λ1 = λ · 1

W ·
√
L

(4.22)

Each defect gets a random capture τc and emission time τe according to log-normal bi-variant distributionD(τe, τc):

D(τe, τc) =
exp

(
− 1

2(1−ρ2) (A
2 − 2ρAB +B2)

)

2πτeτcστeστc

√
1− ρ2

(4.23)

with ρ =
exp (ρNστeστc)− 1√

(exp
(
σ2
τe

)
− 1)(exp

(
σ2
τc

)
− 1)

,

A =
ln(τe)− µτe

στe

and B =
ln(τc)− µτc

στc
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Fig. 4. Defect maps for 5 pMOS transistors with the same geometry (W,L). Each transistor features a unique number of defects n with each defect featuring
unique capture τc, emission time τe and degradation η. This illustrates how transistors, which are manufactured identically, later degrade differently due to
different defects. Note, that the transistors match in color and parameters to Fig. (1, 3, 6 and 8).
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Fig. 5. Occupancy probability Pocc for four consecutive (see arrow) stress/recovery phases, which act as stimuli to capture/emit carriers in defects of transistor
5. Defects in the white area have Pocc ≈ 0.5 and thus their state is not certain compared to the defects in deep red (Pocc = 1) and blue (Pocc = 0). These
defects are the responsible for intra-transistor variability, as these defects do not react deterministically to a stimulant.

capture/emission for that defect is. Detailed explanation of
our defect-centric model along with distributions for capture,
emission times as well as η are available in [4].
Inter-Transistor Variability: Each transistor features a dif-
ferent number of defects, with unique parameters τc, τe and
η per defect. These unique defect sets model DC in terms of
inter-transistor variability. The number of defects m follows
an Poisson distribution in which the mean λ is scaled to λ1
in order to consider transistor geometry:

P (X = k) =
λks · e−λs

k!
(1)

λ1 = λ · 1

W ·
√
L

(2)

Each defect gets a random capture τc and emission time τe
according to log-normal bi-variant distribution D(τe, τc):

D(τe, τc) =
exp

(
− 1

2(1−ρ2) (A
2 − 2ρAB +B2)

)

2πτeτcστeστc
√

1− ρ2
(3)

with ρ =
exp (ρNστeστc)− 1√

(exp
(
σ2
τe

)
− 1)(exp

(
σ2
τc

)
− 1)

,

A =
ln(τe)− µτe

στe
and B =

ln(τc)− µτc
στc

and η according to exponential distribution (with scaled
mean λ2 to consider geometry):

P (X = k) = λ2 · e−λ2·k (4)

λ2 = λ · 1

W
Wref

· 3

√
L

Lref

(5)

Fig. 4 shows the defect sets of five different transistors.
Note that each transistor has a different number of defects,
each defect with different defect parameters (τc, τe and η), de-
spite being manufactured identically (Dopant concentrations,
W,L, Vth, ID, gm, etc.). After manufacturing, all these defects
are unoccupied, while during operation they can capture a
carrier and thus degrade their transistor’s Vth with their η(d).
The η of each defect varies widely as shown in Fig 3. Fig. 5
shows the occupancy probability Pocc of these defects after
four stress (recovery) phases are consecutively applied to
transistor 5. Note how most defects have almost certain state
(Pocc = 1 (red) or Pocc = 0 (blue)), which corresponds to
modeling BTI. Only defects, which happen to have τc (τe)
near to the current stress (recovery) duration are uncertain
0 < Pocc < 1. In these defects intra-transistor variability
occurs, as these defects could already have captured, but also
could have not yet captured a defect.
Intra-Transistor Variability: Most defects are certain as
capture τc and emission times τe are latest times, which means

Figure 4.18: Defect maps for 5 pMOS transistors with the same geometry (W,L). Each transistor features a unique number of defects n
with each defect featuring unique capture τc, emission time τe and degradation η. This illustrates how transistors, which are
manufactured identically, later degrade differently due to different defects. Note, that the transistors match in color and parameters
to Fig. (4.15, 4.17, 4.20 and 4.22).
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Fig. 4. Defect maps for 5 pMOS transistors with the same geometry (W,L). Each transistor features a unique number of defects n with each defect featuring
unique capture τc, emission time τe and degradation η. This illustrates how transistors, which are manufactured identically, later degrade differently due to
different defects. Note, that the transistors match in color and parameters to Fig. (1, 3, 6 and 8).
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Fig. 5. Occupancy probability Pocc for four consecutive (see arrow) stress/recovery phases, which act as stimuli to capture/emit carriers in defects of transistor
5. Defects in the white area have Pocc ≈ 0.5 and thus their state is not certain compared to the defects in deep red (Pocc = 1) and blue (Pocc = 0). These
defects are the responsible for intra-transistor variability, as these defects do not react deterministically to a stimulant.

capture/emission for that defect is. Detailed explanation of
our defect-centric model along with distributions for capture,
emission times as well as η are available in [4].
Inter-Transistor Variability: Each transistor features a dif-
ferent number of defects, with unique parameters τc, τe and
η per defect. These unique defect sets model DC in terms of
inter-transistor variability. The number of defects m follows
an Poisson distribution in which the mean λ is scaled to λ1
in order to consider transistor geometry:

P (X = k) =
λks · e−λs

k!
(1)

λ1 = λ · 1

W ·
√
L

(2)

Each defect gets a random capture τc and emission time τe
according to log-normal bi-variant distribution D(τe, τc):

D(τe, τc) =
exp

(
− 1

2(1−ρ2) (A
2 − 2ρAB +B2)

)

2πτeτcστeστc
√

1− ρ2
(3)

with ρ =
exp (ρNστeστc)− 1√

(exp
(
σ2
τe

)
− 1)(exp

(
σ2
τc

)
− 1)

,

A =
ln(τe)− µτe

στe
and B =

ln(τc)− µτc
στc

and η according to exponential distribution (with scaled
mean λ2 to consider geometry):

P (X = k) = λ2 · e−λ2·k (4)

λ2 = λ · 1

W
Wref

· 3

√
L

Lref

(5)

Fig. 4 shows the defect sets of five different transistors.
Note that each transistor has a different number of defects,
each defect with different defect parameters (τc, τe and η), de-
spite being manufactured identically (Dopant concentrations,
W,L, Vth, ID, gm, etc.). After manufacturing, all these defects
are unoccupied, while during operation they can capture a
carrier and thus degrade their transistor’s Vth with their η(d).
The η of each defect varies widely as shown in Fig 3. Fig. 5
shows the occupancy probability Pocc of these defects after
four stress (recovery) phases are consecutively applied to
transistor 5. Note how most defects have almost certain state
(Pocc = 1 (red) or Pocc = 0 (blue)), which corresponds to
modeling BTI. Only defects, which happen to have τc (τe)
near to the current stress (recovery) duration are uncertain
0 < Pocc < 1. In these defects intra-transistor variability
occurs, as these defects could already have captured, but also
could have not yet captured a defect.
Intra-Transistor Variability: Most defects are certain as
capture τc and emission times τe are latest times, which means

Figure 4.19: Occupancy probability Pocc for four consecutive (see arrow) stress/recovery phases, which act as stimuli to capture/emit carriers
in defects of transistor 5. Defects in the white area have Pocc ≈ 0.5 and thus their state is not certain compared to the defects in
deep red (Pocc = 1) and blue (Pocc = 0). These defects are the responsible for intra-transistor variability, as these defects do not
react deterministically to a stimulant.

and η according to exponential distribution (with scaled mean λ2 to consider geometry):

P (X = k) = λ2 · e−λ2·k (4.24)

λ2 = λ · 1

W
Wref

· 3

√
L

Lref

(4.25)

Fig. 4.18 shows the defect sets of five different transistors. Note that each transistor has a different number of
defects, each defect with different defect parameters (τc, τe and η), despite being manufactured identically (Dopant
concentrations, W,L, Vth, ID, gm, etc.). After manufacturing, all these defects are unoccupied, while during
operation they can capture a carrier and thus degrade their transistor’s Vth with their η(d). The η of each defect
varies widely as shown in Fig 4.17. Fig. 4.19 shows the occupancy probability Pocc of these defects after four
stress (recovery) phases are consecutively applied to transistor 5. Note how most defects have almost certain state
(Pocc = 1 (red) or Pocc = 0 (blue)), which corresponds to modeling BTI. Only defects, which happen to have τc
(τe) near to the current stress (recovery) duration are uncertain 0 < Pocc < 1. In these defects intra-transistor
variability occurs, as these defects could already have captured, but also could have not yet captured a defect.

Intra-Transistor Variability: Most defects are certain as capture τc and emission times τe are latest times, which
means that capturing a carrier can occur before this time has passed, but must happen latest at their time value.
According to [31] the capture and emission probabilities can be defined for a time tstress (Stress: transistor stimuli
(Vgs, T ) increase) , trecovery (Recovery: transistor stimuli decrease) as follows:
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Stress:

Pocc(t) = Pocc(ti) +

(
τe

τe + τc
− Pocc(ti)

)
·
(
1− e

t−ti
τsr

)
(4.26)

Recovery:

Pocc(t) =
τe

τe + τc
+

(
Pocc(ti)−

τe
τe + τc

)
·
(
e

t−ti
τsr

)
(4.27)

with τsr =
1

1
τe

+ 1
τc

τc = τc(T, V ) τe = τe(T, V )

With simplified equations for short (tstress < τ ) digital signals according to [31]:

Pcapture =
tstress
τc

Pemission =
trecovery

τe
(4.28)

For longer tstress (trecovery), then Pcapture (Pemission) tend towards 1. Therefore, if more time is spent under
stress (recovery), the corresponding equations ensure that capture (emission) of a carrier is more and more likely.
Intra-variability occurs in defects with Pcapture = 0.5 and Pemission = 0.5. Note, that even though just a limited
number of defects are the source of intra-variability at a time, it still matters as just a few defects exist in any
transistor and a single defect can have a high η (see Fig. 4.17).

4.2.4.2 Transistor level

After the defects and their individual defect parameters are randomly assigned, then the transistor can be character-
ized. After characterization, a reliability specification is used to determine the upper bound for ∆Vth(tran).

Reliability Specification: The simplified capture probability equation from [31] can be re-formulated as a reliability
specification, when tstress is replaced with trel.spec (e.g., EOL time tEOL) and the capture probability Pcapture

with the desired probability of failure of the circuit Pfail:

Pcapture =
tstress
τc

⇒ τspec =
trel.spec
Pfail

(4.29)

∆Vth(tran) =

n∑

o=0

η(d) with τc(d) ≤ τspec (4.30)

For each transistor, the upper bound of degradation frommanufacturing to EOL is defined as the sum of degradation
of all defects with capture times τc(d) smaller than the time constant found in the reliability specification τspec.
All defects with longer capture times τc have capture probabilities Pcapture smaller than Pfail and thus are not
considered to contribute their degradation. These defects are unlikely to capture during operationwithin the lifetime.
Fig. 4.20 shows a graphical explanation of two different reliability specifications on the defect distribution of a
transistor.

This reliability specification assumes the transistor to be under constant stress for its entire lifetime tEOL. While this
abstraction is pessimistic, it ensures that arbitrary activities can occur within the circuit and that our estimated upper
bound is never exceeded. For complex circuits (e.g., our target full microprocessors), where activity extraction is
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Fig. 6. Two different reliability specifications applied to transistor 5 (see
Fig. 4). Reliability specification on the left is τspec = 1000s and the
resulting ∆Vth(tran) = 21.3mV , while on the right τspec = 1year with
∆Vth(tran) = 34.7mV . The induced ∆Vth is directly calculated from the
randomly generated parameters (τc, τe, η) of the defects within transistor 5.

that capturing a carrier can occur before this time has passed,
but must happen latest at their time value. According to [2] the
capture and emission probabilities can be defined for a time
tstress (Stress: transistor stimuli (Vgs, T ) increase) , trecovery
(Recovery: transistor stimuli decrease) as follows:

Stress:

Pocc(t) = Pocc(ti) +

(
τe

τe + τc
− Pocc(ti)

)
·
(

1− e
t−ti
τsr

)

(6)
Recovery:

Pocc(t) =
τe

τe + τc
+

(
Pocc(ti)−

τe
τe + τc

)
·
(
e
t−ti
τsr

)
(7)

with τsr =
1

1
τe

+ 1
τc

τc = τc(T, V ) τe = τe(T, V )

For longer tstress (trecovery), then Pcapture (Pemission)
tend towards 1. Therefore, if more time is spend under stress
(recovery), the corresponding equations ensure that it is more
and more likely to capture (emit) a carrier. Intra-variability
occurs in defects with Pcapture = 0.5 and Pemission = 0.5.
Note, that even though just a limited number of defects are
the source of intra-variability at a time, it still matters as just
a few defects exist in any transistor and a single defect can
have a high η (see Fig. 3).

B. Transistor level

After the defects and their individual defect parameters are
randomly assigned, then the transistor can be characterized.
After characterization, a reliability specification is used to
determine the upper bound for ∆Vth(tran).
Reliability Specification: The simplified capture probability
equation from [2] can be re-formulated as a reliability specifi-
cation, when tstress is replaced with trel.spec (e.g., EOL time
tEOL) and the capture probability Pcapture with the desired
probability of failure of the circuit Pfail:
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Fig. 7. ∆Vth distributions for 1000 unique pMOS transistors (different set
of defects), each with L = 45nm W = 90nm for three different reliability
specifications (identical set of 1000 transistors used) τspec = 1s, 1000s
and 1year. A higher reliability specification leads to higher ∆Vth and thus
higher guardbands. Additionally, the variance increases at higher reliability
specifications, i.e. transistors deviate further from each other. This results in
a stronger variability across a circuit and thus potentially more variability at
the higher abstraction levels (cells, circuits, etc.).

Pcapture =
tstress
τc

⇒ τspec =
trel.spec
Pfail

(8)

∆Vth(tran) =

n∑

o=0

η(d) with τc(d) ≤ τspec (9)

For each transistor, the upper bound of degradation from
manufacturing to EOL is defined as the sum of degradation
of all defects with capture times τc(d) smaller than the
time constant found in the reliability specification τspec. All
defects with longer capture times τc have capture probabilities
Pcapture smaller than Pfail and thus are not considered to
contribute their degradation. These defects are unlikely to
capture during operation within its lifetime. Fig. 6 shows a
graphical explanation of two different reliability specification
on the defect distribution of a transistor.

This reliability specification assumes the transistor to be
under constant stress for its entire lifetime tEOL. While this
abstraction is pessimistic, it ensures that arbitrary activities
can occur within the circuit and that our estimated upper
bound is never exceeded. For complex circuits (e.g., our target
full microprocessors), where activity extraction is input data
dependent and time consuming (for activity extraction options
see [19]), this assumption is necessary to ensure that reliability
is maintained under any arbitrary operation scenario.

To reduce the pessimism, the Longest Continuous Stress
time (LCS) can be used to set trel.spec instead of tEOL. If it
is given, that a given transistor is never stressed longer than
a day (e.g., due to shutdown of the system at the end of a
workday or an employed aging mitigation/power management
technique), than trel.spec can be set to a day (86, 400s). Note
that stress times can be arbitrarily chosen. Results are shown
in Fig. 7. After the day of stress, recovery occurs and carriers
are emitted again1.

Note, that trel.spec, tEOL and τspec are different concepts.
For example, tEOL is 10 Years, trel.spec = 1s if LCS= 1s

1Note, that our BTI model assumes no irrecoverable degradation to occur,
which is in line with [2] [1] [7].

Figure 4.20: Two different reliability specifications applied to transistor 5 (see Fig. 4.18). Reliability specification on the left is τspec = 1000s
and the resulting ∆Vth(tran) = 21.3mV , while on the right τspec = 1year with ∆Vth(tran) = 34.7mV . The induced
∆Vth is directly calculated from the randomly generated parameters (τc, τe, η) of the defects within transistor 5.

input data dependent and time consuming (for activity extraction options see [73,135]), this assumption is necessary
to ensure that reliability is sustained under any arbitrary operation scenario.

To reduce the pessimism, the Longest Continuous Stress time (LCS) can be used to set trel.spec instead of tEOL.
See Section 5.1.4.2 for more details. If it is given, that a given transistor is never stressed longer than a day (e.g., due
to shutdown of the system at the end of a workday or an employed aging mitigation/power management technique),
than trel.spec can be set to a day (86, 400s). Note that stress times can be arbitrarily chosen. Results are shown in
Fig. 4.21. After the day of stress, recovery occurs and carriers are emitted again3. 6
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Fig. 6. Two different reliability specifications applied to transistor 5 (see
Fig. 4). Reliability specification on the left is τspec = 1000s and the
resulting ∆Vth(tran) = 21.3mV , while on the right τspec = 1year with
∆Vth(tran) = 34.7mV . The induced ∆Vth is directly calculated from the
randomly generated parameters (τc, τe, η) of the defects within transistor 5.

that capturing a carrier can occur before this time has passed,
but must happen latest at their time value. According to [2] the
capture and emission probabilities can be defined for a time
tstress (Stress: transistor stimuli (Vgs, T ) increase) , trecovery
(Recovery: transistor stimuli decrease) as follows:

Stress:

Pocc(t) = Pocc(ti) +

(
τe

τe + τc
− Pocc(ti)

)
·
(

1− e
t−ti
τsr

)

(6)
Recovery:

Pocc(t) =
τe

τe + τc
+

(
Pocc(ti)−

τe
τe + τc

)
·
(
e
t−ti
τsr

)
(7)

with τsr =
1

1
τe

+ 1
τc

τc = τc(T, V ) τe = τe(T, V )

For longer tstress (trecovery), then Pcapture (Pemission)
tend towards 1. Therefore, if more time is spend under stress
(recovery), the corresponding equations ensure that it is more
and more likely to capture (emit) a carrier. Intra-variability
occurs in defects with Pcapture = 0.5 and Pemission = 0.5.
Note, that even though just a limited number of defects are
the source of intra-variability at a time, it still matters as just
a few defects exist in any transistor and a single defect can
have a high η (see Fig. 3).

B. Transistor level

After the defects and their individual defect parameters are
randomly assigned, then the transistor can be characterized.
After characterization, a reliability specification is used to
determine the upper bound for ∆Vth(tran).
Reliability Specification: The simplified capture probability
equation from [2] can be re-formulated as a reliability specifi-
cation, when tstress is replaced with trel.spec (e.g., EOL time
tEOL) and the capture probability Pcapture with the desired
probability of failure of the circuit Pfail:
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Fig. 7. ∆Vth distributions for 1000 unique pMOS transistors (different set
of defects), each with L = 45nm W = 90nm for three different reliability
specifications (identical set of 1000 transistors used) τspec = 1s, 1000s
and 1year. A higher reliability specification leads to higher ∆Vth and thus
higher guardbands. Additionally, the variance increases at higher reliability
specifications, i.e. transistors deviate further from each other. This results in
a stronger variability across a circuit and thus potentially more variability at
the higher abstraction levels (cells, circuits, etc.).

Pcapture =
tstress
τc

⇒ τspec =
trel.spec
Pfail

(8)

∆Vth(tran) =

n∑

o=0

η(d) with τc(d) ≤ τspec (9)

For each transistor, the upper bound of degradation from
manufacturing to EOL is defined as the sum of degradation
of all defects with capture times τc(d) smaller than the
time constant found in the reliability specification τspec. All
defects with longer capture times τc have capture probabilities
Pcapture smaller than Pfail and thus are not considered to
contribute their degradation. These defects are unlikely to
capture during operation within its lifetime. Fig. 6 shows a
graphical explanation of two different reliability specification
on the defect distribution of a transistor.

This reliability specification assumes the transistor to be
under constant stress for its entire lifetime tEOL. While this
abstraction is pessimistic, it ensures that arbitrary activities
can occur within the circuit and that our estimated upper
bound is never exceeded. For complex circuits (e.g., our target
full microprocessors), where activity extraction is input data
dependent and time consuming (for activity extraction options
see [19]), this assumption is necessary to ensure that reliability
is maintained under any arbitrary operation scenario.

To reduce the pessimism, the Longest Continuous Stress
time (LCS) can be used to set trel.spec instead of tEOL. If it
is given, that a given transistor is never stressed longer than
a day (e.g., due to shutdown of the system at the end of a
workday or an employed aging mitigation/power management
technique), than trel.spec can be set to a day (86, 400s). Note
that stress times can be arbitrarily chosen. Results are shown
in Fig. 7. After the day of stress, recovery occurs and carriers
are emitted again1.

Note, that trel.spec, tEOL and τspec are different concepts.
For example, tEOL is 10 Years, trel.spec = 1s if LCS= 1s

1Note, that our BTI model assumes no irrecoverable degradation to occur,
which is in line with [2] [1] [7].

Figure 4.21: ∆Vth distributions for 1000 unique pMOS transistors (different set of defects), each with L = 45nm W = 90nm for
three different reliability specifications (identical set of 1000 transistors used) τspec = 1s, 1000s and 1year. A higher
reliability specification leads to higher∆Vth and thus higher guardbands. Additionally, the variance increases at higher reliability
specifications, i.e. transistors deviate further from each other. This results in a stronger variability across a circuit and thus
potentially more variability at the higher abstraction levels (cells, circuits, etc.).

Note, that trel.spec, tEOL and τspec are different concepts. For example, tEOL is 10 Years, trel.spec = 1s if
LCS= 1s (e.g. periodic microcontroller sleep). A Pfail = 0.01 results in τspec = 100s following eq. 4.29.

The reliability specification calculates∆Vth(tran) for actual defect sets in transistors instead of worst-case defects
(both in number and in individual degradation η(d)). This is feasible in terms of computational effort (shown
later in Section 4.2.4.3) and severely reduces the pessimism involved in our upper bound. In complex circuits with
millions to billions of transistors it is a significant overestimation to assume that all these transistors are unlucky
during manufacturing and obtain the worst-case defects. In actual circuits, transistors with high∆Vth(tran) occur
next to transistors with low ∆Vth(tran) , i.e. they average out in terms of circuit degradation. In Fig. 4.33 in
Section 4.2.4.4 we show how this detail on the transistor level, ensures a correct guardband on the circuit level.

3 Note, that our BTI model assumes no irrecoverable degradation to occur, which is in line with [31, 37, 47].
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Term Explanation

m Number of Defects
d Individual Defect

η(d) Impact of Defect d in terms of ∆Vth

occ(d) Occupancy State of Defect d (1 = Occupied with Carrier 0 = Without Carrier)
∆Vth(d) Actual contribution of defect d to total∆Vth of transistor
τspec Maximum Capture Time used in Reliability Specification
τc, τe Capture Time and Emission Time of a Defect

D(τe, τc) Defect Distribution as a Function of Capture/Emission Time

Table 4.1: Definition and Explanation of Terms of this Section

Note that τc and τe are functions of voltage and temperature (Vgs, T ). Therefore, the induced degradation
∆Vth(tran) determined by the reliability specification changes for different Vgs and T . In order to provide
an upper bound, we assume worst-case temperature T and worst-case Vgs in the reliability specification (e.g.
80◦C, 1.2V ). In modern micro-processors, the thermal- and power management techniques aim to optimize per-
formance within the thermal/power budget and thus processors operate close their critical temperature and critical
voltage continuously [136]. Therefore, only minor pessimism is introduced when considering worst-case Vgs, T .

Algorithm 3 Calculate ∆Vth(tran) for the transistors based on their reliability specification τspec.
1: for every transistor in circuit do

Require: W,L, T, Vgs, τspec
2: Generate Random m ▷ See Eq. 4.21 and Eq. 4.22
3: Generate Random τe, τc fromD(τe, τc) ▷ See Eq. 4.23
4: Place m defects d inD(τe, τc)
5: Generate Random η(d) for each d ∈ D(τe, τc) ▷ Eq. 4.24
6: for each on inD(τe, τc) do
7: Check τc(T, Vgs) ≤ τspec for each o ∈ D(τe, τc)
8: if τc(d) ≤ τspec then ▷ Defect below Rel.Spec.?
9: Set occ(d) = 1 ▷ Occupied defect

10: Set∆Vth(d) = η(d) ▷ Contribute to∆Vth

11: else
12: Set occ(d) = 0 ▷ Remain neutral
13: Set∆Vth(d) = 0 ▷ Do not contribute to∆Vth

14: end if
15: Set∆Vth(tran) =

∑m
i=1 ∆Vth(i)

16: end for
17: end for

Algorithm 3 details the process of calculating ∆Vth(tran) based on the reliability specification. First the number
of defectsm is randomly generated, based on the geometryW,L of the transistor following Eq. 4.21. Then capture
τc and emission times τe are generated for each defect following the D(τe, τc).

Then η(d) for each defect d is randomly generated based on an exponential distribution and scaled with transistor
geometry. After the initialization for the transistor is complete, each defect can be compared against given reliability
specification τspec obtained from Eq. 4.29. If the capture time τc(d) (itself a function of T, Vgs) of the defect d is
below the specification, then we consider it occupied occ(d) = 1 and its η(d) contributing to∆Vth(tran). If τc(d)
is larger than τspec, then the defect is unlikely to be occupied within the lifetime of the transistor and thus it can be
discarded occ(d) = 0, i.e. it does not contribute to ∆Vth(tran). Finally, the impact of all contributing defects is
summed up to obtain the overall transistor degradation ∆Vth(tran).

Note, that both inter- and intra-transistor variability are included in the reliability specification. Different transistors
have different set of defects, which corresponds to inter-transistor variability. Defects with a capture probability
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larger than the failure probability (Pcapture > Pfail) are considered in the specification. For example, defects with
Pcapture = 5% > Pfail = 1% at trel.spec have τc ≤ τspec and thus their η added to ∆Vth(tran) accounting for
probabilistic capturing, i.e. intra-transistor variability.

7

(e.g. periodic microcontroller sleep). A Pfail = 0.01 results
in τspec = 100s following eq. 8.

The reliability specification calculates ∆Vth(tran) for ac-
tual defect sets in transistors instead of worst-case defects
(both in number and in individual degradation η(d)). This is
feasible in terms of computational effort (shown later in Sec-
tion IV-C) and severely reduces the pessimism involved in our
upper bound. In complex circuits with millions to billions of
transistors it is a significant overestimation to assume that all
these transistors are unlucky during manufacturing and obtain
the worst-case defects. In actual circuits, transistors with high
∆Vth(tran) occur next to transistor with low ∆Vth(tran) ,
i.e. they average out in terms of circuit degradation. In Fig.
19 in Section IV-D we show how this detail on the transistor
level, ensures a correct guardband on the circuit level.

Note that τc and τe are functions of voltage and temperature
(Vgs, T ). Therefore, the induced degradation ∆Vth(tran) de-
termined by the reliability specification changes for different
Vgs and T . In order to provide an upper bound, we assume
worst-case temperature T and worst-case Vgs in the reliability
specification (e.g. 80◦C, 1.2V ). In modern micro-processors,
the thermal- and power management techniques aim to opti-
mize performance within the thermal/power budget and thus
processors operate close their critical temperature and critical
voltage continuously [20]. Therefore, only minor pessimism
is introduced when considering worst-case Vgs, T .

Algorithm 1 Calculate ∆Vth(tran) for the transistors based
on their reliability specification τspec.

1: for every transistor in circuit do
Require: W,L, T, Vgs, τspec

2: Generate Random m . See Eq. 1 and Eq. 2
3: Generate Random τe, τc from D(τe, τc) . See Eq. 3
4: Place m defects d in D(τe, τc)
5: Generate Random η(d) for each d ∈ D(τe, τc) . Eq. 4
6: for each on in D(τe, τc) do
7: Check τc(T, Vgs) ≤ τspec for each o ∈ D(τe, τc)
8: if τc(d) ≤ τspec then . Defect below Rel.Spec.?
9: Set occ(d) = 1 . Occupied defect

10: Set ∆Vth(d) = η(d) . Contribute to ∆Vth

11: else
12: Set occ(d) = 0 . Remain neutral
13: Set ∆Vth(d) = 0 . Do not contribute to ∆Vth

14: end if
15: Set ∆Vth(tran) =

∑m

i=1
∆Vth(i)

16: end for
17: end for

Algorithm 1 details the process of calculating ∆Vth(tran)
based on the reliability specification. First the number of
defects m is randomly generated, based on the geometry W,L
of the transistor following Eq. 1. Then capture τc and emission
times τe are generated for each defect following the D(τe, τc).

Then η(d) for each defect d is randomly generated based on
an exponential distribution and scaled with transistor geome-
try. After the initialization for the transistor is complete, each
defect can be compared against given reliability specification
τspec obtained from Eq. 8. If the capture time τc(d) (itself a
function of T, Vgs) of the defect d is below the specification,
then we consider it occupied occ(d) = 1 and its η(d)
contributing to ∆Vth(tran). If τc(d) is larger than τspec, then
the defect is unlikely to be occupied within the lifetime of

TABLE I
DEFINITION AND EXPLANATION OF TERMS

Term Explanation
m Number of Defects
d Individual Defect

η(d) Impact of Defect d in terms of ∆Vth

occ(d)

Occupancy State of Defect d
(1 = Occupied with Carrier 0= Without Carrier)

∆Vth(d) Actual contribution of defect d to total ∆Vth of transistor
L Length of Transistor
W Width of Transistor
T Temperature in Celsius
Vgs Gate Source Potential Difference in Volt
Vth Threshold Voltage of a Transistor
Vdd Supply Voltage
τspec Maximum Capture Time used in Reliability Specification
τc, τe Capture Time and Emission Time of a Defect

D(τe, τc) Defect Distribution as a Function of Capture/Emission Time

the transistor and thus it can be discarded occ(d) = 0, i.e.
it does not contribute to ∆Vth(tran). Finally, the impact of
all contributing defects is summed up to obtain the overall
transistor degradation ∆Vth(tran).

Note, that both inter- and intra-transistor variability are
included in the reliability specification. Different transistors
have different set of defects, which corresponds to inter-
transistor variability. Defects with a capture probability larger
than the failure probability (Pcapture > Pfail) are considered
in the specification. For example, defects with Pcapture =
5% > Pfail = 1% at trel.spec have τc ≤ τspec and thus their η
added to ∆Vth(tran) accounting for probabilistic capturing,
i.e. intra-transistor variability.
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Fig. 8. Stress and recovery waveforms for transistors with the same geometry
(W,L). Due to a different number of defects with different (τc, τe, η), the
observed ∆Vth is different despite identical stress and recovery stimuli.
This illustrates how transistors, which are manufactured identically, behave
differently under stress and recovery. Non-monotonic behavior is due to intra-
transistor variability (see Fig. 9).

Inter-Transistor Variability: Different transistors exhibits
different defects sets and thus their ∆Vth(tran) differs. As the
number of defects n change as well as the defect parameters
(τc, τe, η), a stress curve (Fig. 8a) and recovery curve (Fig.
8b) features different ∆Vth jumps (η(d)) at different points in
time (τc for stress and τe for recovery). So at a given point in
time (e.g., after 10s), all transistors look different, both from a
microscopic perspective (defect occupancies) as well as from
a macroscopic perspective (∆Vth).

Figure 4.22: Stress and recovery waveforms for transistors with the same geometry (W,L). Due to a different number of defects with different
(τc, τe, η), the observed ∆Vth is different despite identical stress and recovery stimuli. This illustrates how transistors, which
are manufactured identically, behave differently under stress and recovery. Non-monotonic behavior is due to intra-transistor
variability (see Fig. 4.23).

Inter-Transistor Variability: Different transistors exhibit different defects sets and thus their∆Vth(tran) differs.
As the number of defects n changes as well as the defect parameters (τc, τe, η), a stress curve (Fig. 4.22a) and
recovery curve (Fig. 4.22b) features different ∆Vth jumps (η(d)) at different points in time (τc for stress and τe
for recovery). So at a given point in time (e.g., after 10s), all transistors look different, both from a microscopic
perspective (defect occupancies) as well as from a macroscopic perspective (∆Vth).
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Fig. 9. A single transistor exhibits different ∆Vth under the same stimuli
(T, Vgs). As the defects are identical for all 5 shown waveforms, the ∆Vth
fluctuations are of the same height η around τc, τe of a defect. Each defect can
randomly capture or emit a carrier, changing if it contributes to ∆Vth(tran)
or not. These random changes can result in non-monotonic ∆Vth waveforms.

Intra-Transistor Variability: The same transistor can also
exhibit different degradations for the same stimuli. Capture
and emission are probabilistic physical processes, i.e. they
occur randomly and vary even under identical conditions. Fig.
9 shows the same transistor under identical stress with different
∆Vth curves.
Optimization Strategy: In order to reduce ∆Vth(tran) from
the defect level perspective, it is better to provide an upper
bound for continuous stress times. The first option is to check
if such a bound intrinsically exists (e.g., transistors in clock
tree switch continuously). Alternatively, one could employ a
aging/power management technique to force a small LCS (e.g.,
periodic power gating). This guarantees that the reliability
specification results in a low ∆Vth(tran).

C. Cell level

Standard cells consist of multiple transistors with various
widths W and lengths L to provide the desired logical
function. We use the 45nm NanGate open cell libraries [21],
which stores the topology and transistor sizing in netlists.
The first step is to annotate the netlist, so that each transistor
has a unique name. Then our reliability specification is used
to determine ∆Vth(tran) for each transistor in each cell
(see Algorithm 1). Based on ∆Vth(tran) we use 45nm high
performance predictive technology models [22] and modify
the V th0 entry to change Vth of the transistor. Then we
use Synopsys SiliconSmart [23] to characterize the entire
cell library. See Fig. 2 for an overview of our cell level
methodology.
Transistor Sizing: Transistors have different defect distribu-
tions depending on their geometry. Larger transistors feature
more defects, but a smaller impact η(d) per defect d [4]. Fig.
11 shows ∆Vth(tran) for trel.spec = 1year for L = 45nm
and increasing W . This figure, highlights how transistor sizing
and thus cell design can affect defect variability directly.
Therefore, it is important to take W,L of the transistors into
account, when obtaining cell timing.

In order to obtain W,L of the transistors, the netlists of the
standard cells in the cell library are parsed/read. Each netlist
contains the number of transistors, their connections and the

geometry of the transistors in each standard cell (compare
10a).
Cell Environment: Depending on the direct environment
of the cell (neighboring cells, number of connected cells,
etc.), the input signal slew and load capacitance of the cells
change. Our previous work [17] showed that impact of these
parameters cannot be ignored when estimating cell delays. Fig.
12 shows the relative difference in delay of two XOR2 cells
(k = 2). As illustrated, the input signal slew and output load
capacitance changes the impact of TDV, which highlights that
cell environment cannot be neglected in TDV estimations.
Cell Iterations: An overview of cell iterations is given in Fig.
2 and Fig. 10. In order to estimate TDV, we create k unique
instances per cell called cell iterations. SiliconSmart parses a
single copy of each cell, characterizes it in HSPICE (delay and
power) and combines it into a liberty file. For k cell iterations,
k cell libraries are obtained, which are all different. These k
cell libraries are combined to a single variability cell library.
The variability cell library is a combination of k unique cell
libraries each containing a single unique instance per cell,
which in turn consists of unique transistors (see Fig. 10).

The number of cell iterations k governs computational
complexity, but also accuracy (as outliers/corner cases occur
solely for high enough k), so its value is a trade-off, which
must be carefully made. In order to verify if the chosen sample
size k is large enough, we fitted normal distributions against
the delay distributions of the cells. The process is visualized
in Fig. 13 in which we fit distributions for the pin A → pin
ZN, fall delay in XOR2 for various k. As shown, the mean
value µ stabilizes (∆µ(∆k) small) quickly after just k = 100,
but the standard deviation σ is not stable until we go from
k = 500 to k = 1000. Therefore, we conclude that k = 1000
is a representative sample size for the XOR2 cell, i.e. ∆µ(∆k)
and ∆σ(∆k) are small enough and no additional benefits are
to be expected going to larger sample sizes.

To verify whether k=1000 is enough to get a representative
distributions in all cases (all paths in all cells for both rise
and fall delay), we investigate the shift in the mean ∆µ(∆k)
and standard deviation ∆σ(∆k) of each delay when increasing
k = 500→ 1000. Fig. 14 shows the relative shift in ∆µ(∆k)
and ∆σ(∆k) stays for all 16906 path delays in the NanGate
library. The mean ∆µ(∆k) is stable with less than 0.2%
(absolute) shift across all delays. Standard deviation ∆σ(∆k)
is acceptable with most path delays below 3% shift and rare
maximum at 12.8%.

Characterization (Intel Core i7-6700T, 32GB RAM, SSD)
of the variability cell library for k = 1000 required approx.
35 hours with 10 parallel SiliconSmart instances. Note that
this is a one-time offline effort, as the variability library
can be re-used for many different circuits and all circuit
iterations j. Furthermore note, that we provide these cell
libraries upon publication, so that others can start immediately
without having to replicate our effort.
Optimization Strategy: Hardening cells in terms of defect
variability can be performed by widening (increasing W ) the
transistors. To identify the most critical transistors in each
cell type, the worst cell delay samples (right of histogram in
Fig. 13) can be checked to find out which transistors caused

Figure 4.23: A single transistor exhibits different∆Vth under the same stimuli (T, Vgs). As the defects are identical for all 5 shown waveforms,
the ∆Vth fluctuations are of the same height η around τc, τe of a defect. Each defect can randomly capture or emit a carrier,
changing if it contributes to ∆Vth(tran) or not. These random changes can result in non-monotonic∆Vth waveforms.

Intra-Transistor Variability: The same transistor can also exhibit different degradations for the same stimuli.
Capture and emission are probabilistic physical processes, i.e. they occur randomly and vary even under identical
conditions. Fig. 4.23 shows the same transistor under identical stress with different ∆Vth curves.

Optimization Strategy: In order to reduce ∆Vth(tran) from the defect level perspective, it is better to provide
an upper bound for continuous stress times. The first option is to check if such a bound intrinsically exists (e.g.,
transistors in clock tree switch continuously). Alternatively, one could employ a aging/powermanagement technique
to force a small LCS (e.g., periodic power gating). This guarantees that the reliability specification results in a low
∆Vth(tran).
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4.2 Mitigating Defect Variability from the Transistor to the Circuit Level

4.2.4.3 Cell level

Standard cells consist of multiple transistors with various widths W and lengths L to provide the desired logical
function. We use the 45nm NanGate open cell libraries [137], which stores the topology and transistor sizing in
netlists. The first step is to annotate the netlist, so that each transistor has a unique name. Then our reliability
specification is used to determine ∆Vth(tran) for each transistor in each cell (see Algorithm 3). Based on
∆Vth(tran) we modify the Vth0 entry to change Vth of the transistor in 45 nm high-performance predictive
technology4 models [3]. Then we use Synopsys SiliconSmart [138] to characterize the entire cell library. See Fig.
4.16 for an overview of our cell level methodology.

Transistor Interactions: Transistors frequently oppose each other. For example, in an inverter during the logic
switch from 0→ 1, the pMOS and nMOS are both conducting and pulling the output to VDD and VSS , respectively.
Therefore, the actual worst case with respect to an output switching from 0 → 1 is a degraded (high ∆Vth) pMOS
and a non-degraded nMOS (further details available in Section 6.1).
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Fig. 10. Overview of our proposed methodology from the defect to the cell level. In a) the number n and properties of defects (τc, τe, η) are randomly
generated based on W,L. Then the defect distribution D(τe, τc) is used with the reliability specification τrel.spec, voltage Vgs and temperature T to determine
∆Vth(tran). Every transistor has their unique defect set and therefore their unique ∆Vth(tran) given by the reliability specifications. Middle figure b)
illustrates how each cell is evaluated - with respect to cell delay (rise/fall) from input to output pins - under different signal slews and load capacitances.
Figure c) shows different cell iterations with unique transistors in each NOR cell. The generation of cells (shown in a) and the evaluation of each cell (shown
in b) is repeated for each cell iteration j (shown in c) and each cell type (AND, NOR, etc.). This large one-time effort is necessary to capture the complex
impact of variability, as for example 1000 cell iterations are used over 68 cells (NanGate library) under 49 different signal slew/load capacitance combinations
for up to 12 input/output pin paths.
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Fig. 11. ∆Vth(tran) histograms for reliability specification of trel.spec = 1year for transistors with L = 45nm and shown W . Larger area results in
more defects with lower impact η(d) per defect, which in turn results in slight increase in the mean µ and a decrease in standard deviation σ of ∆Vth(tran)
for higher W .

this severe shift. Then these transistors can be widened to
reduce variability (see Fig. 11) and increase output current
ID to tolerate degradations, following similar ideas as in our
previous work [4]:

Assuming the transistor should deliver a given current ID to
switch fast enough, despite suffering from ∆Vth(tran), then
W can be found based upon a first-order approximation for
ID:

ID ≈
µ

2
· Cox ·

W

L
· (Vgs − Vth)2[1 + λ(VDS − VDSsat)]

(10)

⇒ ∆W = C1 ·
1

(C2 −∆Vth)2
(11)

with C1 = ID · 2
µ·Cox · L · [1 + λ(VDS − VDSsat)], C2 = Vgs

as two constants (as none of the voltages change).

Additionally to our previous work, Fig. 11 shows that the
standard deviation of ∆Vth(tran) is smaller for wider transis-
tors. Therefore, increasing W should be performed iteratively.
First Worig is replaced with upscaled W1 = Worig + ∆W
according to Eq. 11. Then ∆Vth(tran(W1)) is determined
with algorithm 1 and downscaled to W2 = W1 − ∆W with
Eq. 11, as ∆Vth(tran(W1)) < ∆Vth(tran(Worig)) and thus
requires less width to compensate the degradation. Repeat until
this has converged (e.g., ∆W < 1nm) to obtain suitable
hardened W to maintain ID under TDV.

With the modified netlist (wider transistors) k cell iterations
can be run and by evaluating the histogram, the designer can
verify if he optimized the cell sufficiently to be more resilient
against defect variability with less timing guardband but
additional area and power overhead due to wider transistors.

Figure 4.24: ∆Vth(tran) histograms for reliability specification of trel.spec = 1year for transistors with L = 45nm and shownW . Larger
area results in more defects with lower impact η(d) per defect, which in turn results in slight increase in the mean µ and a decrease
in standard deviation σ of∆Vth(tran) for higher W .

Transistor Sizing: Transistors have different defect distributions depending on their geometry. Larger transistors
featuremore defects, but a smaller impact η(d) per defect d [113]. Fig. 4.24 shows∆Vth(tran) for trel.spec = 1year

for L = 45nm and increasingW . This figure, highlights how transistor sizing and thus cell design can affect defect
variability directly. Therefore, it is important to take W,L of the transistors into account, when obtaining cell
timing.

In order to obtain W,L of the transistors, the netlists of the standard cells in the cell library are parsed/read. Each
netlist contains the number of transistors, their connections and the geometry of the transistors in each standard cell
(compare 4.26a).

Cell Environment: Depending on the direct environment of the cell (neighboring cells, number of connected cells,
etc.), the input signal slew and load capacitance of the cells change. Our previous work [82] showed that impact of
these parameters cannot be ignored when estimating cell delays. Fig. 4.25 shows the relative difference in delay of
two XOR2 cells (k = 2). As illustrated, the input signal slew and output load capacitance changes the impact of
TDV, which highlights that cell environment cannot be neglected in TDV estimations.

4 Our approach can analogously be applied to different technologies. Transistor modelcard and cell netlists are provided by the foundry and
automatically considered by the cell characterization tool. Then the steps from Sections 4.2.4.3 and 4.2.4.4 are performed.
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4 Step One - Improving Degradation Models
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Fig. 12. Dependence of variability of XOR2 delay on cell environment. The
difference between two cell iterations in XOR for pin A and fall delay is
shown. The difference between the two cells is not uniform across the cell
environment, which highlights that, variability cell timing and thus guardbands
must be estimated by taking the cell environment into account.

Comparison to Traditional Statistical Cell Character-
ization: Cell characterization tools like SiliconSmart offer
support for statistical cell characterization. Variability can be
expressed in terms of parameter variability on the transistor
level and then the cell characterization tool will characterize
the cells under these variations. While this seems very similar
to our work, there are several drawbacks to the existing
EDA tools. First, transistor parameters can only be varied
by Gaussian distributions. While this is useful for most TZV,
since most manufacturing imperfections manifest themselves
as Gaussian or near-Gaussian distributions of transistor pa-
rameters, it does not match TDV. TDV, especially BTI, is not
Gaussian distributed [5] [4].

The second limitation is that the variations are uniform for
all transistors. Each transistor exhibits different TDV-induced
degradation, due to their geometries (W and L) as well as their
stress conditions (V and T). As mentioned in previous Section
IV-B, transistors can exhibit significantly different BTI due to
differences in their geometry. In existing cell characterization
tools it is not possible to alter the variability based on the
geometry or stress conditions of the transistor. This leads to
severe under- or over-estimation of BTI on the transistor-level.

The last limitation is that not all cell metrics are expressed
with respect to variability. SiliconSmart does only provide the
resulting distributions for propagation delay, but other metrics
like the power consumption of the standard cells remain at
nominal value. It is currently impossible to study the impact
of variability on the power consumption in standard cells with
cell characterization tools. Existing works have to implement
their own circuit simulations (e.g., SPICE) to evaluate power
under variability.

Therefore, current cell characterization tools are not suited
to study the impact of TDV on standard cells.

Necessity for Brute-Force Monte Carlo Approach: While
tools like SiliconSmart offer non-Monte-Carlo-approaches to
consider variability during the cell characterization (called
sensitivity analysis), this is not possible when considering
TDV. As mentioned before, TZV depends on manufacturing
and is uniform for all transistors in all cells. Therefore, elegant

solutions can be found to avoid simulating every single cell in
every possible combination of transistor variability. However,
in TDV the transistors have unique distributions based on their
geometries and stress conditions. As each transistor is now
uniquely affected, we cannot make any assumptions about the
induced degradation or the impact of unique degradations on
the cell’s delay and power. Interpolation across the signal slew
and load capacitance table is equally wrong and any cluster-
ing/grouping scheme for transistor TDV-induced degradations.
Therefore, if each transistor has to be treated as a unique entity,
brute-force Monte Carlo approaches are the only option.

D. Circuit Level

Our final goal is to obtain a guardband for complex circuits
like processors, in order to tolerate TDV. In this section
we discuss several approaches to obtain a guardband with
variability simulations at the circuit level and at the end of
the section we explain our two novel worst case cell libraries.
Guardband: A guardband is over-designing the circuit, so
that degradations can be tolerated without the circuit violating
any constraints (e.g., timing or performance constraints). In
this work, we define the guardband as a timing guardband as
time slack on top of the clock period of the circuit:

tclk = tdelay + tGB (12)

The guardband tGB is added to the maximum delay (path
delay of critical path) of the circuit tdelay, so that as long as
∆tdelay ≤ tGB it can be guaranteed, that no timing violations
can occur. It is crucial that tGB is carefully selected, as a too
large guardband results in large performance loss, while a too
small guardband may result in timing violations.
Reference: In order to estimate the guardband, we need to
establish a reference, i.e. estimate tdelay(ref). This reference
is the golden sample, the perfect circuit free of any degra-
dations. For TDV this corresponds to ∆Vth(tran) = 0 for
all transistors. The benchmark circuits were synthesized with
Design Compiler with “ultra compile” and the 45nm NanGate
Library [21] including all 68 cells. In the static timing analysis
we obtain tdelay(ref), i.e. the fastest clock our circuit can
achieve when absolutely no degradation is present. In order to
cover a wide range of circuit sizes and cell types, we evaluate
RISC microprocessor Rocket with > 1, 000, 000 cells [24],
then a discrete cosine transformation (DCT) with > 24, 000
complex cells (> 20% DFFR) and b19 > 10.000 simple cells
(AND, OR, etc.) from ISCAS99/ITC99 [25].
Circuit Iterations: The previous steps culminate in a vari-
ability cell library with k instances for each cell. This library
can then be used in timing analysis for circuits. In order to
mimic TDV, we randomly assign each cell with index between
[1 : k] for each circuit instance. The timing analysis tool (e.g.,
Synopsys PrimeTime) picks up the corresponding cell (e.g.,
AND2 X1 37) instance for each cell it encounters and uses
their delays to estimate the timing of the entire circuit. This
approach is visualized in Fig. 15b, where 4 circuit iterations
are shown with indices j ∈ [1 : 100] inside of the cells.
Fig. 15a illustrates how each index corresponds to a cell
with unique non-uniform ∆Vth per transistor and therefore
a unique degradation/delay pattern. Due to our compatibility

Figure 4.25: Dependence of variability of XOR2 delay on cell environment. The difference between two cell iterations in XOR for pin A and fall
delay is shown. The difference between the two cells is not uniform across the cell environment, which highlights that, variability
cell timing and thus guardbands must be estimated by taking the cell environment into account.

Cell Iterations: An overview of cell iterations is given in Fig. 4.16 and Fig. 4.26. In order to estimate TDV, we
create k unique instances per cell called cell iterations. SiliconSmart parses a single copy of each cell, characterizes
it in HSPICE (delay and power) and combines it into a liberty file. For k cell iterations, k cell libraries are obtained,
which are all different. These k cell libraries are combined to a single variability cell library. The variability cell
library is a combination of k unique cell libraries each containing a single unique instance per cell, which in turn
consists of unique transistors (see Fig. 4.26).

The number of cell iterations k governs computational complexity, but also accuracy (as outliers/corner cases occur
solely for high enough k), so its value is a trade-off, which must be carefully made. In order to verify if the chosen
sample size k is large enough, we fitted normal distributions against the delay distributions of the cells. The process
is visualized in Fig. 4.27 in which we fit distributions for the pin A→ pin ZN, fall delay in XOR2 for various k. As
shown, the mean value µ stabilizes (∆µ(∆k) small) quickly after just k = 100, but the standard deviation σ is not
stable until we go from k = 500 to k = 1000. Therefore, we conclude that k = 1000 is a representative sample
size for the XOR2 cell, i.e. ∆µ(∆k) and ∆σ(∆k) are small enough and no additional benefits are to be expected
going to larger sample sizes.
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Figure 4.26: Overview of our proposed methodology from the defect to the cell level. In a) the number n and properties of defects (τc, τe, η)
are randomly generated based onW,L. Then the defect distributionD(τe, τc) is used with the reliability specification τrel.spec,
voltage Vgs and temperature T to determine ∆Vth(tran). Every transistor has their unique defect set and therefore their unique
∆Vth(tran) given by the reliability specifications. Middle figure b) illustrates how each cell is evaluated - with respect to cell
delay (rise/fall) from input to output pins - under different signal slews and load capacitances. Figure c) shows different cell
iterations with unique transistors in each NOR cell. The generation of cells (shown in a) and the evaluation of each cell (shown in
b) is repeated for each cell iteration j (shown in c) and each cell type (AND, NOR, etc.). This large one-time effort is necessary
to capture the complex impact of variability, as for example 1000 cell iterations are used over 68 cells (NanGate library) under 49
different signal slew/load capacitance combinations for up to 12 input/output pin paths.
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Fig. 13. Evaluating the sample size for XOR gate. Below 500 samples the distributions are very rough and only at 1000 samples the distribution statistical
representation is reached, as ∆µ(∆k) and ∆σ(∆k) are small when switching k = 500→ 1000, i.e. ∆k = 500.
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Fig. 14. Estimation of all path delays (input to output paths, each for rise
and fall delay) through all 68 cells for a total of 16906 HSPICE simulations
to evaluate if k = 1000 is representative. Histograms of the stability ∆µ of
the mean and the stability ∆σ of standard deviation, when switching k =
500→ 1000. a) shows how the mean µ has fully stabilized and barely shift,
while b) shows the majority of path through the cells are within ∆σ < ±3%.
Therefore, k = 1000 is sufficient for our variability analysis.

with existing EDA tool flows, the mature timing analysis tool
automatically takes care of complex tasks, like determining
the critical path and extracting the delay for each cell under
its cell environment (signal slew, load capacitance).

Circuit iterations enable us to explore the resilience of the
circuit against variations induced by TDV. However, similarly
to cell iterations, the number of circuit iterations j should
be sufficient to be representative, i.e. j should be chosen
large enough that mean µ and standard deviation σ of the
circuit delays stabilize. Analogously to cell iterations ∆µ(∆j)
and ∆σ(∆j) are minimized by increasing j. In Fig. 17 the
distributions are shown for different j. For j > 5000 the
distribution stabilizes and both mean µ and standard deviation
σ are representative, i.e. ∆µ(∆j) = 0 and ∆σ(∆j) = 0. Each
circuit iterations requires a timing analysis run on a different
annotated/indexed circuit netlist. In total, the time consumed
is approx. 6 hours for j = 5000. Therefore, end-to-end time
consumption for a new technology including the one-time-
effort cell characterization is approx. 41 hours. However, as
we already performed j = 10000 simulations to verify the
representativeness of j in all 3 circuits, we present results in
Fig. 18 and 19 for j = 10000.
Worst-Case Libraries for fast Guardband Estimation: In
order to provide a guardband, a circuit designer needs to
simulate a representative number of circuit iterations k, extract
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Fig. 15. Overview of our proposed methodology on the circuit level. For
each circuit iteration j shown in a), each cell is randomly assigned to a cell
iteration k. For example j = 5000 circuits each with 6500 AND cells and
3000 OR cells are generated based on a set of 1000 AND and 1000 OR
iterations (k = 1000). Each AND in that circuit randomly receives a number
between 1 and 1,000 and thus is assigned that particular cell delay table.
As typically the number of cells (12,000 AND in circuit) is larger than the
number of iterations (1,000 AND in cell library), duplicates appear. However,
that is not a problem, as the distribution is representative (for large enough
j) and it is unlikely that two instances occur next to each other. In b) the
timing analysis is shown, which estimates the delay of the circuit based on
the critical path of the circuit. Note, that the critical path (drawn in orange)
of the circuit changes based on assigned cells due to the variability, even if
the topology is identical. Each of the k timing analysis of a circuit uses a
unique assignment/mapping of cell indices to the cells within the circuit.

the delay distribution for the circuit and then extract tGB based
on that delay distribution (e.g., with 6σ or the 95-percentile).
While this Monte Carlo approach works, we propose a sig-
nificantly faster approach by extracting worst-case cells from
the variability cell library. We create two separate worst-case
libraries, each representing a different worst-case scenario (see
Fig. 16). The first worst-case cell library is the worst-case
value library (WVL), in which for each cell the worst value
(rise/fall path delay entries of that cell) is chosen for every

Figure 4.27: Evaluating the sample size for XOR gate. Below 500 samples the distributions are very rough and only at 1000 samples the
distribution statistical representation is reached, as ∆µ(∆k) and ∆σ(∆k) are small when switching k = 500 → 1000, i.e.
∆k = 500.
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Fig. 14. Estimation of all path delays (input to output paths, each for rise
and fall delay) through all 68 cells for a total of 16906 HSPICE simulations
to evaluate if k = 1000 is representative. Histograms of the stability ∆µ of
the mean and the stability ∆σ of standard deviation, when switching k =
500→ 1000. a) shows how the mean µ has fully stabilized and barely shift,
while b) shows the majority of path through the cells are within ∆σ < ±3%.
Therefore, k = 1000 is sufficient for our variability analysis.

with existing EDA tool flows, the mature timing analysis tool
automatically takes care of complex tasks, like determining
the critical path and extracting the delay for each cell under
its cell environment (signal slew, load capacitance).

Circuit iterations enable us to explore the resilience of the
circuit against variations induced by TDV. However, similarly
to cell iterations, the number of circuit iterations j should
be sufficient to be representative, i.e. j should be chosen
large enough that mean µ and standard deviation σ of the
circuit delays stabilize. Analogously to cell iterations ∆µ(∆j)
and ∆σ(∆j) are minimized by increasing j. In Fig. 17 the
distributions are shown for different j. For j > 5000 the
distribution stabilizes and both mean µ and standard deviation
σ are representative, i.e. ∆µ(∆j) = 0 and ∆σ(∆j) = 0. Each
circuit iterations requires a timing analysis run on a different
annotated/indexed circuit netlist. In total, the time consumed
is approx. 6 hours for j = 5000. Therefore, end-to-end time
consumption for a new technology including the one-time-
effort cell characterization is approx. 41 hours. However, as
we already performed j = 10000 simulations to verify the
representativeness of j in all 3 circuits, we present results in
Fig. 18 and 19 for j = 10000.
Worst-Case Libraries for fast Guardband Estimation: In
order to provide a guardband, a circuit designer needs to
simulate a representative number of circuit iterations k, extract
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Fig. 15. Overview of our proposed methodology on the circuit level. For
each circuit iteration j shown in a), each cell is randomly assigned to a cell
iteration k. For example j = 5000 circuits each with 6500 AND cells and
3000 OR cells are generated based on a set of 1000 AND and 1000 OR
iterations (k = 1000). Each AND in that circuit randomly receives a number
between 1 and 1,000 and thus is assigned that particular cell delay table.
As typically the number of cells (12,000 AND in circuit) is larger than the
number of iterations (1,000 AND in cell library), duplicates appear. However,
that is not a problem, as the distribution is representative (for large enough
j) and it is unlikely that two instances occur next to each other. In b) the
timing analysis is shown, which estimates the delay of the circuit based on
the critical path of the circuit. Note, that the critical path (drawn in orange)
of the circuit changes based on assigned cells due to the variability, even if
the topology is identical. Each of the k timing analysis of a circuit uses a
unique assignment/mapping of cell indices to the cells within the circuit.

the delay distribution for the circuit and then extract tGB based
on that delay distribution (e.g., with 6σ or the 95-percentile).
While this Monte Carlo approach works, we propose a sig-
nificantly faster approach by extracting worst-case cells from
the variability cell library. We create two separate worst-case
libraries, each representing a different worst-case scenario (see
Fig. 16). The first worst-case cell library is the worst-case
value library (WVL), in which for each cell the worst value
(rise/fall path delay entries of that cell) is chosen for every

Figure 4.28: Estimation of all path delays (input to output paths, each for rise and fall delay) through all 68 cells for a total of 16 906 HSPICE
simulations to evaluate if k = 1000 is representative. Histograms of the stability∆µ of the mean and the stability∆σ of standard
deviation, when switching k = 500 → 1 000. a) shows how the mean µ has fully stabilized and barely shift, while b) shows the
majority of path through the cells are within ∆σ < ±3%. Therefore, k = 1000 is sufficient for our variability analysis.

To verify whether k=1000 is enough to get representative distributions in all cases (all paths in all cells for both rise
and fall delay), we investigate the shift in the mean ∆µ(∆k) and standard deviation ∆σ(∆k) of each delay when
increasing k = 500 → 1 000. Fig. 4.28 shows the relative shift in ∆µ(∆k) and ∆σ(∆k) stays for all 16906 path
delays in the NanGate library. The mean ∆µ(∆k) is stable with less than 0.2% (absolute) shift across all delays.
Standard deviation ∆σ(∆k) is acceptable with most path delays below 3% shift and rare maximum at 12.8%.

Characterization (Intel Core i7-6700T, 32GB RAM, SSD) of the variability cell library for k = 1000 required
approx. 35 hours with 10 parallel SiliconSmart instances. Note that this is a one-time offline effort, as the
variability library can be re-used for many different circuits and all circuit iterations j. Furthermore, we provide
these cell libraries upon publication so that others can start immediately without having to replicate our effort.

Optimization Strategy: Hardening cells in terms of defect variability can be performed by widening (increasing
W ) the transistors. To identify the most critical transistors in each cell type, the worst cell delay samples (right of
histogram in Fig. 4.27) can be checked to find out which transistors caused this severe shift. Then these transistors
can be widened to reduce variability (see Fig. 4.24) and increase output current ID to tolerate degradations,
following similar ideas as in our previous work [113]:

Assuming the transistor should deliver a given current ID to switch fast enough, despite suffering from∆Vth(tran),
then W can be found based upon a first-order approximation for ID:

ID ≈ µ

2
· Cox · W

L
· (Vgs − Vth)

2[1 + λ(VDS − VDSsat)] (4.31)

⇒ ∆W = C1 ·
1

(C2 −∆Vth)2
(4.32)
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4 Step One - Improving Degradation Models

with C1 = ID · 2
µ·Cox

· L · [1 + λ(VDS − VDSsat)], C2 = Vgs as two constants (as none of the voltages change).

Additionally to our previous work, Fig. 4.24 shows that the standard deviation of ∆Vth(tran) is smaller for
wider transistors. Therefore, increasing W should be performed iteratively. First Worig is replaced with up-scaled
W1 = Worig + ∆W according to Eq. 4.32. Then ∆Vth(tran(W1)) is determined with algorithm 3 and down-
scaled toW2 = W1−∆W with Eq. 4.32, as∆Vth(tran(W1)) < ∆Vth(tran(Worig)) and thus requires less width
to compensate the degradation. Repeat until this has converged (e.g.,∆W < 1nm) to obtain suitable hardenedW
to maintain ID under TDV.

With the modified netlist (wider transistors) k cell iterations can be run and by evaluating the histogram, the
designer can verify if he optimized the cell sufficiently to be more resilient against defect variability with less timing
guardband but additional area and power overhead due to wider transistors.

Comparison to Traditional Statistical Cell Characterization: Cell characterization tools like SiliconSmart offer
support for statistical cell characterization. Variability can be expressed in terms of parameter variability on the
transistor level and then the cell characterization tool will characterize the cells under these variations. While this
seems very similar to our work, there are several drawbacks to the existing EDA tools. First, transistor parameters
can only be varied by Gaussian distributions. While this is useful for most TZV, since most manufacturing
imperfections manifest themselves as Gaussian or near-Gaussian distributions of transistor parameters, it does not
match TDV. TDV, especially BTI, is not Gaussian distributed [34] [113].

The second limitation is that the variations are uniform for all transistors. Each transistor exhibits different TDV-
induced degradation, due to their geometries (W and L) as well as their stress conditions (V and T). As mentioned
in previous Section 4.2.4.2, transistors can exhibit significantly different BTI due to differences in their geometry.
In existing cell characterization tools, it is not possible to alter the variability based on the geometry or stress
conditions of the transistor. This leads to severe under- or over-estimation of BTI on the transistor-level.

The last limitation is that not all cell metrics are expressed with respect to variability. SiliconSmart does only provide
the resulting distributions for propagation delay, but other metrics like the power consumption of the standard cells
remain at nominal value. It is currently impossible to study the impact of variability on the power consumption in
standard cells with cell characterization tools. Existing works have to implement their own circuit simulations (e.g.,
SPICE) to evaluate power under variability.

Therefore, current cell characterization tools are not suited to study the impact of TDV on standard cells.

Necessity for Brute-Force Monte Carlo Approach: While tools like SiliconSmart offer non-Monte-Carlo-
approaches to consider variability during the cell characterization (called sensitivity analysis), this is not possible
when considering TDV. Asmentioned before, TZV depends onmanufacturing and is uniform for all transistors in all
cells. Therefore, elegant solutions can be found to avoid simulating every single cell in every possible combination
of transistor variability. However, in TDV the transistors have unique distributions based on their geometries and
stress conditions. As each transistor is now uniquely affected, we cannot make any assumptions about the induced
degradation or the impact of unique degradations on the cell’s delay and power. Interpolation across the signal
slew and load capacitance table is equally wrong and any clustering/grouping scheme for transistor TDV-induced
degradations. Therefore, if each transistor has to be treated as a unique entity, brute-force Monte Carlo approaches
are the only option.

4.2.4.4 Circuit Level

Our final goal is to obtain a guardband for complex circuits like processors, in order to tolerate TDV. In this section
we discuss several approaches to obtain a guardband with variability simulations at the circuit level and at the end
of the section we explain our two novel worst case cell libraries.
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4.2 Mitigating Defect Variability from the Transistor to the Circuit Level

Guardband: A guardband is over-designing the circuit, so that degradations can be tolerated without the circuit
violating any constraints (e.g., timing or performance constraints). In this work, we define the guardband as a
timing guardband as time slack on top of the clock period of the circuit:

tclk = tdelay + tGB (4.33)

The guardband tGB is added to the maximum delay (path delay of critical path) of the circuit tdelay, so that as
long as ∆tdelay ≤ tGB it can be guaranteed, that no timing violations can occur. It is crucial that tGB is carefully
selected, as a too large guardband results in large performance loss, while a too small guardband may result in
timing violations.

Reference: In order to estimate the guardband, we need to establish a reference, i.e. estimate tdelay(ref) (see
Fig. 4.32). This reference is the golden sample, the perfect circuit free of any degradations. For TDV this
corresponds to∆Vth(tran) = 0 for all transistors. The benchmark circuits were synthesized with Design Compiler
with “ultra compile” and the 45 nm NanGate Library [137] including all 68 cells. In the static timing analysis
we obtain tdelay(ref), i.e. the fastest clock our circuit can achieve when absolutely no degradation is present.
In order to cover a wide range of circuit sizes and cell types, we evaluate RISC microprocessor Rocket with
>1 000 000 cells [139], then a discrete cosine transformation (DCT) with >20 000 complex cells (> 20% DFFR)
and b19 >10 000 simple cells (AND, OR, etc.) from ISCAS99/ITC99 [140]. For state of the art, we use constant
degradation of ∆Vth = 63mV uniformly applied to all transistors. The value 63mV correspond to 10 year
operation [117]. It results in approximately 10% reduction in the IDsat (transistor drain current in the saturation
mode), which is the industry definition of end of lifetime [127]).
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Figure 4.29: Overview of our proposed methodology on the circuit level. For each circuit iteration j shown in a), each cell is randomly assigned
to a cell iteration k. In b) the timing analysis is shown, which estimates the delay of the circuit based on the critical path of the
circuit. Note, that the critical path (drawn in orange) of the circuit changes based on assigned cells due to the variability, even if
the topology is identical. Each of the k timing analysis of a circuit uses a unique assignment/mapping of cell indices to the cells
within the circuit.
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4 Step One - Improving Degradation Models

Circuit Iterations: The previous steps culminate in a variability cell library with k instances for each cell. This
library can then be used in timing analysis for circuits. In order to mimic TDV, we randomly assign each cell with
index between [1 : k] for each circuit instance. The timing analysis tool (e.g., Synopsys PrimeTime) picks up the
corresponding cell (e.g., AND2_X1_37) instance for each cell it encounters and uses their delays to estimate the
timing of the entire circuit. This approach is visualized in Fig. 4.29b, where 4 circuit iterations are shown with
indices j ∈ [1 : 100] inside of the cells. Fig. 4.29a illustrates how each index corresponds to a cell with unique
non-uniform ∆Vth per transistor and therefore a unique degradation/delay pattern. Due to our compatibility with
existing EDA tool flows, the mature timing analysis tool automatically takes care of complex tasks, like determining
the critical path and extracting the delay for each cell under its cell environment (signal slew, load capacitance).
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Fig. 17. Evaluating the sample size j for circuit iterations. 1000 samples is the minimum, while from 5000 samples onwards the simulations are representative
as ∆µ(∆j) = 0 and ∆σ(∆j) = 0 for j > 5000.
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Fig. 18. Delays for different cell libraries in 3 different circuits. First the RISC
microprocessor Rocket [24], then a discrete cosine transformation (DCT)
and b19 from ITC99/ISCAS99 [25]. A constant degradation of 63mV in
each transistor, fails to provide a guarantee in terms of reliability, as it
underestimates TDV in DCT. At the same time, it is also inefficient, as both
our worst-case approaches provided a smaller (yet safe) guardband for Rocket
and b19. In addition, we show the delays of b19 synthesized with variability-
aware synthesis (VAS) (see optimization strategy in Section IV-D).

cell environment) it becomes unfavorable for the synthesis tool
(due to prolonged delays) and other options are evaluated by
the synthesis algorithm. Therefore, the algorithm intrinsically
optimizes the design and selects cells, which maintain small
delays in the presence of TDV.

By performing variability-aware synthesis (VAS) with b19
against our WVL library, the synthesis tool intrinsically opti-
mizes the circuit design against defect variability, resulting in
additional 48% reduction in the required timing guardbands
(see b19-VAS in Fig. 19). Synthesizing with WCL results in
a 57% reduction in the required timing guardbands.

Comparison to Traditional Static Timing Analysis
(STA): Traditional STA offers support for variability studies.
STA tools like PrimeTime or PrimeTimeVX use the distributed
timing information from cell libraries to estimate timing under
variability. Variability-aware cell libraries can currently only
support Gaussian distributions in delay. Neither a variation
in power nor other distributions are supported. The impact
of TDV can be Guassian distributed (see Fig. 13), but does
not have to be, as this depends on the circuit topology
and transistor-level distributions of TDV. Should TDV result
in non-Gaussian distributions, TDV cannot be represented
correctly in traditional static timing analysis tools.
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Fig. 19. Guardbands for different cell libraries in three different circuits. First
the RISC microprocessor Rocket [24], then a discrete cosine transformation
(DCT) and b19 from ISCAS99/ITC99 [25]. Employed our WCL over state
of the art, results in a 72% reduction of the guardband. At the same time, in
the DCT a constant degradation to all transistors fails to capture transistor
interactions, which underestimates TDV by 56%, potentially resulting in
errors. Following our variability-aware synthesis (VAS) optimization strategy,
we can additionally reduce the guardband by 48%, respectively 57%.

Additionally, even if TDV is perfect distributed, the different
worst-cases are not correctly encapsulated with PrimeTimeVX.
These tools are meant to provide an overview over the impact
of TZV variability on the circuits timing. Our approach
provides two separate worst-case estimations with our WVL
and WCL cell libraries. STA based on traditional statistical
cell libraries inaccurately represents TDV, as only mean and
standard deviation of a Gaussian distribution are saved and
not the absolute worst-case (i.e. missing an accurate repre-
sentation of the tails of these Gaussian distributions). Cell
library corners can unfortunately also not be used to study
TDV. The slow-slow (SS) corner of a cell library contains the
absolute worst-case with respect to many effects. SS includes
TDV, but also TZV, voltage-droops, temperature-effects and
many more. Furthermore, it provides a single worst-case point
instead of a distribution. Therefore, circuit optimization with
sensitivity analysis (e.g., finding circuit elements exhibiting
smaller variations due to insensitivity to variability) are not
possible. Lastly, variability in power cannot be represented in
LVF. Thus, the impact of TDV on power cannot be studied in
current EDA STA tools.

Necessity for Brute-Force Monte Carlo Approach: Ex-
isting EDA tools offer solutions to avoid costly Monte Carlo

Figure 4.30: Evaluating the sample size j for circuit iterations. 1000 samples is theminimum, while from 5 000 samples onwards the simulations
are representative as∆µ(∆j) = 0 and∆σ(∆j) = 0 for j > 5000.

Circuit iterations enable us to explore the resilience of the circuit against variations induced by TDV. However,
similarly to cell iterations, the number of circuit iterations j should be sufficient to be representative, i.e. j should be
chosen large enough thatmeanµ and standard deviationσ of the circuit delays stabilize. Analogously to cell iterations
∆µ(∆j) and ∆σ(∆j) are minimized by increasing j. In Fig. 4.30 the distributions are shown for different j. For
j > 5 000 the distribution stabilizes and both mean µ and standard deviation σ are representative, i.e. ∆µ(∆j) = 0

and ∆σ(∆j) = 0. Each circuit iteration requires a timing analysis run on a different annotated/indexed circuit
netlist. In total, the time consumed is approx. 6 hours for j = 5000. Therefore, end-to-end time consumption for
a new technology including the one-time-effort cell characterization is approx. 41 hours. However, as we already
performed j = 10 000 simulations to verify the representativeness of j in all 3 circuits, we present results in Fig.
4.32 and 4.33 for j = 10 000.

Worst-Case Libraries for fast Guardband Estimation: In order to provide a guardband, a circuit designer needs
to simulate a representative number of circuit iterations j, extract the delay distribution for the circuit and then
extract tGB based on that delay distribution (e.g., with 6σ or the 95-percentile). While this Monte Carlo approach
works, we propose a significantly faster approach by extracting worst-case cells from the variability cell library. We
create two separate worst-case libraries, each representing a different worst-case scenario (see Fig. 4.31). The first
worst-case cell library is the worst-case value library (WVL), in which for each cell the worst value (rise/fall path
delay entries of that cell) is chosen for every cell environment (i.e. 7x7 delay matrix). Each cell within the WVL is
the combination of the worst values found for all k cell iterations of that cell. This cell library can be used within a
timing analysis to guarantee in a single timing analysis (i.e. j = 1) that an upper bound for delay tdelay(WV L) is
found, which reduces the computational complexity significantly. The cell library is generic and a one-time effort,
as the same library is used in the timing analysis for different circuits (in this work Rocket, b19 and DCT). By
estimating tdelay(WV L), we can find tGB with:

tGB(WV L) = tdelay(WV L)− tdelay(ref) (4.34)

Note that this includes aforementioned (Section 4.2.4.3) transistor interactions. In our inverter example, cell
iterations with high ∆Vth in the pMOS and low ∆Vth for the single nMOS define the rise delay, while for fall
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Figure 4.31: Difference between the 2 worst-case libraries. The worst-case value library (WVL) on the left combined the worst value for each
entry within the delay table of a cell, while the worst-case cell library (WCL) contains the worst cells as a whole without values
from other cells.

delay low ∆Vth in pMOS and high ∆Vth nMOS cells are taken. These cell iterations feature the worst delays and
thus populate the WVL delay tables. For complex cells, complex interactions with elaborate ∆Vth mappings are
intrinsically considered as the algorithm picks from k = 1000 cell iterations.

The main disadvantage of the WVL is, that it is overly pessimistic, i.e. overestimates tGB . As we combine the
worst values from different cell iterations, we create contradictions which could never occur. Again in our inverter
example, we have high ∆Vth in pMOS for rise delay with low∆Vth in pMOS for fall delay, a direct contradiction.
These contradictions result in cell delays, which are impossible to occur in a single real cell. However, they
incorporate the transistor interactions to guarantee that actual cells can neither exceed rise nor fall delay, therefore
providing a solid upper bound.

Our second worst-case library is the worst-case cell library (WCL), in which the worst cells are found based on a
fitness function. So from all the k cell instances present in the variability cell library due to k cell iterations, we
take the cells according to the following function:

F (c) =

s=867ps,l=20fF∑

s=0.5ps,l=0.5fF

tdelay(s, l) (4.35)

with c as our cell, F (c) our fitness function, s signal slew and l load capacitance. We sum up all delay values in
the tables (rise/fall delay for all paths) to find the cell with the highest sum. Therefore, we find the cell, which has
the highest average delay without weighting individual cell environments, paths or rise/fall more than others. F (c)

determines the worst cell and copies its values to the WCL. The resulting cell library contains the worst cells, i.e.
for each cell (the entire matrix as a whole) the worst cell from all k cell iterations is selected. These cells are still
realistic (i.e. contains no contradictions as inWVL). This is a weaker upper bound compared toWVL, as individual
cells with a heavy skew towards rise delay, could exceed the rise delay of the worst cell, even though the worst
cell is worse on average. However, large circuits (like our targeted microprocessors) have long critical paths with
many elements, in which cells average out (cell with high rise delay connected to fast rise cells, etc.). Therefore,
WCL is frequently sufficient and less pessimistic, but for guarantees, only WVL can be used. The guardband can
analogously be found by tGB = tdelay(WCL)− tdelay(ref).

The resulting guardbands tGB fromWVL,WCL and the constant uniform∆Vth = 63mV can be seen in Fig. 4.33.
The guardband for 63mV is either under- (for DCT) or over-estimating (for Rocket and b19) TDV. Underestimation
leads to timing violations, while the overestimation leads to inefficient systems with high performance loss. Our
WCL/WCL libraries are comparable for b19, but further apart for DCT and far apart for Rocket. By design, WVL is
always worse thanWCL. This highlights how important it is to consider transistor interactions for absolute reliability
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4 Step One - Improving Degradation Models

guarantees with respect to TDV. However, by comparing Fig. 4.33 with Fig. 4.30 we can see that even for j = 10 000

WCL (based on k = 1000) would be sufficient for reliable operation. WCL employs tGB(Rocket) = 37 ps, which
is more than sufficient for the 10 000 circuit iterations shown in Fig. 4.30, which at most reaches 25 ps degradation.
Compared to the tGB(Rocket) > 130 ps based on the constant 63mV our WCL approach reduces the guardband
by 72%, allowing 100 ps smaller clock periods and thus 11% higher performance.

Optimization Strategy: The circuit designer can manually optimize his circuit with respect to defect variability.
But, manual optimization requires searching through j = 1000 circuit iterations and manually optimizing synthesis
by adding constraints. This manual process is error-prone and not effective, as synthesis is heuristic and may not
react to the constraints as desired. Instead, we propose an automatic approach to make the synthesis aware of the
degradations introduced by variability (i.e. variability-aware synthesis (VAS)). The synthesis algorithm performs
the circuit optimization/hardening by itself when synthesizing with the WCL or WVL (similar to our work on
aging in [82]). The synthesis tool synthesizes with degraded delay tables from WCL/WVL and thus optimizes cell
selection and circuit design for performance in the presence of variability. If a cell was heavily degraded (under a
given cell environment) it becomes unfavorable for the synthesis tool (due to prolonged delays) and other options
are evaluated by the synthesis algorithm. Therefore, the algorithm intrinsically optimizes the design and selects
cells, which maintain small delays in the presence of TDV.

By performing variability-aware synthesis (VAS) with b19 against our WVL library, the synthesis tool intrinsically
optimizes the circuit design against defect variability, resulting in additional 48% reduction in the required timing
guardbands (see b19-VAS in Fig. 4.33). Synthesizing with WCL results in a 57% reduction in the required timing
guardbands.
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Fig. 17. Evaluating the sample size j for circuit iterations. 1000 samples is the minimum, while from 5000 samples onwards the simulations are representative
as ∆µ(∆j) = 0 and ∆σ(∆j) = 0 for j > 5000.
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Fig. 18. Delays for different cell libraries in 3 different circuits. First the RISC
microprocessor Rocket [24], then a discrete cosine transformation (DCT)
and b19 from ITC99/ISCAS99 [25]. A constant degradation of 63mV in
each transistor, fails to provide a guarantee in terms of reliability, as it
underestimates TDV in DCT. At the same time, it is also inefficient, as both
our worst-case approaches provided a smaller (yet safe) guardband for Rocket
and b19. In addition, we show the delays of b19 synthesized with variability-
aware synthesis (VAS) (see optimization strategy in Section IV-D).

cell environment) it becomes unfavorable for the synthesis tool
(due to prolonged delays) and other options are evaluated by
the synthesis algorithm. Therefore, the algorithm intrinsically
optimizes the design and selects cells, which maintain small
delays in the presence of TDV.

By performing variability-aware synthesis (VAS) with b19
against our WVL library, the synthesis tool intrinsically opti-
mizes the circuit design against defect variability, resulting in
additional 48% reduction in the required timing guardbands
(see b19-VAS in Fig. 19). Synthesizing with WCL results in
a 57% reduction in the required timing guardbands.

Comparison to Traditional Static Timing Analysis
(STA): Traditional STA offers support for variability studies.
STA tools like PrimeTime or PrimeTimeVX use the distributed
timing information from cell libraries to estimate timing under
variability. Variability-aware cell libraries can currently only
support Gaussian distributions in delay. Neither a variation
in power nor other distributions are supported. The impact
of TDV can be Guassian distributed (see Fig. 13), but does
not have to be, as this depends on the circuit topology
and transistor-level distributions of TDV. Should TDV result
in non-Gaussian distributions, TDV cannot be represented
correctly in traditional static timing analysis tools.
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Fig. 19. Guardbands for different cell libraries in three different circuits. First
the RISC microprocessor Rocket [24], then a discrete cosine transformation
(DCT) and b19 from ISCAS99/ITC99 [25]. Employed our WCL over state
of the art, results in a 72% reduction of the guardband. At the same time, in
the DCT a constant degradation to all transistors fails to capture transistor
interactions, which underestimates TDV by 56%, potentially resulting in
errors. Following our variability-aware synthesis (VAS) optimization strategy,
we can additionally reduce the guardband by 48%, respectively 57%.

Additionally, even if TDV is perfect distributed, the different
worst-cases are not correctly encapsulated with PrimeTimeVX.
These tools are meant to provide an overview over the impact
of TZV variability on the circuits timing. Our approach
provides two separate worst-case estimations with our WVL
and WCL cell libraries. STA based on traditional statistical
cell libraries inaccurately represents TDV, as only mean and
standard deviation of a Gaussian distribution are saved and
not the absolute worst-case (i.e. missing an accurate repre-
sentation of the tails of these Gaussian distributions). Cell
library corners can unfortunately also not be used to study
TDV. The slow-slow (SS) corner of a cell library contains the
absolute worst-case with respect to many effects. SS includes
TDV, but also TZV, voltage-droops, temperature-effects and
many more. Furthermore, it provides a single worst-case point
instead of a distribution. Therefore, circuit optimization with
sensitivity analysis (e.g., finding circuit elements exhibiting
smaller variations due to insensitivity to variability) are not
possible. Lastly, variability in power cannot be represented in
LVF. Thus, the impact of TDV on power cannot be studied in
current EDA STA tools.

Necessity for Brute-Force Monte Carlo Approach: Ex-
isting EDA tools offer solutions to avoid costly Monte Carlo

Figure 4.32: Delays for different cell libraries in 3 different circuits. First the RISC microprocessor Rocket [139], then a discrete cosine
transformation (DCT) and b19 from ITC99/ISCAS99 [140]. A constant degradation of 63mV in each transistor, fails to provide
a guarantee in terms of reliability, as it underestimates TDV in DCT. At the same time, it is also inefficient, as both our worst-case
approaches provided a smaller (yet safe) guardband for Rocket and b19. In addition, we show the delays of b19 synthesized with
variability-aware synthesis (VAS) (see optimization strategy in Section 4.2.4.4).
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Fig. 17. Evaluating the sample size j for circuit iterations. 1000 samples is the minimum, while from 5000 samples onwards the simulations are representative
as ∆µ(∆j) = 0 and ∆σ(∆j) = 0 for j > 5000.

0

200

400

600

800

1000

Rocket
Rocket(VAS)

DCT
DCT(VAS)

b19 b19(VAS)

D
el

ay
[p

s]

tGB
tdelay(ref)

Cell
Library:

Reference
Constant 63mV

Worst Values
Worst Cells

Fig. 18. Delays for different cell libraries in 3 different circuits. First the RISC
microprocessor Rocket [24], then a discrete cosine transformation (DCT)
and b19 from ITC99/ISCAS99 [25]. A constant degradation of 63mV in
each transistor, fails to provide a guarantee in terms of reliability, as it
underestimates TDV in DCT. At the same time, it is also inefficient, as both
our worst-case approaches provided a smaller (yet safe) guardband for Rocket
and b19. In addition, we show the delays of b19 synthesized with variability-
aware synthesis (VAS) (see optimization strategy in Section IV-D).

cell environment) it becomes unfavorable for the synthesis tool
(due to prolonged delays) and other options are evaluated by
the synthesis algorithm. Therefore, the algorithm intrinsically
optimizes the design and selects cells, which maintain small
delays in the presence of TDV.

By performing variability-aware synthesis (VAS) with b19
against our WVL library, the synthesis tool intrinsically opti-
mizes the circuit design against defect variability, resulting in
additional 48% reduction in the required timing guardbands
(see b19-VAS in Fig. 19). Synthesizing with WCL results in
a 57% reduction in the required timing guardbands.

Comparison to Traditional Static Timing Analysis
(STA): Traditional STA offers support for variability studies.
STA tools like PrimeTime or PrimeTimeVX use the distributed
timing information from cell libraries to estimate timing under
variability. Variability-aware cell libraries can currently only
support Gaussian distributions in delay. Neither a variation
in power nor other distributions are supported. The impact
of TDV can be Guassian distributed (see Fig. 13), but does
not have to be, as this depends on the circuit topology
and transistor-level distributions of TDV. Should TDV result
in non-Gaussian distributions, TDV cannot be represented
correctly in traditional static timing analysis tools.
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the RISC microprocessor Rocket [24], then a discrete cosine transformation
(DCT) and b19 from ISCAS99/ITC99 [25]. Employed our WCL over state
of the art, results in a 72% reduction of the guardband. At the same time, in
the DCT a constant degradation to all transistors fails to capture transistor
interactions, which underestimates TDV by 56%, potentially resulting in
errors. Following our variability-aware synthesis (VAS) optimization strategy,
we can additionally reduce the guardband by 48%, respectively 57%.

Additionally, even if TDV is perfect distributed, the different
worst-cases are not correctly encapsulated with PrimeTimeVX.
These tools are meant to provide an overview over the impact
of TZV variability on the circuits timing. Our approach
provides two separate worst-case estimations with our WVL
and WCL cell libraries. STA based on traditional statistical
cell libraries inaccurately represents TDV, as only mean and
standard deviation of a Gaussian distribution are saved and
not the absolute worst-case (i.e. missing an accurate repre-
sentation of the tails of these Gaussian distributions). Cell
library corners can unfortunately also not be used to study
TDV. The slow-slow (SS) corner of a cell library contains the
absolute worst-case with respect to many effects. SS includes
TDV, but also TZV, voltage-droops, temperature-effects and
many more. Furthermore, it provides a single worst-case point
instead of a distribution. Therefore, circuit optimization with
sensitivity analysis (e.g., finding circuit elements exhibiting
smaller variations due to insensitivity to variability) are not
possible. Lastly, variability in power cannot be represented in
LVF. Thus, the impact of TDV on power cannot be studied in
current EDA STA tools.

Necessity for Brute-Force Monte Carlo Approach: Ex-
isting EDA tools offer solutions to avoid costly Monte Carlo

Fig. 17. Evaluating the sample size j for circuit iterations. 1000 samples is the minimum, while from 5000 samples onwards the simulations are representative
as ∆µ(∆j) = 0 and ∆σ(∆j) = 0 for j > 5000.
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Fig. 18. Delays for different cell libraries in 3 different circuits. First the RISC
microprocessor Rocket [24], then a discrete cosine transformation (DCT)
and b19 from ITC99/ISCAS99 [25]. A constant degradation of 63mV in
each transistor, fails to provide a guarantee in terms of reliability, as it
underestimates TDV in DCT. At the same time, it is also inefficient, as both
our worst-case approaches provided a smaller (yet safe) guardband for Rocket
and b19. In addition, we show the delays of b19 synthesized with variability-
aware synthesis (VAS) (see optimization strategy in Section IV-D).

cell environment) it becomes unfavorable for the synthesis tool
(due to prolonged delays) and other options are evaluated by
the synthesis algorithm. Therefore, the algorithm intrinsically
optimizes the design and selects cells, which maintain small
delays in the presence of TDV.

By performing variability-aware synthesis (VAS) with b19
against our WVL library, the synthesis tool intrinsically opti-
mizes the circuit design against defect variability, resulting in
additional 48% reduction in the required timing guardbands
(see b19-VAS in Fig. 19). Synthesizing with WCL results in
a 57% reduction in the required timing guardbands.

Comparison to Traditional Static Timing Analysis
(STA): Traditional STA offers support for variability studies.
STA tools like PrimeTime or PrimeTimeVX use the distributed
timing information from cell libraries to estimate timing under
variability. Variability-aware cell libraries can currently only
support Gaussian distributions in delay. Neither a variation
in power nor other distributions are supported. The impact
of TDV can be Guassian distributed (see Fig. 13), but does
not have to be, as this depends on the circuit topology
and transistor-level distributions of TDV. Should TDV result
in non-Gaussian distributions, TDV cannot be represented
correctly in traditional static timing analysis tools.
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Fig. 19. Guardbands for different cell libraries in three different circuits. First
the RISC microprocessor Rocket [24], then a discrete cosine transformation
(DCT) and b19 from ISCAS99/ITC99 [25]. Employed our WCL over state
of the art, results in a 72% reduction of the guardband. At the same time, in
the DCT a constant degradation to all transistors fails to capture transistor
interactions, which underestimates TDV by 56%, potentially resulting in
errors. Following our variability-aware synthesis (VAS) optimization strategy,
we can additionally reduce the guardband by 48%, respectively 57%.

Additionally, even if TDV is perfect distributed, the different
worst-cases are not correctly encapsulated with PrimeTimeVX.
These tools are meant to provide an overview over the impact
of TZV variability on the circuits timing. Our approach
provides two separate worst-case estimations with our WVL
and WCL cell libraries. STA based on traditional statistical
cell libraries inaccurately represents TDV, as only mean and
standard deviation of a Gaussian distribution are saved and
not the absolute worst-case (i.e. missing an accurate repre-
sentation of the tails of these Gaussian distributions). Cell
library corners can unfortunately also not be used to study
TDV. The slow-slow (SS) corner of a cell library contains the
absolute worst-case with respect to many effects. SS includes
TDV, but also TZV, voltage-droops, temperature-effects and
many more. Furthermore, it provides a single worst-case point
instead of a distribution. Therefore, circuit optimization with
sensitivity analysis (e.g., finding circuit elements exhibiting
smaller variations due to insensitivity to variability) are not
possible. Lastly, variability in power cannot be represented in
LVF. Thus, the impact of TDV on power cannot be studied in
current EDA STA tools.

Necessity for Brute-Force Monte Carlo Approach: Ex-
isting EDA tools offer solutions to avoid costly Monte Carlo

Fig. 18. Delays for different cell libraries in 3 different circuits. First the RISC
microprocessor Rocket [28], then a discrete cosine transformation (DCT)
and b19 from ITC99/ISCAS99 [29]. A constant degradation of 63mV in
each transistor, fails to provide a guarantee in terms of reliability, as it
underestimates TDV in DCT. At the same time, it is also inefficient, as both
our worst-case approaches provided a smaller (yet safe) guardband for Rocket
and b19. In addition, we show the delays of b19 synthesized with variability-
aware synthesis (VAS) (see optimization strategy in Section IV-D).
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Fig. 19. Guardbands for different cell libraries in three different circuits.
Employed our WCL over state of the art, results in a 72% reduction of
the guardband. At the same time, in the DCT a constant degradation to
all transistors fails to capture transistor interactions, which underestimates
TDV by 56%, potentially resulting in errors. Following our variability-
aware synthesis (VAS) optimization strategy, we can additionally reduce the
guardband by 48%, respectively 57%.

Comparison to Traditional Static Timing Analysis (STA):
Traditional STA offers support for variability studies. STA
tools like PrimeTime or PrimeTimeVX use the distributed
timing information from cell libraries to estimate timing under
variability. Variability-aware cell libraries can currently only
support Gaussian distributions in delay. Neither a variation

in power nor other distributions are supported. The impact
of TDV can be Guassian distributed (see Fig. 13), but does
not have to be, as this depends on the circuit topology
and transistor-level distributions of TDV. Should TDV result
in non-Gaussian distributions, TDV cannot be represented
correctly in traditional static timing analysis tools.

Additionally, even if TDV is perfect distributed, the different
worst-cases are not correctly encapsulated with PrimeTimeVX.
These tools are meant to provide an overview over the impact
of TZV variability on the circuits timing. Our approach
provides two separate worst-case estimations with our WVL
and WCL cell libraries. STA based on traditional statistical
cell libraries inaccurately represents TDV, as only mean and
standard deviation of a Gaussian distribution are saved and
not the absolute worst-case (i.e. missing an accurate repre-
sentation of the tails of these Gaussian distributions). Cell
library corners can unfortunately also not be used to study
TDV. The slow-slow (SS) corner of a cell library contains the
absolute worst-case with respect to many effects. SS includes
TDV, but also TZV, voltage-droops, temperature-effects and
many more. Furthermore, it provides a single worst-case point
instead of a distribution. Therefore, circuit optimization with
sensitivity analysis (e.g., finding circuit elements exhibiting
smaller variations due to insensitivity to variability) are not
possible. Lastly, variability in power cannot be represented in
LVF. Thus, the impact of TDV on power cannot be studied in
current EDA STA tools.

Necessity for Brute-Force Monte Carlo Approach: Ex-
isting EDA tools offer solutions to avoid costly Monte Carlo
Simulations. However, these solutions have strong limitations
forcing us towards a Monte Carlo approach. For example,
distributions in power are not supported in the LVF format (the
statistical extension of the standard cell liberty file format),
the tools cannot import the variability information when it
comes to power. Therefore we have to perform simulations on
a instance by instance basis to get thousands of power reports
to then gather the power information and fit a distribution.

V. CONCLUSION

We presented a novel approach to integrate defect variability
into circuit design from defects on the physical level all the
way to the circuit level. We evaluated our approach on a
microprocessor with more than one million standard cells to
highlight that our approach is feasible for complex circuits,
despite in-depth physical defect modeling. We achieve this

Figure 4.33: Guardbands for different cell libraries in three different circuits. Employed ourWCL over state of the art, results in a 72% reduction
of the guardband. At the same time, in the DCT a constant degradation to all transistors fails to capture transistor interactions,
which underestimates TDV by 56%, potentially resulting in errors. Following our variability-aware synthesis (VAS) optimization
strategy, we can additionally reduce the guardband by 48%, respectively 57%.
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4.2 Mitigating Defect Variability from the Transistor to the Circuit Level

Comparison to Traditional Static Timing Analysis (STA): Traditional STA offers support for variability studies.
STA tools like PrimeTime or PrimeTimeVX use the distributed timing information from cell libraries to estimate
timing under variability. Variability-aware cell libraries can currently only support Gaussian distributions in delay.
Neither a variation in power nor other distributions are supported. The impact of TDV can be Guassian distributed
(see Fig. 4.27), but does not have to be, as this depends on the circuit topology and transistor-level distributions of
TDV. Should TDV result in non-Gaussian distributions, TDV cannot be represented correctly in traditional static
timing analysis tools.

Additionally, even if TDV is perfectly distributed, the different worst-cases are not correctly encapsulated with
PrimeTimeVX. These tools are meant to provide an overview of the impact of TZV variability on the circuits
timing. Our approach provides two separate worst-case estimations with our WVL and WCL cell libraries. STA
based on traditional statistical cell libraries inaccurately represents TDV, as only mean and standard deviation of a
Gaussian distribution are saved and not the absolute worst-case (i.e. missing an accurate representation of the tails of
these Gaussian distributions). Cell library corners can unfortunately also not be used to study TDV. The slow-slow
(SS) corner of a cell library contains the absolute worst-case with respect to many effects. SS includes TDV, but
also TZV, voltage-droops, temperature-effects and many more. Furthermore, it provides a single worst-case point
instead of a distribution. Therefore, circuit optimization with sensitivity analysis (e.g., finding circuit elements
exhibiting smaller variations due to insensitivity to variability) is not possible. Lastly, variability in power cannot
be represented in LVF. Thus, the impact of TDV on power cannot be studied in current EDA STA tools.

Necessity for Brute-Force Monte Carlo Approach: Existing EDA tools offer solutions to avoid costly Monte
Carlo Simulations. However, these solutions have strong limitations forcing us towards a Monte Carlo approach.
For example, distributions in power are not supported in the LVF format (the statistical extension of the standard
cell liberty file format), the tools cannot import the variability information when it comes to power. Therefore, we
have to perform simulations on a instance by instance basis to get thousands of power reports to then gather the
power information and fit a distribution.
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4 Step One - Improving Degradation Models

4.3 Integrating Self-Heating as a new Phenomena

Self-Heating is a relatively recent phenomenon, as it relied on the introduction of FinFET transistors (see Section
2.3.4). This contribution highlights how self-heating can be modeled in a 7 nm FinFET technology. As solely
modeling SHE in transistors and small circuits (e.g., ring oscillators) has been performed by the reliability physics
community, we used larger circuits to highlight our modeling capabilities. Additionally, this section highlights a
frequent misconception between the clock frequency of a circuit and switching frequency of its transistors, which
is critical in SHE modeling.

This work employed the circuit framework (see Section 8.1.3.3) to explore SHE in standard cells and large-scale
circuits under different workloads. This section only illustrates its use, more details on how SHE is integrated in
the circuit framework is given in Section 6.2. This section is based on my publication [141].

4.3.1 Introduction

The Self-Heating Effect (SHE) is a primary reliability concern in the current and future semiconductor technologies
[56, 142]. FinFETs embed the channel within an insulating material (gate dielectric) to improve the electrostatics
compared to planar MOSFET, yet considerably limit the dissipation of generated heat (see Section 2.3.4 for more
details). This results in increased channel temperature TC , which, in turn, alters the key electrical characteristics
of FinFETs such as threshold voltage Vth, carrier mobility µ (see Section 2.3.3). a strong frequency dependence
in which it is diminished above a certain high frequency [67], i.e. the resulting temperature increase in the channel
∆TC becomes insignificant. Therefore, state of the art considers SHE negligible in digital circuits [142] because
such circuits typically operate in a GHz range.

This work is the first work to demonstrate that the majority of switching frequencies of transistors within a processor
are significantly lower than the clock frequency due to the important role of workload-induced activities. We show
how transistors in a processor exhibit a wide variety of SHE-induced∆TC , demonstrating the necessity to consider
the workload-induced activities when it comes to SHE modeling.

As mentioned before, this section focuses on the impact of workload on SHE. For more details on SHE in circuits
(especially standard cells) and the SHE simulation framework, see Section 6.2.

4.3.1.1 Technology Dependence of SHE

SHE-induced∆TC depends on two primary aspects: a) generated heat and b) heat dissipation. The generated heat
corresponds to the power loss across the channel Ploss = ID · VDS [142]. Whereas, heat dissipation is governed
by the thermal resistance (Rth) and thermal capacitance (Cth) of the FinFET device [53]. Both Rth and Cth are
technology dependent as they are determined by the dielectric material, fin geometry, contact resistance, etc. [142]
and as such they change solely with technology scaling [59] and workloads have no impact on them.

4.3.1.2 Workload Dependence of SHE

Transient heat dissipation depends on the thermal time constant τth = Rth · Cth [58]. For different switching
frequencies fsw and duty cycles (on-/off-ratio) λ in FinFETs, different amounts of heat will be generated. For high
fsw, the generated heat is rapidly dissipated asCth behaves as a short-circuit and thus lowers the thermal impedance
Zth < Rth [67]. Conversely, for low fsw, Cth behaves as an open connection and thus Zth ≈ Rth, limiting heat
dissipation. For more details on the fsw dependence of SHE, see Section 6.2.4.1.

Next to fsw induced by workloads, this work exposes the importance of λ. Typically, SHE in circuits is evaluated
based on ring oscillators (e.g., [59, 142]), which they exhibit λ of 0.5. However, for a given fsw, λ governs how
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Fig. 4. We use HSPICE v2017-03.2 which incorporates BSIM-CMG v110
[4] at VDD = 0.7V and Tambient = 27◦C (both nominal for [11]).
Workload data is extracted from gate-level simulator ModelSim [12], which
simulates the processor’s netlist (featuring 62 different standard cells and over
250k transistors) at the gate level (boolean representations of signals). fsw is
determined by extracting toggle rates (#switches) and dividing it by the total
number of cycles. The PULP processor [13] is synthesized with the ASAP7
PDK [11]. The SHE model is the RC-model from BSIM-CMG v110 [4],
which is calibrated with 7nm SHE data (Rth, Cth models) from [5].

C. All Standard Cells from Cell Library

All standard cells combined exhibit a wide variety of λ and
fsw. Fig. 7f shows how when studying an entire cell library, all
the cells together exhibit more activity (higher fsw compared
to NAND2 and AOI22). This is because some cells in the
cell library (e.g., clock buffers) are directly connected to the
clock. Fig. 7f features a hump around 0.2 < λ < 0.6 not
present in Fig. 7d and 7e, which highlights how some cells
feature transistors with more balanced λ due to this higher
activity.

IV. MODELING SELF-HEATING

The employed SHE model is an RC-thermal network from
the industry standard BSIM-CMG [4] shown in Fig. 5. The
BSIM-CMG parameters Rth0 and Cth0 are determined based
on Rth, Cth data from [5]. We modeled Rth as a function of
#fins according to [5]. As BSIM-CMG implements exponen-
tially (ASHEXP and BSHEXP):

Rth(fins) =
Rth0

Wth0 · fingersBSHEXP + fpitch · finsASHEXP

(1)

Rth CthPloss = IDVDS

ΔT

Self-Heating RC-Model

Rth is modeled according to 
number of fins (see Fig. 2c)
Cth = τ / Rth with τ = 100ns

IDVDS is automatically obtained and updated by SPICE each timestep

Individual Rth, Cth and ΔT values 
per transistor in circuit

Heat generated

Temperature 
above Ambient

Fig. 5. RC-thermal network is shown, which acts as a low-pass filter at cut-
off frequency fcut. Therefore, digital circuits are frequently not considered
critical w.r.t. SHE, as they operate in the GHz range.

TABLE I
SHE PARAMETERS FOR 7NM FINFET BASED ON DATA FROM [5].
Rth0 AND Cth0 ARE BSIM-CMG PARAMETERS AND DO NOT

CORRESPOND TO ACTUAL Rth OR Cth

Parameter 1 Fin 3 Fins 7 Fins
Rth0 5.44e-2 1.63e-1 2.95e-1
Cth0 1.83e-6 6.12e-7 3.37e-7
Wth0 0 0 0
fpitch 2.7e-8 2.7e-8 2.7e-8

ASHEXP 0.249 0.249 0.249
BSHEXP 1 1 1

an exponential fit seemed fitting. This fit matched out data
well, as shown in Fig. 6a). τth is considered to be 100ns as
done in [5] [6].

Cth =
τth

Rth(fins)
(2)

The calibrated Rth, Cth model in BSIM-CMG uses param-
eters presented in Table I.

The SHE-induced rise in channel temperature ∆TC is
shown in Fig. 7(g-i). As TC depends on activity (fsw,λ)
featuring peaks, the figures equally exhibit large peaks. Note,
that nFinFET and pFinFET exhibit different peaks based on
the topology of the cells. The NAND2 cell shown in Fig. 1
has sequential pFinFET but parallel nFinFET resulting in
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Figure 4.34: a) SHE-induced channel temperature increase ∆TC as a function of switching frequency fsw of transistors. The temperature
drops at the cut-off frequency Fcut due to the influence of Cth. Below fcut little dependence on the switching frequency is
observed, as Cth is fully charged (heated) or discharged (cooled down) at those low fsw . b) ∆TC as a function of λ at different
switching frequencies fsw . Lower fsw results in longer ON-times ton charging Cth, saturating TC earlier w.r.t λ.

long Cth is charged (heating period, while transistor is ON) or discharged (cooling period, while transistor is OFF).
Thus, the impact of SHE on the resulting ∆TC is directly affected by the workload-induced λ (see Fig. 4.34 and
Section 4.3.5). As λ exhibits a wide range in digital circuits (see Section 4.3.5), it cannot be ignored. In summary,
both fsw and λ are driven by the induced activities by running workload (see Section 4.3.3), but they are typically
uncorrelated.

4.3.1.3 Workload-induced fsw instead of fclk

In digital circuits, fclk are in the GHz range. Therefore, SHE is considered to not be an issue for digital circuits,
as Zth approaches low values due the short-circuit via Cth at such high frequencies [67] [142]. As a matter of
fact, the fsw of a transistor is conceptionally different from fclk (see Fig. 4.35). fclk determines switching in the
clock tree, while fsw varies for transistors in the rest of circuit. A large portion of transistors in processors switches
significantly below the operating frequency fsw ≪ fclk (see Fig. 4.36) because their switching is determined by
data that is being generated by workload (e.g., intermediate calculation results) and then later processed by the
processor. For example, despite that an SRAM cell might operate in a GHz-range, their transistors forming the
cross-coupled inverters will only switch if the stored data flips. The latter is completely driven by the running
workload. Another example is when an Adder circuit continuously adds small numbers (e.g., 5 + 7). Hence, its
upper bits in the adder will always remain logic 0 even though the Adder circuit itself operates in a GHz range.
Thus, the cell which are connected to these upper bits, do not switch at fclk but remain. Therefore, fsw is entirely
governed by the workload of the circuit and may reach fclk, yet frequently stays far below fclk.
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NAND2 Cell

If FinFET switches 
is governed by 

value of in1

not by fclk

Cycle in1 in2

1 1 1
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data might stay 
the same for 

multiple cycles, 
i.e. fsw < fclk

data (e.g., values 
of numbers 

added if cell is 
part of adder)

Figure 4.35: Schematic of a NAND2 Cell and its corresponding input data for 4 clock cycles. The switching frequency fsw of the FinFET
within the cell depends on the inputs, which is data-dependent (e.g., 5 + 7 = 12 with 5 and 7 as input data for an adder) and does
not directly depend on fclk . As data might not change each clock cycle fclk is merely an upper bound for fsw . Therefore, it is
important to observe the actual bit switches (changes in in1 and in2) according to the running workload.
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Fig. 1. Schematic of a NAND2 Cell and its corresponding input data for
4 clock cycles. The switching frequency fsw of the FinFET within the cell
depends on the inputs, which is data-dependent (e.g., 5 + 7 = 12 with 5 and
7 as input data for an adder) and does not directly depend on fclk . As data
might not change each clock cycle fclk is merely an upper bound for fsw .
Therefore, it is important to observe the actual bit switches (changes in in1

and in2) according to the running workload.
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Fig. 2. fsw histogram for all transistors within the processor (PULP) for 10
different benchmarks (application/workloads). Only a very small subsection
(<0.1%) of transistors reaches fsw = fclk = 1.1GHz. Therefore, typically
fsw � fclk . At the same time, SHE depends heavily on fsw (see Fig. 3a).
Therefore, demonstrating fsw � fclk validates the necessity to consider the
workload in SHE-analysis. For details in experimental setup see Section III.

frequency fsw � fclk (see Fig. 2) because their switching is
determined by data that is being generated by workload (e.g.,
intermediate calculation results) and then later processed by
the processor. For example, despite that an SRAM cell might
operate in a GHz-range, their transistors forming the cross-
coupled inverters will only switch if the stored data flips. The
latter is completely driven by the running workload. Another
example is when an Adder circuit continuously adds small
numbers (e.g., 5 + 7). Hence, its upper bits in the adder will
always remains logic 0 even though the Adder circuit itself
operates in a GHz range. Thus, the cell which are connected
to these upper bits, do not switch at fclk but remain. Therefore,
fsw is entirely governed by the workload of the circuit and
may reach fclk, yet frequently stays far below fclk.

II. RELATED WORK

The authors in [7] [3] [5] [6] measured the frequency-
dependence of FinFET transistors, but did not consider duty
cycles or workloads. The duty cycle is only infrequently
mentioned as a artifact during the characterization of SHE
[8] and not seen as a key aspect, driven by the workload, that
must be considered.

Temperature guardbanding for standard cells and large
circuits (e.g. microprocessors) is discussed in detail in [9],

but self-heating is not considered. A layout-level detailed
temperature estimation for standard cells is presented in [10],
but they do not capture SHE in transistors, i.e. induced ∆TC .

Thus in this work, we present the impact of duty cycle λ
and actual workload-driven switching frequency fsw on SHE
for the first time. Additionally, this is the initial report for the
impact of SHE on large circuits like microprocessors.

III. WORKLOAD EXTRACTION

An overview of our approach is shown in Fig. 4. We
synthesize the RTL of a processor for maximum perfor-
mance with the highest optimazation effort. Then, we simulate
the generated netlist in a gate-level simulator [12] while a
workload is being executed. This provides the signal activity
waveform per input/output for every standard cell within the
processor’s netlist. Afterwards, we extract the signal activity
waveform per transistor based on the SPICE netlist of every
cell, which are provided inside the PDK. Then, fsw and λ are
calculated for every transistor to be used in SHE analysis.

We use Synopsys Design Compiler set to a target delay
of 0 (i.e. minimum delay and hence maximum performance)
at the ”Ultra Compile” (highest effort) optimization setting.
Our circuit simulator is HSPICE v2017-03.2 along with the
BSIM-CMG v110 transistor compact model. The transistor
modelcards are obtained from the 7nm FinFET PDK ASAP7
[11].

A. PULP 32-bit RISC-V Processor

In this work, we study the PULP 32-bit RISC-V processor
[13] operating at fclk = 1.1GHz in the employed 7nm tech-
nology [11]. For reference, a bubblesort execution results in
power values of 4.6mW on average over time and peak power
consumption of 57.8mW in an area of 3316µm2.1 Fig.2 shows
the overall fsw for 10 varied applications [13] being executed
on top of the processor. The majority of the transistors (note
the logscale) exhibit fsw < 50kHz, which is significantly
below fclk = 1.1GHz. Approximately 0.018% of transistors
reach full fsw = fclk = 1.1GHz. Therefore, fsw � fclk
when considering workloads in processors, highlighting the
importance of taking the workload into account.

B. Standard Cells NAND2 and AOI22

Fig. 7(a-b) show the extracted fsw for the two most frequent
cells within the processor (NAND2 and AOI22 - a com-
bined AND, OR, INV) executing the “bitdescriptor” workload.
Fig. 7c shows resulting impact of “MatrixMul” workload on
on the all processor transistors. Fig. 3(a-c) demonstrate the
similarities to Fig. 2d, i.e. they are representative. Fig. 7(d-
f) show the corresponding λ. The peak at low fsw = 20kHz
manifests themselves as two peaks of relative static behavior
with λ < 0.1 and λ ≈ 0.9.

1The power and area numbers are obtained by the synthesis tool and change
during ongoing design phases like place and route.
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Figure 4.36: fsw histogram for all transistors within the processor (PULP) for 10 different benchmarks (application/workloads). Only a very
small subsection (<0.1%) of transistors reaches fsw = fclk = 1.1GHz. Therefore, typically fsw ≪ fclk . At the same time,
SHE depends heavily on fsw (see Fig. 4.34a). Therefore, demonstrating fsw ≪ fclk validates the necessity to consider the
workload in SHE-analysis. For details in experimental setup see Section 4.3.3.

4.3.2 Related Work

For other works see Section 3. To distinguish this work from other works, here is a short overview:

• First work to present the impact of duty cycle λ and actual workload-driven switching frequency fsw on SHE.

• This is the initial report for the impact of SHE on large circuits like microprocessors.

Note, that Section 6.2 covers SHE in transistors and standard cells in more detail as this Section focuses on the
impact of the workload on SHE.

4.3.3 Workload Extraction

ModelSim

BSIM-CMG

fsw & λ Workload 
Extraction

VCD

Δμ

ASAP7 PDK

Rth Model
Cth Model

Rth & Cth

#fins
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tdelayΔT
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Overview of SHE Approach

Transistor 
Modelcard
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Figure 4.37: We use HSPICE v2017-03.2 which incorporates BSIM-CMG v110 [53] at VDD = 0.7V and Tambient = 27◦C (both nominal
for [143]). Workload data is extracted from gate-level simulator ModelSim [144], which simulates the processor’s netlist (featuring
62 different standard cells and over 250k transistors) at the gate level (boolean representations of signals). fsw is determined by
extracting toggle rates (#switches) and dividing it by the total number of cycles. The PULP processor [145] is synthesized with
the ASAP7 PDK [143]. The SHE model is the RC-model from BSIM-CMG v110 [53], which is calibrated with 7nm SHE data
(Rth, Cth models) from [59]. u

An overview of our approach is shown in Fig. 4.37. We synthesize the RTL of a processor formaximumperformance
with the highest optimazation effort. Then, we simulate the generated netlist in a gate-level simulator [144] while
a workload is being executed. This provides the signal activity waveform per input/output for every standard cell
within the processor’s netlist. Afterwards, we extract the signal activity waveform per transistor based on the SPICE
netlist of every cell, which are provided inside the PDK. Then, fsw and λ are calculated for every transistor to be
used in SHE analysis.
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We use Synopsys Design Compiler set to a target delay of 0 (i.e. minimum delay and hence maximum performance)
at the "Ultra Compile" (highest effort) optimization setting. Our circuit simulator is HSPICE v2017-03.2 along with
the BSIM-CMG v110 transistor compact model. The transistor modelcards are obtained from the 7nm FinFET
PDK ASAP7 [143]. 5
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Fig. 7. Figures (a-c), (g-i) and (j-k) are scaled below the highest peaks for clarity. Note that some peak values (marked with arrows) are 6-7x higher than the
figure itself. (d-f) and (m) are unscaled. (a-c) Switching frequency fsw histogram for transistors in standard cells and all transistors in PULP processor. (d-f)
Duty cycle λ histogram for transistors in standard cells or processor. (g-i) Channel temperature TC histogram for transistors in standard cells or processor. (j,k)
Propagation delay increase ∆tdelay histogram, highlighting impact of SHE on digital circuits even if they operate in the GHz range. The wide distribution
from 0% to 10.8% highlights the necessity of taking the workload dependence of SHE into account. (m) Full fsw histogram for entire PULP processor running
“MatrixMul” to highlight how for the majority of transistors fsw is significantly below fclk and even below fcut. Therefore, SHE matters in digital circuits.
However, as seen in i) some transistors are directly connected to fclk (e.g., clock buffers) and thus the workload dependence of SHE must be considered.
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Figure 4.38: Figures (a-c), (g-i) and (j-k) are scaled below the highest peaks for clarity. Note that some peak values (marked with arrows)
are 6-7x higher than the figure itself. (d-f) and (m) are unscaled. (a-c) Switching frequency fsw histogram for transistors in
standard cells and all transistors in PULP processor. (d-f) Duty cycle λ histogram for transistors in standard cells or processor.
(g-i) Channel temperature TC histogram for transistors in standard cells or processor. (j,k) Propagation delay increase ∆tdelay
histogram, highlighting impact of SHE on digital circuits even if they operate in the GHz range. The wide distribution from 0% to
10.8% highlights the necessity of taking the workload dependence of SHE into account. (m) Full fsw histogram for entire PULP
processor running “MatrixMul” to highlight how for the majority of transistors fsw is significantly below fclk and even below
fcut. Therefore, SHE matters in digital circuits. However, as seen in i) some transistors are directly connected to fclk (e.g., clock
buffers) and thus the workload dependence of SHE must be considered.

4.3.3.1 PULP 32-bit RISC-V Processor

In this work, we study the PULP 32-bit RISC-V processor [145] operating at fclk = 1.1GHz in the employed
7nm technology [143]. For reference, a Bubblesort execution results in power values of 4.6mW on average over
time and peak power consumption of 57.8mW in an area of 3316µm2.5 Fig. 4.36 shows the overall fsw for 10
varied applications [145] being executed on top of the processor. The majority of the transistors (note the logscale)

5 The power and area numbers are obtained by the synthesis tool and change during ongoing design phases like place and route.
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4 Step One - Improving Degradation Models

exhibit fsw < 50kHz, which is significantly below fclk = 1.1GHz. Approximately 0.018% of transistors reach
full fsw = fclk = 1.1GHz. Therefore, fsw ≪ fclk when considering workloads in processors, highlighting the
importance of taking the workload into account.

4.3.3.2 Standard Cells NAND2 and AOI22

For a detailed look within a standard cell, see Section 6.2.4.2, this section focuses on workload impact on SHE.
Fig. 4.38(a-b) show the extracted fsw for the two most frequent cells within the processor (NAND2 and AOI22
- a combined AND, OR, INV) executing the “bitdescriptor” workload. Fig. 4.38c shows resulting impact of
“MatrixMul” workload on on the all processor transistors. Fig. 3(a-c) demonstrate the similarities to Fig. 4.36d,
i.e. they are representative. Fig. 4.38(d-f) show the corresponding λ. The peak at low fsw = 20kHz manifests
themselves as two peaks of relative static behavior with λ < 0.1 and λ ≈ 0.9.

4.3.3.3 All Standard Cells from Cell Library

All standard cells combined exhibit a wide variety of λ and fsw. Fig. 4.38f shows how when studying an entire cell
library, all the cells together exhibit more activity (higher fsw compared to NAND2 and AOI22). This is because
some cells in the cell library (e.g., clock buffers) are directly connected to the clock. Fig. 4.38f features a hump
around 0.2 < λ < 0.6 not present in Fig. 4.38d and 4.38e, which highlights how some cells feature transistors with
more balanced λ due to this higher activity.

4.3.4 Modeling Self-Heating

Rth CthPloss = IDVDS

ΔT

Self-Heating RC-Model

Rth is modeled according to 
number of fins (see Fig. 4.39)
Cth = τ / Rth with τ = 100ns

IDVDS is automatically obtained and updated by SPICE each timestep

Individual Rth, Cth and ΔT values 
per transistor in circuit

Heat generated

Temperature 
above Ambient

Figure 4.39: RC-thermal network is shown, which acts as a low-pass filter at cut-off frequency fcut. Therefore, digital circuits are frequently
not considered critical w.r.t. SHE, as they operate in the GHz range.
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different fsw, λ distributions and thus cooler nFinFET and
hotter pFinFET transistors. Transistors within the AOI22 cells
(shown in Fig. 7h) are non-switching (constant ON or OFF
resulting in λ ≈ 0 or 1). Hence, either low ∆TC = 0◦C or very
high ∆TC = 140◦C is caused as a result. This demonstrates
the importance of studying the workload dependence, as the
induced activities determine the severity of SHE.

V. IMPACT OF SHE ON FINFET AND STANDARD CELLS

To study the impact of SHE on circuits (e.g., on propagation
delay), we used a commercial SPICE [14]. As SPICE solves
BSIM-CMG, it models both SHE itself (estimating ∆TC) as
well as the consequence implications of SHE on the FinFET
parameters and thus the circuit’s delay. The impact of SHE
on a standard cell is a rise in its propagation delay tdelay due
to ∆TC-induced degradations in the FinFET (e.g., mobility
degradation). To evaluate tdelay, we simulated rise and fall
delay in SPICE for the output pins of the cells at workload-
induced λ and fsw at the input pins. Within this SPICE
simulation, these activities at the input pins result in SHE-
induced ∆TC in the FinFET, which prolongs the rise/fall
delays of the cells by ∆tdelay.

A wide distribution across transistors can be observed in
Figs. 7(j-k). NAND2 exhibits ∆tdelay from 0% up to 10.8%
with a clear peak at 4.1% in Fig. 7j. The AOI22 cell has the
peak at 9.1% in in Fig. 7k and is thus affected twice as much
on average. Both cells have their peak at approximately 11%.
This demonstrates that SHE can induce a 10% shift in delay
in digital circuits under actual workloads due to immediate
impact of elevated temperatures up to ∆TC = 140◦C even
though the processor is being operated at 1.1GHz. When con-
sidering other effects like the acceleration of other degradation
effects (BTI, HCI) due to higher channel’s temperature [1]
[2], the severity of SHE in digital circuits becomes even more
serious.

VI. CONCLUSION

We demonstrated how running workloads play a major
role in SHE because they determine the switching frequency
as well as duty cycle of transistors. We presented that the

switching frequency of the majority of the transistors in a full
processor is in a kHz-range even though the clock frequency
of processor is in a GHz-range.

ACKNOWLEDGMENT

We thank Saran Prasad for his help in the synthesis and
power analysis of circuits required for the workload extraction
in this work.

REFERENCES

[1] W. Ahn, S. Shin, C. Jiang, H. Jiang, M. Wahab, and M. Alam, “Inte-
grated modeling of Self-heating of confined geometry (FinFET, NWFET,
and NSHFET) transistors and its implications for the reliability of sub-
20nm modern integrated circuits,” Microelectronics Reliability, vol. 81,
pp. 262 – 273, 2018. doi: https://doi.org/10.1016/j.microrel.2017.12.034

[2] S. Liu, J. Wang, Y. Lu, D. Huang, C. Huang, W. Hsieh, J. Lee, Y. Tsai,
J. Shih, Y.-H. Lee et al., “Self-heating effect in finfets and its impact
on devices reliability characterization,” in 2014 IEEE International
Reliability Physics Symposium. IEEE, 2014, pp. 4A–4.

[3] H. Jiang, S. Shin, X. Liu, X. Zhang, and M. A. Alam, “The impact of
self-heating on hci reliability in high-performance digital circuits,” IEEE
Electron Device Letters, vol. 38, no. 4, pp. 430–433, April 2017. doi:
10.1109/LED.2017.2674658

[4] J. P. Duarte, S. Khandelwal, A. Medury, C. Hu, P. Kushwaha, H. Agar-
wal, A. Dasgupta, and Y. S. Chauhan, “Bsim-cmg: Standard finfet
compact model for advanced circuit design,” in ESSCIRC Conference
2015 - 41st European Solid-State Circuits Conference (ESSCIRC), Sep.
2015. doi: 10.1109/ESSCIRC.2015.7313862. ISSN 1930-8833 pp. 196–
201.

[5] D. Jang, E. Bury, R. Ritzenthaler, M. G. Bardon, T. Chiarella,
K. Miyaguchi, P. Raghavan, A. Mocuta, G. Groeseneken, A. Mercha,
D. Verkest, and A. Thean, “Self-heating on bulk finfet from 14nm
down to 7nm node,” in 2015 IEEE International Electron Devices
Meeting (IEDM), Dec 2015. doi: 10.1109/IEDM.2015.7409678. ISSN
2156-017X pp. 11.6.1–11.6.4.

[6] S. Makovejev, S. Olsen, and J. Raskin, “Rf extraction of self-heating
effects in finfets,” IEEE Transactions on Electron Devices, vol. 58,
no. 10, pp. 3335–3341, Oct 2011. doi: 10.1109/TED.2011.2162333

[7] S. Makovejev, S. Olsen, and J.-P. Raskin, “Rf extraction of self-heating
effects in finfets,” IEEE Transactions on Electron Devices, vol. 58,
no. 10, pp. 3335–3341, 2011.

[8] K. Jenkins and K. Rim, “Measurement of the effect of self-heating in
strained-silicon mosfets,” IEEE Electron Device Letters, vol. 23, no. 6,
pp. 360–362, 2002.

[9] H. Amrouch, B. Khaleghi, and J. Henkel, “Optimizing temperature
guardbands,” in Design, Automation & Test in Europe Conference &
Exhibition (DATE), 2017. IEEE, 2017, pp. 175–180.

Page 6 of 7IEEE Transactions on Circuits and Systems II: Express Briefs

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
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4.3 Integrating Self-Heating as a new Phenomena

The employed SHE model is an RC-thermal network from the industry standard BSIM-CMG [53] shown in Fig.
4.39. The BSIM-CMG parameters Rth0 and Cth0 are determined based on Rth, Cth data from [59]. We modeled
Rth as a function of #fins according to [59]. As BSIM-CMG implements exponentially (ASHEXP and BSHEXP):

Rth(fins) =
Rth0

Wth0 · fingersBSHEXP + fpitch · finsASHEXP
(4.36)

an exponential fit seemed fitting. This fit matched out data well, as shown in Fig. 4.40a). τth is considered to be
100ns according to [58, 59].

Cth =
τth

Rth(fins)
(4.37)

The calibrated Rth, Cth model in BSIM-CMG uses parameters presented in Table 4.2.

Table 4.2: SHE Parameters for 7nm FinFET based on data from [59]. Rth0 and Cth0 are BSIM-CMG parameters and do not correspond to
actual Rth or Cth.

Parameter 1 Fin 3 Fins 7 Fins

Rth0 5.44× 10−2 1.63× 10−1 2.95× 10−1

Cth0 1.83× 10−6 6.12× 10−7 3.37× 10−7

Wth0 0 0 0

fpitch 2.7× 10−8 2.7× 10−8 2.7× 10−8

ASHEXP 0.249 0.249 0.249

BSHEXP 1 1 1

The SHE-induced rise in channel temperature ∆TC is shown in Fig. 4.38(g-i). As TC depends on activity (fsw,λ)
featuring peaks, the figures equally exhibit large peaks. Note, that nFinFET and pFinFET exhibit different peaks
based on the topology of the cells. The NAND2 cell shown in Fig. 4.35 has sequential pFinFET but parallel nFinFET
resulting in different fsw, λ distributions and thus cooler nFinFET and hotter pFinFET transistors. Transistors within
the AOI22 cells (shown in Fig. 4.38h) are non-switching (constant ON or OFF resulting in λ ≈ 0 or 1). Hence,
either low ∆TC = 0◦C or very high ∆TC = 140◦C is caused as a result. This demonstrates the importance of
studying the workload dependence, as the induced activities determine the severity of SHE.

4.3.5 Impact of SHE on FinFET and Standard Cells

To study the impact of SHE on circuits (e.g., on propagation delay), we used a commercial SPICE [92]. As SPICE
solves BSIM-CMG, it models both SHE itself (estimating∆TC) as well as the consequence implications of SHE on
the FinFET parameters and thus the circuit’s delay. The impact of SHE on a standard cell is a rise in its propagation
delay tdelay due to ∆TC-induced degradations in the FinFET (e.g., mobility degradation). To evaluate tdelay, we
simulated rise and fall delay in SPICE for the output pins of the cells at workload-induced λ and fsw at the input
pins. Within this SPICE simulation, these activities at the input pins result in SHE-induced ∆TC in the FinFET,
which prolongs the rise/fall delays of the cells by ∆tdelay.

A wide distribution across transistors can be observed in Figs. 4.38(j-k). NAND2 exhibits ∆tdelay from 0% up
to 10.8% with a clear peak at 4.1% in Fig. 4.38j. The AOI22 cell has the peak at 9.1% in in Fig. 4.38k and is
thus affected twice as much on average. Both cells have their peak at approximately 11%. This demonstrates that
SHE can induce a 10% shift in delay in digital circuits under actual workloads due to immediate impact of elevated
temperatures up to∆TC = 140◦C even though the processor is being operated at 1.1GHz. When considering other
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4 Step One - Improving Degradation Models

effects like the acceleration of other degradation effects (BTI, HCI) due to higher channel’s temperature [142] [56],
the severity of SHE in digital circuits becomes even more serious.

In summary, we demonstrated how running workloads play a major role in SHE because they determine the
switching frequency as well as duty cycle of transistors. We presented that the switching frequency of the majority
of the transistors in a full processor is in a kHz-range even though the clock frequency of processor is in a GHz-range.
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5 Step Two - Accelerating Degradation Models

After the degradation models are now unified into a single model and updated to include the newest phenomena
(variability and SHE) from step one (see Section 4), the models must be accelerated. For their models, reliability
physicists care about accuracy and matching models to experimental data. Performance is not an issue as they
typically model a single transistor or simple circuits like ring oscillators as proof of concept. Hence, the models tend
to be accurate but also incredibly complex and thus computational intense. The computational effort to calculate
even a single transistor can be immense and on regular desktop PCs exceeds 5 minutes. Therefore, large-scale
circuit simulations featuring thousands or even millions of transistors are entirely unfeasible.

This chapter features two contributions to accelerate degradation modeling without losing accuracy. The first
contribution is to simplify degradation modeling by solely considering what is necessary for guardband estima-
tions. Physics-based degradation models can be used to provide detailed insights into the response of degradation
phenomena to external stimuli, but for the purposes of guardband estimations in custom reliability estimations it
is sufficient to calculate the peak degradation. Thus, calculations can be significantly simplified without any loss
in accuracy, as intermediate results are not necessary for guardband estimations. This significantly speeds up the
computation of degradation models.

The second contribution is to utilize the power or massively parallel compute hardware in the form of graphic
cards. Since thousands or millions of transistors need to be estimated in large-scale circuit simulations, the massive
parallelism of thousands of compute cores in graphic cards can be fully utilized. This accelerates the estimation
further, again without any loss in the accuracy of the estimation of degradation phenomena and their impact on
transistors.

5.1 Simplifying Aging Models with Peak Calculations based on
Longest Continuous Stress

This section is based on my publication [118].

5.1.1 Bias Temperature Instability is a Key Reliability Issue

Modeling and mitigating aging effects are key challenges of this decade since reliability must not be compromised,
while the current nano-CMOS is highly susceptible to aging. Bias Temperature Instability (BTI) is recognized
as one of the major aging phenomena due to its considerable ability to degrade the electrical characteristics of
MOSFETs. To sustain reliability, aging degradations need to be estimated at design time in order to design the
required guardband (i.e. designing the system above specification to tolerate degradation) that protects circuits
against aging effects.

The major challenge is that BTI-induced degradations are estimated solely regarding its well-known long-term
impact. The implications of short-term BTI on circuits are unexplored. In fact, reliability physics report that BTI
consists of instantaneous (i.e. sub µs) frequency dependent processes, which were uncovered due to advances in
measurement techniques [50] (explained in detail in section 5.1.2). The impact of instantaneous BTI is considerable
and such instantaneous shifts may suddenly violate the employed guardbands manifesting itself as BTI-induced
errors.
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ABSTRACT
Bias Temperature Instability (BTI) is one of the key causes
of reliability degradations of nano-CMOS circuits. While the
long-term impact of BTI has been studied since years, the
short-term implications of BTI on circuits are unexplored.
In fact, in physics short-term BTI effects, i.e. instanta-
neous (i.e. sub µs) frequency dependent processes, have
been recently reported. In order to design circuits with
guardbands that are safe for long-term and instantaneous
effects, new aging models are required. We are presenting
the first approach that in fact considers both long-term as
well as instantaneous BTI effects. It can be employed for
complex circuits at the micro-architecture level. Designing
guardbands based upon our physical BTI model reduces the
guardbands by 41% and thus allows for the development
of more cost-effective yet reliable designs. We also revisit
existing state-of-the-art aging mitigation techniques to in-
vestigate how they can be properly adapted to additionally
account for instantaneous aging effects. Along with our BTI
model this further reduces the guardbands by up to 59%.

Download Aging Estimation: This work is publicly avail-
able at http://ces.itec.kit.edu/dependable-hardware.php

1. INTRODUCTION
Modeling and mitigating aging effects are key challenges of

this decade since reliability must not be compromised, while
the current nano-CMOS is highly susceptible to aging. Bias
Temperature Instability (BTI) is recognized as one of the
major aging phenomena due to its considerable ability to de-
grade the electrical characteristics of MOSFETs.To sustain
reliability, aging degradations need to be estimated at design
time in order to provide the required guardband (i.e. design-
ing the system above specification to tolerate degradation)
that protects circuits against aging effects.

The major challenge is that BTI-induced degradations are
estimated solely regarding its well-known long-term impact.
The implications of short-term BTI on circuits are unex-
plored. In fact, reliability physics report that BTI consists of
instantaneous (i.e. sub µs) frequency dependent processes,
which were uncovered due to advances in measurement tech-
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Figure 1: BTI recovery, measured on our ultra-fast measurement
equipment, validating the short-term behavior of the base BTI
model [1] we rely upon in our implementation. Additionally, our
measurement highlights the importance of UF measurements as
BTI recovers 17% degradation from 0.34ms → 1ms after stress.
Indicating how slow measurement missed the actual impact of
BTI.

niques [2] (explained in detail in section 2). The impact of
instantaneous BTI is considerable and such instantaneous
shifts may suddenly violate the employed guardbands man-
ifesting itself as BTI-induced errors.

In order to prevent guardband violations due to instanta-
neous BTI, a new aging estimation approach is required that
considers instantaneous and long-term BTI jointly to design
guardbands protecting against both. There are two major
challenges: First, guardbands cannot be further increased to
incorporate new BTI effects. Actually, with each new tech-
nology generation the available design space for guardbands
shrinks as different sources of reliability degradation phe-
nomena (aging, noise, process variation, etc.) increase, while
the resiliency against them decreases with the decrease in
supply voltage [3]. Containing guardbands within available
design space (i.e. designing narrow guardbands), requires
accurate models along with a design methodology that re-
places worst-case assumptions with actual occurring aging
to minimize overestimation. The second challenge is that
BTI-induced degradations must be estimated for instanta-
neous and long-term BTI at the micro-architecture level,
which requires a fast, i.e. computational lightweight model
to model such complex circuitry in feasible simulation times.

Diverse approaches for BTI modeling exist ranging from
the physical level [1] towards the micro-architecture level
[4]. At the physical level BTI is measured based upon de-
fect concentrations in transistors and its impact is expressed

Figure 5.1: BTI recovery, measured on our ultra-fast measurement equipment, validating the short-term behavior of the base BTI model [31] we
rely upon in our implementation. Additionally, our measurement highlights the importance of UF measurements as BTI recovers
17% degradation from 0.34ms → 1ms after stress. Indicating how slow measurement missed the actual impact of BTI.

In order to prevent guardband violations due to instantaneous BTI, a new aging estimation approach is required
that considers instantaneous and long-term BTI jointly to design guardbands protecting against both. There are
two major challenges: First, guardbands cannot be further increased to incorporate new BTI effects. Actually,
with each new technology generation the available design space for guardbands shrinks as different sources of
reliability degradation phenomena (aging, noise, process variation, etc.) increase, while the resiliency against them
decreases with the decrease in supply voltage [64]. Containing guardbands within available design space (i.e.
designing narrow guardbands), requires accurate models along with a design methodology that replaces worst-case
assumptions with actual occurring aging to minimize overestimation. The second challenge is that BTI-induced
degradations must be estimated for instantaneous and long-term BTI at the micro-architecture level, which requires
a fast, i.e. computational lightweight model to model such complex circuitry in feasible simulation times.

Our novel contributions:

1. We present a physical BTI model incorporating both instantaneous and long-term effects of BTI. It is computa-
tionally lightweight to be feasible estimating complex circuitry, while it retains the accuracy of physical models.

2. Adapting existing aging mitigation techniques to reduce the guardbands further by jointly reducing the stimuli
of long-term and instantaneous aging.

5.1.2 Instantaneous BTI

BTI is stimulated by transistor activity, i.e. the transistor degrades when it is on (i.e. under stress for time tstress)
and recovers when it is in off-state (i.e. in recovery for trec). Activity waveforms, i.e. series of tstress & trec, can
be summarized with the on-/off-ratio λ and the frequency of the state changes.

5.1.2.1 Exposing Instantaneous BTI

Traditionally, BTI is measured with the measure-stress-measure (MSM) pattern, i.e. stressing the device for tstress
and then removing the stress for tmeasure (from 1ms to 1s) from the device to characterize the device parameters
(e.g. ∆Vth) [50]. Then ultra-fast (UF) measurement techniques were introduced [146] in which tmeasure < 1ms.
UF measurements uncovered that BTI does not solely accumulate over time, degrading reliability, but additionally
reacts instantaneously (i.e. sub-microsecond) to stimuli with degradation or recovery. In fact, after the stress was
removed in MSM, BTI partially recovered from high levels of degradations altering the perception of BTI from its
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5.1 Simplifying Aging Models with Peak Calculations based on Longest Continuous Stress

as induced shifts in transistor parameters (threshold voltage
shift ∆Vth) [1]. These BTI models, which model the under-
lying physical processes of BTI to estimate it, are physical
BTI models. In contrast, at the micro-architecture level,
BTI is measured by observing failure rates of chips over
time. Then BTI is expressed by simple equations fitted to
mimic the observed failure rates in simulations which model
shifts in transistor parameters (∆Vth) [4]. BTI models with
equations fitted to match chip failure behavior are called
empirical BTI models in this work.

Interestingly, the physical and empirical approach differs
significantly due to the direct (transistor degradation) and
indirect (chip failure rates) calibration with measurements.
Empirical models have a high degree of uncertainty due to
the probabilistic nature of chip failures [4]. To ensure reli-
able designs, circuit designers must consider the worst sam-
ples of these distributions and design their guardbands ac-
cordingly.

Despite their inherent uncertainty, empirical BTI models
are used as their simplicity and speed allows BTI estima-
tions within complex circuitry. However, to carefully design
narrow guardbands, the physical models are more suitable as
their detailed modeling reduces uncertainty, providing re-
sults closer to the actually required guardbands. Therefore,
commercial design tools like MOSRA from Synopsys em-
ployed physical models [5]. Since physical models are com-
putational infeasible, MOSRA reduced the number of math-
ematical terms in their hot carrier model to limit computa-
tional and calibration complexity at the cost of compromis-
ing accuracy [5]. Despite those efforts simplifying physical
models, MOSRA is only applicable to circuits with mod-
erate complexity [6]. Academia also attempts to solve the
performance problem, [7] reduced data which needs to be
processed and [6] employs an offline look up table approach.
Unfortunately, neither approach is sufficiently fast as [7] still
calculates thousands of data points for a single transistor,
while the look up tables for [6] can become unfeasible for
complex circuitry evaluated over a wide range of operating
conditions. Left without feasible physical BTI modeling, cir-
cuit designers are forced to employ empirical models despite
their overestimation.

Our novel contributions:

1. We present a physical BTI model incorporating both
instantaneous and long-term effects of BTI. It is computa-
tionally lightweight to be feasible estimating complex cir-
cuitry, while it retains the accuracy of physical models.

2. Adapting existing aging mitigation techniques to reduce
the guardbands further by reducing the stimuli of long-term
and instantaneous aging.

2. INSTANTANEOUS BTI
BTI is stimulated by transistor activity, i.e. the transistor

degrades when it is on (i.e. under stress for time tstress) and
recovers when it is in off-state (i.e. in recovery for trecovery).
Activity waveforms, i.e. series of tstress & trecovery, can be
summarized with the on-/off-ratio λ and the frequency of
the state changes.

2.1 Exposing Instantaneous BTI
Traditionally, BTI is measured with the measure-stress-

measure (MSM) pattern, i.e. stressing the device for tstress
and then removing the stress for tmeasure (from 1ms to
1s) from the device to characterize the device parameters
(e.g. ∆Vth)[2]. Then ultra-fast (UF) measurement tech-
niques were introduced [8] in which tmeasure < 1ms. UF
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measurements uncovered that BTI does not solely accumu-
late over time, degrading reliability, but additionally reacts
instantaneously (i.e. sub-microsecond) to stimuli with degra-
dation or recovery. In fact, after the stress was removed in
MSM, BTI partially recovered from high levels of degrada-
tions altering the perception of BTI from its actual instanta-
neous nature. Fig 1 shows recovery below 1ms measured by
UF measurements highlighting how 17% degradation may
be missed when tmeasure = 1ms.

2.2 Frequency Dependency of Instantaneous
BTI

We differentiate two frequencies, the operating frequency
foperation of the circuit (i.e. the clock frequency) and the
switching frequency fswitch of individual transistors (i.e. the
frequency of transistor switches from on to off states).1 Note,
fswitch is only loosely coupled with foperation. For example,
a memory cell storing the same data or clock gated logic,
does not switch (fswitch = 0Hz) regardless of foperation.
Therefore, most significant bits of memory or an ALU, stor-
ing same values for prolonged times [7], switch infrequently
(fswitch � foperation).

Long-term BTI is frequency independent, i.e. multiple
waveforms with identical λ but varying fswitch lead to iden-
tical results [7]. With identical λ, the stress/recovery ra-
tio is fixed and e.g. longer stress phases are compensated
by longer recovery phases, ultimately resulting in the same
BTI-induced degradation.

Instantaneous BTI, on the other hand, is frequency de-
pendent [9], [10]. As the physical processes of BTI are in
reality instantaneous, individual stress phases itself lead to
considerable degradations. Instantaneous recovery cannot
compensate, if a single instantaneous stress phase already
violates the guardband.

Fig. 2 shows the BTI-induced degradation ∆Vth for three
different fswitch but identical λ. Instantaneous BTI exhibits
degradation peaks after each stress phase. Intolerable degra-
dation (Max(∆Vth)) is reached at low fswitch, forcing the
consideration of instantaneous BTI. Other observations are,
that degradation decreases at higher frequencies (also see
Fig. 3) like [10], [9] reported. At the same time, long-term
BTI degradation (marked with ”LT”) exhibits the same ∆Vth

1Note, that fswitch is different from the number of switches
(toggling rate) used for hot carrier modeling.

Figure 5.2: Frequency Dependence of BTI (λ = 0.5, T = 80◦C, Vdd = 1.0V ) with rising Max(∆Vth) for lower fsw . Frequency
independent long-term point marked with "LT". fsw based upon Fig 5.5.

actual instantaneous nature. Fig 5.1 shows recovery below 1ms measured by UF measurements highlighting how
17% degradation may be missed when tmeasure = 1ms.

5.1.2.2 Frequency Dependence of Instantaneous BTI

We differentiate two frequencies, the operating frequency foperation of the circuit (i.e. the clock frequency) and the
switching frequency fsw of individual transistors (i.e. the frequency of transistor switches from on to off states).1

Note, fsw is only loosely coupled with foperation. For example, a memory cell storing the same data or clock gated
logic, does not switch (fsw = 0Hz) regardless of foperation. Therefore, most significant bits of memory or an
ALU, storing same values for prolonged times [73], switch infrequently (fsw ≪ foperation).

Long-term BTI is frequency independent, i.e. multiple waveforms with identical λ but varying fsw lead to identical
results [73]. With identical λ, the stress/recovery ratio is fixed and e.g. longer stress phases are compensated by
longer recovery phases, ultimately resulting in the same BTI-induced degradation.

Instantaneous BTI, on the other hand, is frequency dependent [147], [8]. As the physical processes of BTI are
in reality instantaneous, individual stress phases itself lead to considerable degradations. Instantaneous recovery
cannot compensate, if a single instantaneous stress phase already violates the guardband.

Fig. 5.2 shows the BTI-induced degradation∆Vth for three different fsw but identical λ. Instantaneous BTI exhibits
degradation peaks after each stress phase. Intolerable degradation (Max(∆Vth)) is reached at low fsw, forcing the
consideration of instantaneous BTI. Other observations are, that degradation decreases at higher frequencies (also
see Fig. 5.3) like [8], [147] reported. At the same time, long-term BTI degradation (marked with "LT") exhibits
the same ∆Vth when all frequencies are in phase, i.e. being fsw independent as [73] claimed.

Note, that claims like frequency independence due to high foperation [71] are incorrect, as fsw in memory
cells, clock gated logic or the most significant bits switch at significantly lower frequencies than foperation, i.e.
fsw ≪ foperation (see Fig. 5.5).

5.1.3 Our Proposed BTI Model

In order to estimate guardbands for circuit designs, a BTI model must consider long-term and instantaneous BTI,
be computationally lightweight for the feasible employment in complex circuitry, while having a low uncertainty
for narrow guardbands. We therefore enhanced the physical model from [31] to directly calculate maximum

1 Note, that fsw is different from the number of switches (toggling rate) used for hot carrier modeling.
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Figure 3: ∆Vth due 1000s with λ = 0.5 and 1 period continuous
stress with tstress = 1

fswitch
for 3 temperatures.

when all frequencies are in phase, i.e. being fswitch indepen-
dent as [7] claimed.

Note, that claims like frequency independence due to high
foperation [5] are incorrect, as fswitch in memory cells, clock
gated logic or the most significant bits switch at significantly
lower frequencies than foperation, i.e. fswitch � foperation
(see Fig. 5).

3. OUR PROPOSED BTI MODEL
In order to estimate guardbands for circuit designs, a

BTI model must consider long-term and instantaneous BTI,
be computationally lightweight for the feasible employment
in complex circuitry, while having a low uncertainty for
narrow guardbands. We therefore, enhanced the physical
model from [1] to directly calculate maximum degradation
Max(∆Vth) based upon λ and fswitch instead of waveforms
with stress time ts / recovery time tr. Designing guardbands
requires solely Max(∆Vth) occurring during the desired life-
time of the circuit (tlife), so the tedious calculation of ∆Vth
over time could be removed. The model is able to predict
our UF measurements well (see Fig. 1) which validated that
it can model instantaneous BTI. Both the original and re-
shaped model calculate ∆Vth by integrating over the defect
distribution D and the occupancy probability Pocc of the
defects. The latter was replaced in our implementation, to
calculate only Max(∆Vth).

3.1 Original BTI Model
The probabilistic defect occupancy model (PDO) [1] cal-

culates ∆Vth for a given temperature T , a voltage V , stress
time ts and recovery time tr:

∆Vth(ts, tr) = N · η
∞∫

0

∞∫

0

D(τe, τc) · Pocc(τc, τe; t) dτedτc

(1)

with τc = τc(T, V ) and τe = τe(T, V )

BTI is modeled by integrating over two distributions. First
D(τe, τc) as the defect distribution, i.e. the distribution of
defects characterized with their carrier capture τc and emis-
sion τe times. This characterization of the defect distribu-
tion is performed with measurements of the gate dielectric at
different T ,V as τc and τe are dependent on the temperature
T and voltage V applied to the transistor [7].

The second distribution is the occupancy map Pocc, i.e.
the occupation probability of a defect given by the current
and past activity of the transistor. For a given stress time
ts, all defects with τc < ts have likely captured a carrier
and therefore contribute with their ∆Vth towards the overall
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Figure 4: Top Plot: Stress and recovery states are illustrated
annotated with stress phase ts, recovery phase tr and longest
continuous stress (LCS) phase tlcs. Bottom plot: Corresponding
∆Vth with the equivalent long-term point marked ”Equiv” and
the final result marked ”Max(∆Vth)”. Note: Unrealistic values
used in plot to show principle, as in actual systems tlcs � (ts, tf ).
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∆Vth. Then for a given recovery time tr, all defects currently
occupied due previous stress phases and τe < tr likely release
their carrier, i.e. do not contribute to the overall ∆Vth any
more. According to [1] Pocc for digital voltage waveforms
can be expressed as:

Stress:

Pocc(t) = Pocc(ti) +

(
τe

τe + τc
− Pocc(ti)

)
·
(

1− e
ti−t
τsr

)

(2)

Recovery:

Pocc(t) =
τe

τe + τc
+

(
Pocc(ti)− τe

τe + τc

)
·
(
e
ti−t
τsr

)
(3)

with τsr =
1

1
τe

+ 1
τc

τc = τc(T, V ) τe = τe(T, V )

with ti the time of the i-th switch between on and off state.
Integrating over both distributions from 0 to ∞, captures

the impact of all occupied defects (defects capturing a car-
rier), i.e. contributing their ∆Vth to the overall ∆Vth.

3.2 Long-Term Phases
In our estimation of BTI-induced Max(∆Vth), we split

the calculation in two parts. First we estimate the long-term
BTI-induced degradation for the desired lifetime tlife of the
circuit. Then in a second step, we consider the degradation
due to instantaneous BTI on top of long-term BTI.

Section 2.2 explained how long-term BTI is frequency in-
dependent if λ remains identical. Therefore, we can model
the history of the transistor with overall λ for the entire life-
time and then we can replace the waveform with solely two
data points: First a stress phase for time ts, then a recovery
phase for tr:

ts = λ · tlife (4)

tr = (1− λ) · tlife (5)

3.3 Longest Continuous Stress Phase
To account for the instantaneous effects of BTI, we in-

troduce the longest continuous stress (LCS) phase. After
the stress and recovery phase, we stress the transistor for

Figure 5.3: ∆Vth due 1000s with λ = 0.5 and 1 period continuous stress with tstress = 1
fsw

for 3 temperatures.

degradation Max(∆Vth) based upon λ and fsw instead of waveforms with stress time ts / recovery time tr.
Designing guardbands requires solelyMax(∆Vth) occurring during the desired lifetime of the circuit (tlife), so the
tedious calculation of ∆Vth over time could be removed. The model is able to predict our UF measurements well
(see Fig. 5.1) which validated that it can model instantaneous BTI. Both the original and reshaped model calculate
∆Vth by integrating over the defect distribution D and the occupancy probability Pocc of the defects. The latter
was replaced in our implementation, to calculate only Max(∆Vth).

5.1.4 Original BTI Model

The probabilistic defect occupancy model (PDO) [31] calculates ∆Vth for a given temperature T , a voltage V ,
stress time ts and recovery time tr (details in Section 2.2.1.3.2 and 4.1.5.1):

∆Vth(ts, tr) = N · η
∞∫

0

∞∫

0

D(τe, τc) · Pocc(τc, τe; t) dτedτc (5.1)

with τc = τc(T, V ) and τe = τe(T, V )

BTI is modeled by integrating over two distributions. FirstD(τe, τc) as the defect distribution, i.e. the distribution
of defects characterized with their carrier capture τc and emission τe times. This characterization of the defect
distribution is performed with measurements of the gate dielectric at different T ,V as τc and τe are dependent on
the temperature T and voltage V applied to the transistor [73].

The second distribution is the occupancy map Pocc, i.e. the occupation probability of a defect given by the current
and past activity of the transistor. For a given stress time ts, all defects with τc < ts have likely captured a carrier
and therefore contribute with their ∆Vth towards the overall ∆Vth. Then for a given recovery time tr, all defects
currently occupied due previous stress phases and τe < tr likely release their carrier, i.e. do not contribute to the
overall ∆Vth any more. According to [31] Pocc for digital voltage waveforms can be expressed as:

Stress:

Pocc(t) = Pocc(ti) +

(
τe

τe + τc
− Pocc(ti)

)
·
(
1− e

ti−t

τsr

)
(5.2)

Recovery:

Pocc(t) =
τe

τe + τc
+

(
Pocc(ti)−

τe
τe + τc

)
·
(
e

ti−t

τsr

)
(5.3)

with τsr =
1

1
τe

+ 1
τc

τc = τc(T, V ) τe = τe(T, V )
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when all frequencies are in phase, i.e. being fswitch indepen-
dent as [7] claimed.

Note, that claims like frequency independence due to high
foperation [5] are incorrect, as fswitch in memory cells, clock
gated logic or the most significant bits switch at significantly
lower frequencies than foperation, i.e. fswitch � foperation
(see Fig. 5).

3. OUR PROPOSED BTI MODEL
In order to estimate guardbands for circuit designs, a

BTI model must consider long-term and instantaneous BTI,
be computationally lightweight for the feasible employment
in complex circuitry, while having a low uncertainty for
narrow guardbands. We therefore, enhanced the physical
model from [1] to directly calculate maximum degradation
Max(∆Vth) based upon λ and fswitch instead of waveforms
with stress time ts / recovery time tr. Designing guardbands
requires solely Max(∆Vth) occurring during the desired life-
time of the circuit (tlife), so the tedious calculation of ∆Vth
over time could be removed. The model is able to predict
our UF measurements well (see Fig. 1) which validated that
it can model instantaneous BTI. Both the original and re-
shaped model calculate ∆Vth by integrating over the defect
distribution D and the occupancy probability Pocc of the
defects. The latter was replaced in our implementation, to
calculate only Max(∆Vth).

3.1 Original BTI Model
The probabilistic defect occupancy model (PDO) [1] cal-

culates ∆Vth for a given temperature T , a voltage V , stress
time ts and recovery time tr:

∆Vth(ts, tr) = N · η
∞∫

0

∞∫

0

D(τe, τc) · Pocc(τc, τe; t) dτedτc

(1)

with τc = τc(T, V ) and τe = τe(T, V )

BTI is modeled by integrating over two distributions. First
D(τe, τc) as the defect distribution, i.e. the distribution of
defects characterized with their carrier capture τc and emis-
sion τe times. This characterization of the defect distribu-
tion is performed with measurements of the gate dielectric at
different T ,V as τc and τe are dependent on the temperature
T and voltage V applied to the transistor [7].

The second distribution is the occupancy map Pocc, i.e.
the occupation probability of a defect given by the current
and past activity of the transistor. For a given stress time
ts, all defects with τc < ts have likely captured a carrier
and therefore contribute with their ∆Vth towards the overall
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Figure 4: Top Plot: Stress and recovery states are illustrated
annotated with stress phase ts, recovery phase tr and longest
continuous stress (LCS) phase tlcs. Bottom plot: Corresponding
∆Vth with the equivalent long-term point marked ”Equiv” and
the final result marked ”Max(∆Vth)”. Note: Unrealistic values
used in plot to show principle, as in actual systems tlcs � (ts, tf ).
For actual results see Fig. 6.

∆Vth. Then for a given recovery time tr, all defects currently
occupied due previous stress phases and τe < tr likely release
their carrier, i.e. do not contribute to the overall ∆Vth any
more. According to [1] Pocc for digital voltage waveforms
can be expressed as:

Stress:

Pocc(t) = Pocc(ti) +

(
τe

τe + τc
− Pocc(ti)

)
·
(

1− e
ti−t
τsr

)

(2)

Recovery:

Pocc(t) =
τe

τe + τc
+

(
Pocc(ti)− τe

τe + τc

)
·
(
e
ti−t
τsr

)
(3)

with τsr =
1

1
τe

+ 1
τc

τc = τc(T, V ) τe = τe(T, V )

with ti the time of the i-th switch between on and off state.
Integrating over both distributions from 0 to ∞, captures

the impact of all occupied defects (defects capturing a car-
rier), i.e. contributing their ∆Vth to the overall ∆Vth.

3.2 Long-Term Phases
In our estimation of BTI-induced Max(∆Vth), we split

the calculation in two parts. First we estimate the long-term
BTI-induced degradation for the desired lifetime tlife of the
circuit. Then in a second step, we consider the degradation
due to instantaneous BTI on top of long-term BTI.

Section 2.2 explained how long-term BTI is frequency in-
dependent if λ remains identical. Therefore, we can model
the history of the transistor with overall λ for the entire life-
time and then we can replace the waveform with solely two
data points: First a stress phase for time ts, then a recovery
phase for tr:

ts = λ · tlife (4)

tr = (1− λ) · tlife (5)

3.3 Longest Continuous Stress Phase
To account for the instantaneous effects of BTI, we in-

troduce the longest continuous stress (LCS) phase. After
the stress and recovery phase, we stress the transistor for

Figure 5.4: Top Plot: Stress and recovery states are illustrated annotated with stress phase ts, recovery phase tr and longest continuous stress
(LCS) phase tlcs. Bottom plot: Corresponding ∆Vth with the equivalent long-term point marked "Equiv" and the final result
marked "Max(∆Vth)". Note: Unrealistic values used in plot to show principle, as in actual systems tlcs ≪ (ts, tf ). For actual
results see Fig. 5.6.

with ti the time of the i-th switch between on and off state.

Integrating over both distributions from 0 to ∞, captures the impact of all occupied defects (defects capturing a
carrier), i.e. contributing their ∆Vth to the overall ∆Vth.

5.1.4.1 Long-Term Phases

In our estimation of BTI-induced Max(∆Vth), we split the calculation in two parts. First, we estimate the long-
term BTI-induced degradation for the desired lifetime tlife of the circuit. Then in a second step, we consider the
degradation due to instantaneous BTI on top of long-term BTI.

Section 5.1.2.2 explained how long-term BTI is frequency independent if λ remains identical. Therefore, we can
model the history of the transistor with overall λ for the entire lifetime and then we can replace the waveform with
solely two data points: First a stress phase for time ts, then a recovery phase for tr:

ts = λ · tlife (5.4)
tr = (1− λ) · tlife (5.5)

5.1.4.2 Longest Continuous Stress Phase

To account for the instantaneous effects of BTI, we introduce the longest continuous stress (LCS) phase. After the
stress and recovery phase, we stress the transistor for longest continuous stress occurring in the activity waveform
(max(tstress)):

tlcs = max(tstress) (5.6)

or tlcs = tperiod(min((fsw)) =
1

min(fsw)
(5.7)

Using the longest continuous stress, ensures we catch the worst shift due to instantaneous BTI as longer stress result
in higher ∆Vth (see Fig. 5.3). By placing the frequency phase at the end, we mimic the occurrence of the longest

101



5 Step Two - Accelerating Degradation Models

continuous stress phase at tlife, i.e. the worst instantaneous shift occurs on top of the worst long-term degradation
ensuring that guardbands can tolerate long-term and instantaneous BTI jointly. As most computing systems are
periodical, i.e. execute the same tasks regularly, max(tstress) occurs periodically. Therefore max(tstress) occurs
also at end of lifetime tlife, indicating that our worst-case assumption is not an overestimation in most computing
systems.

The final activity waveform is shown in Fig. 5.4. On the top, an activity waveform for λ = 0.7, tlife = 40s,
fsw = 0.2Hz → max(tstress) = 5s, T = 80◦C, V = 1.0V is shown, resulting in ts = 28s, tr = 12s and
tf = 5s.

Note that, the end-point in the bottom plotMax(∆Vth) is not the highest plotted∆Vth. Stress phase ts is solely a
concept to reduce computational complexity and not an actual occurring stress phase.

5.1.4.3 Simplified Occupancy Probability

Instead of calculating Pocc for an arbitrary waveform, Pocc is now calculated for 2 defined transitions between the
3 phases, i.e. stress → recovery → stress at known time-steps (ts → tr → tlcs). These defined inputs allow us to
simplify the Pocc to a 3 step calculation:

1. Stress Phase:

Pocc(ts) =

(
τe

τe + τc

)
·
(
1− e

−ts
τsr

)
(5.8)

2. Recovery Phase:

Pocc(tr) =
τe

τe + τc
+

(
Pocc(ts)−

τe
τe + τc

)
·
(
e

ts−tr
τsr

)
(5.9)

3. Longest Continuous Stress Phase:

Pocc(tlcs) = Pocc(tr) +

(
τe

τe + τc
− Pocc(tr)

)
·
(
1− e

tr−tlcs
τsr

)
(5.10)

with τsr =
1

1
τe

+ 1
τc

τc = τc(V, T ) τe = τe(V, T )

Originally Pocc is calculated recursively for every state switch in the waveform and a recursion depth of #switches
(e.g. 1 467 315 for an average transistor while the processor executes “barnes”). In contrast, our newPocc calculation
takes exactly 3 steps with a recursion depth of 3:

Pocc = Pocc(tlcs, Pocc(tr, Pocc(ts))) (5.11)

Simplifying Pocc results in a significant speed-up as Pocc is updated every time the voltage or temperature changes
to account for the temperature and voltage dependence of τe(V, T ), τc(V, T ).

As ∆Vth is a function of Pocc (see eq. 5.1) we obtain:

∆Vth(λ, fsw, T, V, tlife) = N · η
∞∫

0

∞∫

0

D · Pocc dτedτc (5.12)

The model provides the maximum BTI-induced degradation Max(∆Vth) for given operating conditions (λ, fsw,
T , V , tlife) in milliseconds, as just 3 phases are processed, while still employing detailed modeling of physical
processes for the calculation of instantaneous and long-term BTI.
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5.1.5 Guardband Estimation

Estimating the guardbands for a circuit requires input parameters for the BTI model to estimate the degradation.
Worst-case scenarios are the safe and easy option, i.e. assuming the highest T , worst λ, slowest fsw, etc. However,
this leads to guardbands which exceed the available design space.

The alternative is to estimate the aging stimuli based upon workload of the circuit, modeling actual occurring
aging [73]. To estimate the activity of theworkload, we employ gem5 [148] as cycle accurate system simulator, which
simulates the execution of the workload in Linux 2.6 on ALPHA 21264 Out-of-Order processor at foperation =

2GHz.

In the following section, we exemplify our approach on the register file of our microprocessor. The implementation
is not limited to register files and monitors other microprocessor components (caches, ALUs, etc.) in a analogous
manner.

Guardband: In our scenario, the guardband is defined as the BTI-induced degradation in percent of the static
noise margin of the SRAM cells in a register [15, 149].

Activity Monitoring: We implemented our own architecture level activity monitor, which estimates the signal
probabilities (ratio for 0 or 1) for each bit within the register file. Assuming an SRAM-based register file, we
determine the activity based upon the signal probabilities of the storage bits and addressing bits to calculate λ for
each transistor within the cells.

Frequency Monitoring: To obtain fsw our activity monitor monitors the longest, shortest and average time for the
data stored in the SRAM cells. The longest period defines min(fsw) which is of main interest.

Power Estimation: To estimate the power of the processor, we employ McPat [150], which models the static
and dynamic power consumption of the ALPHA processor. McPat takes the gem5 activity waveform of each
microprocessor component and translate it to power waveforms for each component.

Temperature Estimation: The power waveform for each microprocessor component is passed to the thermal
simulator HotSpot. [13]. Together with the floorplan of the microprocessor its temperature can be estimated. Power
and temperature estimation is iterative, as the temperature recursively depends on the static power consumption
(leakage) of the processor.

These time-consuming steps are performed once, as these aging stimuli do not change as long as the micro-
architecture of the processor remains identical.

5.1.5.1 Designing Guardbands

Our workload monitoring provides λ,min(fsw) and T for each individual workload. Together with tlife, V given
by the specification, we can estimate Max(∆Vth) for the given workload with our proposed BTI model.

With Max(∆Vth) known, degraded SPICE simulations of the register file can be performed to estimate if the
register file operates within specification. In practice, this means employing Monte Carlo SPICE simulations of
SRAM cells to model variability introduced by manufacturing together with aging-induced degradation to verify
meeting time constraints (e.g. read access time < clock period) and sufficient resiliency against noise (static noise
margin) or radiation (critical charge). A circuit designer can then adapt the guardbands until probability of failure
of the circuit Pfail is below Pfail of the specification. Once the smallest guardband is found, which still satisfies
the specification, the circuit designer must employ the guardband in his circuit. For example, he could up-size the
transistor widths to make transistors faster and more resilient against noise or reduce the desired operating frequency
to increase the timing slack.
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Figure 5: Longest time the same value is stored in a register
of the register file while executing the “barnes” application at
foperation = 2GHz. These LCS phases stimulate instantaneous
BTI and are the input for the calculation of Max(∆Vth).

guardbands until probability of failure of the circuit Pfail is
below Pfail of the specification. Once the smallest guard-
band is found, which still satisfy the specification, the circuit
designer must employ the guardband in his circuit. For ex-
ample, he could up-size the transistor widths to make tran-
sistors faster and more resilient against noise or reduce the
desired operating frequency to increase the timing slack.

5. EVALUATION
Model Validation: Simplifying the model did introduce
only minor inaccuracies, due long-term BTI not being per-
fectly frequency independent and Max(tstress) not occur-
ring exactly at tlife. Compared to the carefully validated
PDO model [1], which results in Max(∆Vth) = 73.12mV
for low fswitch, T = 125◦C, V = 1.5V, λ = 0.5, tlife = 10
years, our model estimates Max(∆Vth) = 72.89mV , i.e. a
deviation of 0.3%. The Max(∆Vth) deviation between PDO
and our model for the experiments in Fig. 6 was below 0.3%.
Model Performance: To evaluate the performance of the
model, we generated an activity waveform with 106 data
points and compared original PDO [1], PDO with com-
pressed (104) waveform [7] and the proposed model in this
work. Our model required 0.094s to estimate Max(∆Vth),
while PDO needed 4.366s with and 433.5s without compres-
sion, i.e. speedup of 99x compared against [7] and 4567x
against [1]. Note, that the execution times of our model
and the compression are almost independent of the wave-
form length (waveform analysis depends on #points, then
computation on fixed #points), while PDO has an execu-
tion time proportional to the waveform size. Our model
could perform the aging estimation for a DCT circuit fea-
turing 350,015 transistors in 9.2 hours and IDCT circuit in
9.1 hours. DCT-IDCT circuits are often employed in image
processing and are ∼3x larger than a typical RISC proces-
sor[16], highlighting how our physical model is feasible for
complex circuitry at micro-architecture level. For designs
exceeding this level of complexity, our approach in [16] can
be used jointly with the BTI model presented in this work.
Intra-Application-Variation: Fig. 5 highlights the intra-
application variation of the instantaneous BTI stimulant
Max(tstress) across the register file. Most registers change
their state regularly during the execution of the “barnes”
application, i.e. hold their state not longer than 2ms →
fswitching = 500Hz. Register 53 exhibits large Max(tstress)
as the same state is held for almost 20ms which results in
fswitching = 50Hz. Slow switching registers like 53 exhibit
Max(∆Vth) ≈ 100mV , while the average registers exhibit
63mV and the best just 54mV .
Inter-Application-Variation: While a single application
shows different behavior among its registers, the applica-
tions themselves are similar to each other in terms of state
changes, i.e. the worst and average Max(tstress) in the en-
tire register file is almost identical for each application. We
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Figure 7: Comparison of BTI models, which base themselves on
the PDO BTI Model [1]. Our proposed model has 94ms execution
time, resulting in a speedup of 4567x compared to PDO.

assume that the register renaming of the out-of-order al-
pha processor is the main reason for this observation. Even
though Max(tstress) may be similar for the applications,
other operating conditions like T ,λ are not. Hence the in-
duced Max(∆Vth) shown in 6 is different, highlighting that
the joint impact between the operating conditions must be
considered.
Impact of Instantaneous BTI: In Fig. 6 the impact
of long-term BTI versus long-term BTI with instantaneous
BTI is shown, illustrating that instantaneous BTI contributes
70.1mV or 79,2% to the overall average ∆Vth = 88.4mV .
This motivates mitigating instantaneous BTI as it predom-
inantly governs BTI guardbands.
Impact on Guardbands: In Fig. 8 the guardbands of our
register file scenario are illustrated for aging stimuli based
upon the average of the studied benchmarks. Designing the
guardbands with an empirical model leads to 8%, while our
approach estimates 4.66% to be sufficient to tolerate the oc-
curring aging-induced degradation. The guardband reduc-
tion due to mitigation via periodic inversion is discussed in
the next section.

6. ADAPTING EXISTING AGING MITIGA-
TION TECHNIQUES

As Fig. 6 shows, the additional guardband required to tol-
erate instantaneous BTI is considerable. In order to design
narrow guardbands mitigation techniques are necessary, to
reduce the required guardband. These mitigation techniques

Figure 5.5: Longest time the same value is stored in a register of the register filewhile executing the “barnes” application at foperation = 2GHz.
These LCS phases stimulate instantaneous BTI and are the input for the calculation of Max(∆Vth).
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Figure 5: Longest time the same value is stored in a register
of the register file while executing the “barnes” application at
foperation = 2GHz. These LCS phases stimulate instantaneous
BTI and are the input for the calculation of Max(∆Vth).

guardbands until probability of failure of the circuit Pfail is
below Pfail of the specification. Once the smallest guard-
band is found, which still satisfy the specification, the circuit
designer must employ the guardband in his circuit. For ex-
ample, he could up-size the transistor widths to make tran-
sistors faster and more resilient against noise or reduce the
desired operating frequency to increase the timing slack.

5. EVALUATION
Model Validation: Simplifying the model did introduce
only minor inaccuracies, due long-term BTI not being per-
fectly frequency independent and Max(tstress) not occur-
ring exactly at tlife. Compared to the carefully validated
PDO model [1], which results in Max(∆Vth) = 73.12mV
for low fswitch, T = 125◦C, V = 1.5V, λ = 0.5, tlife = 10
years, our model estimates Max(∆Vth) = 72.89mV , i.e. a
deviation of 0.3%. The Max(∆Vth) deviation between PDO
and our model for the experiments in Fig. 6 was below 0.3%.
Model Performance: To evaluate the performance of the
model, we generated an activity waveform with 106 data
points and compared original PDO [1], PDO with com-
pressed (104) waveform [7] and the proposed model in this
work. Our model required 0.094s to estimate Max(∆Vth),
while PDO needed 4.366s with and 433.5s without compres-
sion, i.e. speedup of 99x compared against [7] and 4567x
against [1]. Note, that the execution times of our model
and the compression are almost independent of the wave-
form length (waveform analysis depends on #points, then
computation on fixed #points), while PDO has an execu-
tion time proportional to the waveform size. Our model
could perform the aging estimation for a DCT circuit fea-
turing 350,015 transistors in 9.2 hours and IDCT circuit in
9.1 hours. DCT-IDCT circuits are often employed in image
processing and are ∼3x larger than a typical RISC proces-
sor[16], highlighting how our physical model is feasible for
complex circuitry at micro-architecture level. For designs
exceeding this level of complexity, our approach in [16] can
be used jointly with the BTI model presented in this work.
Intra-Application-Variation: Fig. 5 highlights the intra-
application variation of the instantaneous BTI stimulant
Max(tstress) across the register file. Most registers change
their state regularly during the execution of the “barnes”
application, i.e. hold their state not longer than 2ms →
fswitching = 500Hz. Register 53 exhibits large Max(tstress)
as the same state is held for almost 20ms which results in
fswitching = 50Hz. Slow switching registers like 53 exhibit
Max(∆Vth) ≈ 100mV , while the average registers exhibit
63mV and the best just 54mV .
Inter-Application-Variation: While a single application
shows different behavior among its registers, the applica-
tions themselves are similar to each other in terms of state
changes, i.e. the worst and average Max(tstress) in the en-
tire register file is almost identical for each application. We
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Figure 7: Comparison of BTI models, which base themselves on
the PDO BTI Model [1]. Our proposed model has 94ms execution
time, resulting in a speedup of 4567x compared to PDO.

assume that the register renaming of the out-of-order al-
pha processor is the main reason for this observation. Even
though Max(tstress) may be similar for the applications,
other operating conditions like T ,λ are not. Hence the in-
duced Max(∆Vth) shown in 6 is different, highlighting that
the joint impact between the operating conditions must be
considered.
Impact of Instantaneous BTI: In Fig. 6 the impact
of long-term BTI versus long-term BTI with instantaneous
BTI is shown, illustrating that instantaneous BTI contributes
70.1mV or 79,2% to the overall average ∆Vth = 88.4mV .
This motivates mitigating instantaneous BTI as it predom-
inantly governs BTI guardbands.
Impact on Guardbands: In Fig. 8 the guardbands of our
register file scenario are illustrated for aging stimuli based
upon the average of the studied benchmarks. Designing the
guardbands with an empirical model leads to 8%, while our
approach estimates 4.66% to be sufficient to tolerate the oc-
curring aging-induced degradation. The guardband reduc-
tion due to mitigation via periodic inversion is discussed in
the next section.

6. ADAPTING EXISTING AGING MITIGA-
TION TECHNIQUES

As Fig. 6 shows, the additional guardband required to tol-
erate instantaneous BTI is considerable. In order to design
narrow guardbands mitigation techniques are necessary, to
reduce the required guardband. These mitigation techniques

Figure 5.6: Max(∆Vth) for applications at their corresponding operating conditions (V = 1.0V, T ∈ [49◦C, 85◦C]). Even though
max(tstress) is similar for all applications different λ, T lead to different Max(∆Vth).

5.1.6 Evaluation

Model Validation: Simplifying the model did introduce only minor inaccuracies, due long-term BTI not being
perfectly frequency independent and max(tstress) not occurring perfectly at tlife. Compared to the carefully
validated PDOmodel [31], which results inMax(∆Vth) = 73.12mV for low fsw, T = 125◦C, V = 1.5V, λ = 0.5,
tlife = 10 years, our model estimates Max(∆Vth) = 72.89mV , i.e. a deviation of 0.3%. The Max(∆Vth)

deviation between PDO and our BTI model for the experiments in Fig. 5.6 was below 0.3%.

Model Performance: To evaluate the performance of the model, we generated an activity waveform with 106

data points and compared original PDO [31], PDO with compressed (104) waveform [73] and the proposed model
in this work. Our model required 0.094s to estimate Max(∆Vth), while PDO needed 433.5s without and with
compression 4.366s, i.e. speedup of 99x compared against [73] and 4567x against [31]. Note, that the execution
times for ourmodel and the compression are almost independent of the waveform length (waveform analysis depends
on #points, then computation on fixed #points), while PDO has an execution time proportional to the waveform size.
Our model could perform the aging estimation for a DCT circuit featuring 350 015 transistors in 9.2 hours and IDCT
circuit in 9.1 hours. DCT-IDCT circuits are often employed in image processing and are 3x larger than a typical
RISC processor [82], highlighting how our physical model is feasible for complex circuitry at micro-architecture
level. For designs exceeding this level of complexity, our approach in [82] can be used jointly with the BTI model
presented in this work.

Intra-Application-Variation: Fig. 5.5 highlights the intra-application variation of the instantaneous BTI stimulant
max(tstress) across the register file. Most registers change their state regularly during the execution of the
“barnes” application, i.e. hold their state not longer than 2ms → fswitching = 500Hz. Register 53 exhibits large
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5.1 Simplifying Aging Models with Peak Calculations based on Longest Continuous Stress

0
3
6
9

12
15
18
21

0 10 20 30 40 50 60 70 80L
o
n
g
es

t
co

n
ti

n
u
o
u
s

st
re

ss
ti

m
e

[m
s]

Register Index[#]
Figure 5: Longest time the same value is stored in a register
of the register file while executing the “barnes” application at
foperation = 2GHz. These LCS phases stimulate instantaneous
BTI and are the input for the calculation of Max(∆Vth).

guardbands until probability of failure of the circuit Pfail is
below Pfail of the specification. Once the smallest guard-
band is found, which still satisfy the specification, the circuit
designer must employ the guardband in his circuit. For ex-
ample, he could up-size the transistor widths to make tran-
sistors faster and more resilient against noise or reduce the
desired operating frequency to increase the timing slack.

5. EVALUATION
Model Validation: Simplifying the model did introduce
only minor inaccuracies, due long-term BTI not being per-
fectly frequency independent and Max(tstress) not occur-
ring exactly at tlife. Compared to the carefully validated
PDO model [1], which results in Max(∆Vth) = 73.12mV
for low fswitch, T = 125◦C, V = 1.5V, λ = 0.5, tlife = 10
years, our model estimates Max(∆Vth) = 72.89mV , i.e. a
deviation of 0.3%. The Max(∆Vth) deviation between PDO
and our model for the experiments in Fig. 6 was below 0.3%.
Model Performance: To evaluate the performance of the
model, we generated an activity waveform with 106 data
points and compared original PDO [1], PDO with com-
pressed (104) waveform [7] and the proposed model in this
work. Our model required 0.094s to estimate Max(∆Vth),
while PDO needed 4.366s with and 433.5s without compres-
sion, i.e. speedup of 99x compared against [7] and 4567x
against [1]. Note, that the execution times of our model
and the compression are almost independent of the wave-
form length (waveform analysis depends on #points, then
computation on fixed #points), while PDO has an execu-
tion time proportional to the waveform size. Our model
could perform the aging estimation for a DCT circuit fea-
turing 350,015 transistors in 9.2 hours and IDCT circuit in
9.1 hours. DCT-IDCT circuits are often employed in image
processing and are ∼3x larger than a typical RISC proces-
sor[16], highlighting how our physical model is feasible for
complex circuitry at micro-architecture level. For designs
exceeding this level of complexity, our approach in [16] can
be used jointly with the BTI model presented in this work.
Intra-Application-Variation: Fig. 5 highlights the intra-
application variation of the instantaneous BTI stimulant
Max(tstress) across the register file. Most registers change
their state regularly during the execution of the “barnes”
application, i.e. hold their state not longer than 2ms →
fswitching = 500Hz. Register 53 exhibits large Max(tstress)
as the same state is held for almost 20ms which results in
fswitching = 50Hz. Slow switching registers like 53 exhibit
Max(∆Vth) ≈ 100mV , while the average registers exhibit
63mV and the best just 54mV .
Inter-Application-Variation: While a single application
shows different behavior among its registers, the applica-
tions themselves are similar to each other in terms of state
changes, i.e. the worst and average Max(tstress) in the en-
tire register file is almost identical for each application. We
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Figure 6: Max(∆Vth) for applications at their corresponding op-
erating conditions (V = 1.0V, T ∈ [49◦C, 85◦C]). Even though
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Figure 7: Comparison of BTI models, which base themselves on
the PDO BTI Model [1]. Our proposed model has 94ms execution
time, resulting in a speedup of 4567x compared to PDO.

assume that the register renaming of the out-of-order al-
pha processor is the main reason for this observation. Even
though Max(tstress) may be similar for the applications,
other operating conditions like T ,λ are not. Hence the in-
duced Max(∆Vth) shown in 6 is different, highlighting that
the joint impact between the operating conditions must be
considered.
Impact of Instantaneous BTI: In Fig. 6 the impact
of long-term BTI versus long-term BTI with instantaneous
BTI is shown, illustrating that instantaneous BTI contributes
70.1mV or 79,2% to the overall average ∆Vth = 88.4mV .
This motivates mitigating instantaneous BTI as it predom-
inantly governs BTI guardbands.
Impact on Guardbands: In Fig. 8 the guardbands of our
register file scenario are illustrated for aging stimuli based
upon the average of the studied benchmarks. Designing the
guardbands with an empirical model leads to 8%, while our
approach estimates 4.66% to be sufficient to tolerate the oc-
curring aging-induced degradation. The guardband reduc-
tion due to mitigation via periodic inversion is discussed in
the next section.

6. ADAPTING EXISTING AGING MITIGA-
TION TECHNIQUES

As Fig. 6 shows, the additional guardband required to tol-
erate instantaneous BTI is considerable. In order to design
narrow guardbands mitigation techniques are necessary, to
reduce the required guardband. These mitigation techniques

Figure 5.7: Comparison of BTI models, which base themselves on the PDO BTI Model [31]. Our proposed model has 94ms execution time,
resulting in a speedup of 4567x compared to PDO.
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Figure 8: Reduction of the required guardband to protect against
data corruption due to noise in our register file scenario, due to the
estimation of the actual required guardband. Further reduction
due to employed aging mitigation technique.

should optimize long-term and instantaneous BTI jointly, as
both degradations define the required guardband.
Thermal Management/Voltage Scaling: Techniques fo-
cusing on reducing a single aging stimulant like thermal
management (reduce T ) or voltage scaling (reduce V ), must
take instantaneous aging effects into account. Their policies
were designed without fswitch in mind as they were evalu-
ated with empirical models (i.e. neglecting frequency depen-
dence of BTI) potentially resulting in strong stimulation of
instantaneous BTI. For example, thermal management can
stall activity (clock gating) to reduce the dynamic power
consumption of the circuit, which directly affects fswitch.
Similarly, when voltage scaling reduces V to save energy or
limit generated heat, foperation is lowered to prevent timing
errors, which in turn decreases fswitch if the same workload
is executed. These side-effects must be considered when
employing such mitigation techniques, i.e. updating their
policies using our proposed BTI model to find the pareto-
optimal solution considering all operating conditions jointly
including fswitch for instantaneous BTI.
Periodic inversion: Originally intended to distribute ag-
ing stress as uniformly as possible within circuits, this tech-
nique inverts logic signals periodically [17]. Circuits are ex-
tended with a flag, indicating if the data is currently normal
or inverted. In normal mode everything is regularly pro-
cessed, while in inverted mode data is either processed in an
inverted manner (knowing that the result is also inverted) or
temporarily returned to its original state during processing.
Periodically inverting the entire system ensures that tran-
sistors operate close to λ = 0.5 [17], which reduces aging
stimuli for transistors which had λ > 0.5 while it increases
stimuli for λ < 0.5. This reduces the variability, raising the
lower boundary for λ and hence reducing the guardband.

To have a first order approximation for the overhead, we
refer to our register file scenario in the Alpha 21264. The 80
registers in the register file would require 1 read and 1 write
operation every 1ms to invert the data (read, invert, write
back) with finversion = 1kHz. With ≈ 25000 reads and
≈ 10000 writes per 1ms at foperation = 2GHz across our
studied benchmarks the performance and power overhead
would be negligible. This rough estimation supports [17]
claiming less than 1% performance impact if logic and caches
are protected at tperiod(inversion) = 1ms.

Next to its original intent, periodic inversion can be em-
ployed to ensure fswitch does not fall below a lower bound-
ary. When the logic signals are inverted, the states of all
transistors change ensuring fswitch ≥ finversion. Inverting
every 1ms, i.e. fswitch ≥ 1kHz would reduce the average
Max(∆Vth) across the studied benchmarks by 52mV , very
close the long-term only result. The employment of periodic
inversion together with our BTI model lead to a reduction
of 59% of the guardband in our register file scenario.

7. CONCLUSION
We presented the first physical BTI model that models

the frequency dependent instantaneous effect of BTI at the
micro-architecture level. Providing operating waveforms as
aging stimuli to the physical BTI model enables designing
narrow guardbands. Additionally, existing aging mitigation
techniques are adapted to reduce the stimuli for long-term
and instantaneous BTI, resulting in up to 59% guardband
reduction.
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Figure 5.8: Reduction of the required guardband to protect against data corruption due to noise in our register file scenario, due to the estimation
of the actual required guardband. Further reduction due to employed aging mitigation technique.

max(tstress) as the same state is held for almost 20ms which results in fswitching = 50Hz. Slow switching
registers like 53 exhibitMax(∆Vth) ≈ 100mV , while the average registers exhibit 63mV and the best just 54mV .

Inter-Application-Variation: While a single application shows different behavior among its registers, the appli-
cations themselves are similar to each other in terms of state changes, i.e. the worst and average max(tstress)

in the entire register file is almost identical for each application. We assume that the register renaming of the
out-of-order alpha processor is the main reason for this observation. Even though max(tstress) may be similar
for the applications, other operating conditions like T ,λ are not. Hence the induced Max(∆Vth) shown in 5.6 is
different, highlighting that the joint impact between the operating conditions must be considered.

Impact of InstantaneousBTI: In Fig. 5.6 the impact of long-termBTI versus long-termBTIwith instantaneousBTI
is shown, illustrating that instantaneous BTI contributes 70.1mV or 79,2% to the overall average∆Vth = 88.4mV .
This motivates mitigating instantaneous BTI as it predominantly governs BTI guardbands.

Impact on Guardbands: In Fig. 5.8 the guardbands of our register file scenario are illustrated for aging stimuli
based upon the average of the studied benchmarks. Designing the guardbands with an empirical model leads to
8%, while our approach estimates 4.66% to be sufficient to tolerate the occurring aging-induced degradation. The
guardband reduction due to mitigation via periodic inversion is discussed in the next section.

5.1.7 Adapting Existing Aging Mitigation Techniques

As Fig. 5.6 shows, the additional guardband required to tolerate instantaneous BTI is considerable. In order to
design narrow guardbandsmitigation techniques are necessary, to reduce the required guardband. These mitigation
techniques should optimize long-term and instantaneous BTI jointly, as both degradations define the required
guardband.
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5 Step Two - Accelerating Degradation Models

Thermal Management/Voltage Scaling: Techniques focusing on reducing a single aging stimulant like thermal
management (reduce T ) or voltage scaling (reduce V ), must take instantaneous aging effects into account. Their
policies were designed without fsw in mind as they were evaluated with empirical models (i.e. neglecting frequency
dependence of BTI) potentially resulting in strong stimulation of instantaneous BTI. For example, thermal man-
agement can stall activity (clock gating) to reduce the dynamic power consumption of the circuit, which directly
affects fsw. Similarly, when voltage scaling reduces V to save energy or limit generated heat, foperation is lowered
to prevent timing errors, which in turn decreases fsw if the same workload is executed. These side-effects must be
considered when employing such mitigation techniques, i.e. updating their policies using our proposed BTI model
to find the pareto-optimal solution considering all operating conditions jointly including fsw for instantaneous BTI.

Periodic inversion: Originally intended to distribute aging stress as uniformly as possible within circuits, this
technique inverts logic signals periodically [151]. Circuits are extended with a flag, indicating if the data is
currently normal or inverted. In normal mode everything is regularly processed, while in inverted mode data
is either processed in an inverted manner (knowing that the result is also inverted) or temporarily returned to its
original state during processing. Periodically inverting the entire system ensures that transistors operate close to
λ = 0.5 [151], which reduces aging stimuli for transistors which had λ > 0.5while it increases stimuli for λ < 0.5.
This reduces the variability, raising the lower boundary for λ and hence reducing the guardband.

To have a first order approximation for the overhead, we refer to our register file scenario in the Alpha 21264. The 80
registers in the register file would require 1 read and 1write operation every 1ms to invert the data (read, invert, write
back) with finversion = 1kHz. With≈ 25000 reads and≈ 10000writes per 1ms at foperation = 2GHz across our
studied benchmarks the performance and power overheadwould be negligible. This rough estimation supports [151]
claiming less than 1% performance impact if logic and caches are protected at tperiod(inversion) = 1ms.

Next to its original intent, periodic inversion can be employed to ensure fsw does not fall below a lower boundary.
When the logic signals are inverted, the states of all transistors change ensuring fsw ≥ finversion. Inverting every
1ms, i.e. fsw ≥ 1kHz would reduce the average Max(∆Vth) across the studied benchmarks by 52mV , very
close to the long-term only result. The employment of periodic inversion together with our BTI model leads to a
reduction of 59% of the guardband in our register file scenario.
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5.2 Massively Parallel PDO Model

This section is based on my publication [152] and is a brief overview of the GPU-based implementation of the PDO
model. As each transistor can be modeled individually, the processing power of GPUs can be harnessed to estimate
many transistors in parallel. Instead of speeding up a single transistor BTI estimation like the previous section, this
section aims at estimating thousands of transistors simultaneously.

5.2.1 Background PDO Model

For background on the PDOmodel see Section 2.2.1.3.2. The PDOmodel is used in the Sections 4.1.2.2 and 4.2.4.1.
Therefore, the accelerated implemenation presented in this section, integrates with the contributions presented there
and accelerated both the unified model in Sections 4.1.2.2 and the defect variability Sections 4.2.4.1.

5.2.2 Parallel PDO BTI Model

Simulation times for defect-centric BTI models are too large for BTI variability, despite reducing from minutes
to seconds with our work in Section 5.1 and [73]. However, current graphic cards offer massive computational
resources with massive parallelism (2048 cores in our GTX980). This enables modeling of up to 1024 transistors
in parallel to decrease modeling times to milliseconds per transistor (see Fig. 5.9).

In order to implement PDO on the graphic card, it is programmed in CUDA. CUDA is a C-variant targeted towards
massive parallel programming of NVIDIA graphic cards. The PDO model is well-suited for the graphic card
as little communication is necessary between the computations, as they are uncorrelated. PDO models individual
transistors, in which individual defects are randomly occupied or unoccupied according to the occupancy probability
Pocc. This occupancy probability depends solely on the activity of the transistor. For reliability analysis, either
individual activities can be specified (see [73]) or uniform worst-case conditions (e.g., 100%ON-time, 125◦C, 1.2V
for 2 years) can be assumed. As defect interactions are negligibly small (see Section 4.1.5.1), each defect can be
modeled individually. Therefore, each transistor is modeled as a CUDA block containing up to 72 compute threads
(72 defects is sufficient for nano-era transistors [31]). Each thread models a single defect. During each time-step
of the simulation, each thread receives the activity for the next time step (new voltage, time-step, temperature) and
each thread updates capture and emission times according to equation (4.2). Based on the capture/emission times
and the current time, each thread updates the occupancy probability given as [31, 113]:

Pocc(t) = Pocc(ti) +

(
τe

τe + τc
− Pocc(ti)

)
·
(
1− e

t−ti
τsr

)
(5.13)

with τsr =
1

1
τe

+ 1
τc

τc = τc(T, V ) τe = τe(T, V )

Then, a dedicated CUDA random number generator cuRAND (part of CUDA default libraries) provides unique
uniformly distributed random numbers to each thread. This random number rand is compared against Pocc. If
Pocc is larger or equal than rand, then the defect d is occupied and contributes η to the total degradation. If Pocc

is smaller than rand, then defect d is unoccupied and does not contribute η. In programming terms, each thread
contributes either η or 0 to a its unique position in a array (its unique thread ID is used as an array index) in shared
memory. This ensures that no two threads can write to the same variable, removing the need for access locks and
thus improving performance. Now the graphic card uses the "__syncthreads" command to wait for all threads to
finish. After all degradation values of each defect are written to the array, all values of the array are summed up to
obtain the overall∆Vth of the transistor at this time-step.
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5 Step Two - Accelerating Degradation Models

These steps are repeated for each time-step, passing activity to each block (modeling a transistor), in which each
thread updates its defect parameters (capture/emission times) and determines Pocc. Then, cuRAND provides
random numbers to each thread and by comparing rand with Pocc each thread decides if it writes a 0 or η to its
thread index in an array. After all threads are finished, the values are summed and the next time-step is started.

In this process, each transistor has a unique set of defects, which in turn have unique parameters. Therefore, for
identical stress, each transistor experiences different ∆Vth degradation levels, thus modeling BTI variability.

Our approach is massively parallel as each transistor is modeled in its independent CUDA block, with up to 72
threads for up to 72 defects per transistor. As in current technologies the lowest number of defects is 1-2, up to
1024 transistors can be modeled in parallel as our GTX980 features 2048 CUDA cores. This vastly outperforms
multi-core solutions, which can use up to 8 cores and thus 4 transistors in parallel. Recent GTX1080Ti features
even 3096 cores, highlighting the growth in CUDA cores in NVIDIA graphics cards and thus the scalability of our
BTI modeling towards the future.
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Fig. 9: SHE heating the channel of a 14nm FinFET transistor,
reducing channel carrier mobility and thus the ON-current of
the transistor. Additionally, aging phenomena are stimulated
by these elevated channel temperatures [28].

ΔTC % of n-FinFET % of p-FinFET
0 ◦C 2.5 % 2.4 %
62 ◦C 0.0 % 1.2 %
73 ◦C 0.6 % 0.0 %

121 ◦C 2.7 % 0.2 %
140 ◦C 0.0 % 2.1 %

TABLE III: Overview of the peaks of SHE-induced channel
temperature increase across a processor executing a matrix
multiplication benchmark. Based on data from [27]

threshold voltage shift in the transistors and lower their ON-
current. Hence, these aging phenomena lower the performance
of computing systems.

With tiny geometries in the nano-meter range, these defects
became countable (tens of defects compared to thousands
in 32nm and above) and hence each transistor reacts differ-
ently depending its individual defects. This manifests itself
as variability through defects [29], shown in Fig. 10. As
now the response of each transistor is not deterministic and
varies widely, defect-level aging models for BTI and HCD are
necessary. Our work in [26] combined BTI, HCD and other
degradation phenomena into a single defect-level degradation
model and [29] extended that model to include this form of
transistor-to-transistor defect-induced variability.

C. Accelerated Reliability Modeling on GPUs

Reliability modeling and simulations are frequently limited
in scope and detail (accuracy) by their execution time. It
is impossible to simulate each defect in billions of transis-
tors operating at billions operations per second for years of
its lifetime. Especially since the reliability models for the
phenomena become more complex to model ever-evolving
reliability physics on the defect-level for each new technology
generation. General purpose computing on graphics cards
(GPU) has emerged as a potential solution to this issue.
GPUs offer thousands of simple processor cores bound in
structure optimized for massively parallel execution of simple
tasks. Hence, if the algorithms can be mapped to the simpler
execution cores of a GPU (compared to full CPU cores), then
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Fig. 10: Variability in the BTI-induced threshold voltage
shift, despite the exact same stimuli (same constant voltage
and temperature) for each transistor. The differences from
transistor to transistor stem from the different defects in their
gate dielectrics. This complicates BTI modeling for nano-scale
transistors as now to maintain sufficient accuracy, defect-level
aging models [26] [29] are mandatory.
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Fig. 11: GPU-based implementation [30] of defect-level aging
model from [26] [29]. The GPU implementation can model
100k transistors in under 120 seconds and thus enables delay
estimates of large circuits like multipliers.

parallelism beyond 4096 execution cores is possible in a single
graphic card. Our work in [30] showed an implementation
of our defect-level aging model presented in [26]. While
the original MATLAB implementation of the model took
minutes per transistor to estimate its threshold voltage shift (its
degradation), our C implementation reduced this to seconds.
However, this is not fast enough for larger circuits, whereas
our GPU-based implementation can estimate 100k transistors
in under 120 seconds. This allows the inclusion of such
implementation in automated circuit reliability tools such as
CARAT [31], which estimates BTI and HCD on the defect-
level for large circuits such as full SRAM arrays (including
their sense amplifiers and write drivers) with thousands of
transistors.

As circuit reliability estimation tools like CARAT [31] built
on top of Analogue Mixed-Signal (AMS) circuit simulators

�
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Figure 5.9: Performance of our CUDA implementation of our PDO model for Vgs waveforms with 1000 points and different number of
transistors. CUDA outperforms sequential C-code by 10x in all cases. Note, that sequential C is further optimized compared to
reported performance metrics in Section 5.1.4.2, which are represented by a dashed line for a single MOSFET simulation (3 000 s in
MATLAB [153] with code from [31]). Modeling time of 119 s for 100 000 transistors enable circuit level BTI variability modeling
(see Section 4.2).

5.2.3 Parallel PDO Model Performance

Fig. 5.9 highlights how our parallel implementation is able to model 100 000 transistors in less than 120 s. If
normalized to a single transistor, this results in 1.2ms modeling time per transistor. The original MATLAB
implementation from [31] took about 5 minutes (3 000 s) per transistor is shown as a dashed line2.

Our new sequential C implementation (shown in blue) already outperforms Section 5.1, due to algorithmic op-
timization (e.g., smaller data structures for smaller memory footprint, only update necessary variables in each
time-step, cache intermediate results), but only our massively parallel PDO implementation enables large scale
simulations.

To verify this statement, we used our in-house parallel SPICE simulator (see Section 7.1 and [109]) to simulate
32- and 64-bit multipliers with 11 288 and 42 534 transistors, respectively. Each transistor had a unique set of
defects, resulting in a unique occupancy state and thus unique ∆Vth. These simulations resulted in 1.42% and
1.8% BTI-induced propagation delay increase for the 32- and 64-bit multiplier.

2 Settings in Section 5.1 were different, line shown here is identical conditions (e.g., number of data points and different input data).
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6 Step Three - Incorporating Degradation into
Standard Tools

After step two, which accelerated the degradationmodels, themodels are now ready to be integrated and incorporated
into the standard tools. Standard tools in this context are circuit simulators like SPICE for analog circuits and timing
estimation tools like static timing analysis (STA) tools for digital circuits. The timing estimation tools rely on
SPICE to generate cell library information (timing and power information for standard cells) for the estimation
of power and delay for digital circuits [82]. Hence, this works focuses on the SPICE circuit simulator for both
analog and digital circuits, as its the back-end for digital STA tools [82] and directly employed for analog circuit
simulations [112].

The first contribution shows that the current worst-case estimations (SS process corner) are not actual worst-case
estimations with respect activity/workload-induced degradation through phenomena like BTI. This is critical, as
many circuits are general purpose circuits, in which the workload is not pre-determined (e.g., CPUs) and governed by
the end-user. In these cases, the activity/workload must not induce degradations beyond the guardband determined
at design-time to ensure that functionality and reliability can be maintained. This contribution to find the actual
workload-induced worst case, helps determining these necessary guardbands for general purpose circuits. As the
pessimism from SS process corners is removed, custom reliability estimations must ensure that they capture the
entire detrimental impact of the degradation phenomena.

The second contribution is the integration of new phenomena like self-heating into standard tools. Naturally, newly
uncovered degradation phenomena are not immediately supported by the standard tool vendors, so research needs
to step in and provide prototype solutions on how these new phenomena can be considered in the standard tools.

6.1 Worst-Case Aging in Standard Cells

This section is based on my publication [85].
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Figure 6.1: Timing Analysis tools use the theoretical boundaries in the form of SS and FF process corners during a setup and hold timing check.
This highlights the necessity for correct theoretical boundaries for standard cell delays with the actual best and actual worst case.
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6 Step Three - Incorporating Degradation into Standard Tools

Designing for reliability with respect to aging currently relies on theoretical bounds. Theoretical bounds decouple
design from actual occurring conditions, hence simplifying the design process as well as providing guarantees
in which any occurring condition (e.g., elevated temperature, bias conditions) can be tolerated. Typical bounds
are process corners of standard cell libraries. In the following, we explain how process corners act as theoretical
bounds. Additionally, we explain how worst-case timing of circuits is traditionally obtained using the slow-slow
(SS) process corner.

Theoretical Bounds (SS and FF Corners): Theoretical bounds are used throughout circuit design, for example
during setup and hold timing checks within signoff in timing analysis tools (e.g., Cadence Tempus, Synopsys
PrimeTime) shown in Fig. 6.1. Circuit operation is hampered at elevated temperature, lowered voltage, in a badly
manufactured sample, i.e. circuit timing is prolonged. Yet, even under such worst-case conditions, the circuit design
should exhibit no timing violations. For this purpose, every semiconductor manufacturer provides process corners,
typically slow (SS), fast (FF) and typical (TT). These three process corners encompass the worst, best and nominal
(typical) state of the standard cells in the circuit. Manufacturing variability, temperature effects, voltage drops and
many more effects are incorporated in these process corners to provide absolute theoretical bounds.

These process corners are the worst/best case delay/power information for the standard cells offered by the semi-
conductor vendor. In the SS corner the lowest supply voltage is combined with the highest temperature for the worst
transistor with respect to manufacturing. While this condition might never occur, it is crucial to provide guarantees
about the circuit timing. Even under these harsh conditions, the circuit must still meet timing, i.e. it meets timing
for every condition the end user could experience. To reduce pessimism, de-rating is applied. It interpolates timing
between SS and TT corners for the combinational logic (see Fig. 6.1) and thus results in more realistic timing
checks. However, even when de-rating is applied, it relies on the fact that SS corner is the absolute theoretical
upper bound for standard cell delay.

Aging within SS corner: Aging (e.g., Bias Temperature Instability (BTI)1) is considered within process corners.
Its induced degradation (e.g.,∆Vth) is experimentally obtained, at peak stimuli (high temperature, high voltage) to
accelerate degradation. However, these experiments obtain peak degradation occurring in transistors. In order to
account for aging in standard cells, the impact of transistor degradation on cells is simulated, as manufacturing a
cell solely out of worst-case transistors (e.g., with highest process variation) is impossible. Thus, during standard
cell characterization (e.g., in SPICE simulations) uniform peak degradation per transistor (identical worst∆Vth for
all transistors) is applied, as state of the art assumes that worst-case transistor degradation results in worst-case cell
delay. However, in this work, we demonstrate that uniform peak transistor degradation does not lead to worst-case
standard cell delay.

6.1.1 Worst-Case Standard Cell Delay

To determine worst-case standard cell delays, state of the art [74] [79] [81] applies worst-case transistor degradation
uniformly to each transistor. In this section, we demonstrate how such a uniform distribution does not necessarily
lead to the actual worst-case timing. Additionally, we explain how to obtain the actual non-uniform worst-case
degradation with respect to propagation delay of standard cells.

Uniform transistor degradation is not worst-case delay: Figure 6.2 shows a NAND logic gate and compares
the traditional worst-case (the uniform application of peak transistor degradation∆Vth) with the actual worst-case.
The rise propagation delay of a NAND gate does not reach maximum delay when all transistors are uniformly at
peak degradation. The rise propagation delay of a standard cell is defined as the time from the switch of a cell
input until the cell output switches from logic high (e.g., V is above 90% Vdd) to logic low (e.g., V is below 10%
Vdd). Switching the output from high V to low V is performed by discharging the load capacitance at the output

1 If PBTI is negligible (e.g., as reported in [154]), then degradation is still present in NMOS transistors in the form of Hot Carrier Injection.
HCI can analogously be considered in this work, as it shifts the same transistor parameters (e.g.,∆Vth) as BTI (see “Degraded transistors”
in Section 6.1.3).
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Degraded
pull-up 

network

Degraded
pull-down 
network

Traditional Worst-Case
100% Degradation in all Transistors

Weak pull-up and pull-down 
are not worst possible  

opposition to each other.

NAND Gate
Inputs   A1 A2
Output       ZN

Degraded
pull-up 

network

Fresh
pull-down 
network

Actual Worst-Case
Rise Delay 
ZN: 0→1

Maximum opposition to 
rise of output

Fresh
pull-up 

network

Degraded
pull-down 
network

Actual Worst-Case
Fall Delay
ZN: 1→0

Maximum opposition to 
fall of output

Strong Current
Weak Current

Figure 6.2: Traditional worst-case for the propagation delay in standard cells is a uniform 100% degradation across all transistors. During
the switch in the output, both the pull-up and pull-down network are conducting. When the output is rising (ZN : 0 → 1) the
pull-up network increases the voltage at ZN , while the pull-down network opposes that and aims to keep the voltage at logic low
(ZN = 0V ). Therefore, the actual worst case for the rise propagation delay is 100% degradation in the pull-up network (weakest
possible rising current) and 0% degradation in the pull-down network (strongest possible opposing current). Fall delay is vice versa.
The nMOS and pMOS transistors in this work are regular planar 45nm MOSFETs [3]. However, our approach is not limited to a
specific CMOS technology, but analogously can be applied to other technologies exhibiting BTI effects.

over the pull-down network of the cell. Importantly, during the switch, both pull-up and pull-down are conducting,
the pull-up network (orange) of the cell opposes the pull-down network (blue). Therefore, the worst-case rise
propagation delay occurs when the pull-down network suffers maximum degradation, but the pull-up network
is free of degradations (fresh). This results in the lowest driving current from the pull-down network with the
maximum opposing current from the pull-up network, i.e. the lowest total charging current to charge the load
capacitance and hence the slowest switch from logic high to low.

It is imperative to obtain the actual worst case for each standard cell in terms of timing for SS corners. If the cell
delays in the SS corner are not the worst possible values, then no guarantees can be given about the reliability
of the designed circuit. A combination of transistor degradations (∆Vth mapped to transistors) could be found,
which would result in longer cell delay values than the SS corner. This means, that timing analysis fails to
provide guarantees, i.e. timing violations could occur. Especially if de-rating is applied to reduce pessimism,
timing violations are not just theoretical, but start to occur under typical operating conditions as safety margins are
reduced. To continue to provide guarantees, we propose to characterize the SS corner with the corrected stronger
impact of aging at its worst. Existing SS corners should be re-characterized as exemplified in this work.

Obtaining the worst-case delay: In order to obtain the worst-case rise and fall propagation delays of a standard
cell, each cell should be analyzed with each combination of transistor degradations (mapping ∆Vth to transistors).
For instance, abstracting degradation to 10 steps in a 22 transistor AOI221 standard cell, 1022 combinations exists,
leading to an unfeasible large search space to explore.

Instead, in this work, we exploit circuit topology to significantly reduce the number of combinations to make
the search for worst-case cell delays feasible. Not every combination of transistor degradations can occur, as
(with respect to aging) transistor activity governs transistor degradation [8]. Circuit topology creates dependencies
between transistor activities and hence transistor degradations. For example, in an inverter both transistors share
the same gate node as the input and as such must have opposing degradations (if one transistor is under stress
(increasing degradation), the other is under recovery (decreasing degradation)). Thus, degradation in these two
transistors is correlated. By considering these correlations, we can reduce the search space to all possible transistor
degradation combinations, i.e. a feasible search space (see Fig. 6.3). This allows us to find the worst-case rise/fall
propagation delay of standard cells in the scope of aging.
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Figure 6.3: Not every duty cycle combination for the transistors can occur, as the topology of the gate connects the gates of the transistors. Three
standard cells from the NanGate library [137] are shown. a) the NAND cell can have static inputs which lead to the worst-case rise
propagation delay. b) No combination of static inputs can be found for the OR gate to reach its worst case. Hence, the worst-case is
based on dynamic inputs (0 < d < 1). c) Dynamic worst-case input vector for a tristate buffer. The inputs are not static at logic
0 or logic 1, but instead dynamic input signals. For these signals, the duty cycle d (of-/off-ratio) which results in the worst rise
propagation delay is shown each transistor. Note how the values differ from each other, i.e. how a non-uniform degradation results
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Our contributions within this work are:

1. Demonstrating for the first time, how considering a uniform degradation of worst-case transistors does not
necessarily result in the worst-case delay of standard cells. Thus, the created SS corners fail to provide timing
guarantees.

2. Creating SS corners with actual worst-case timing through employing worst-case input vectors for standard
cells. Our approach efficiently determines the combination of transistor degradation resulting in worst-case
standard cell propagation delays.

6.1.2 Related Work

To clearly distinguish our work from state of the art, we provided the following itemized overview (as a reminder
on top of the related work Section 3):

1. Estimating the worst-case standard cell rise and fall propagation delay based on worst-case input vectors.

2. Considering the effects of parasitics, input signal slew and load capacitance in our circuit simulations (e.g.,
integration-based duty cycle abstraction). They change the worst-case input vectors and provide higher
accuracy.

3. Explore the impact of worst-case delays on complex circuits like entire microprocessors.

6.1.3 Worst-Case Timing for Standard Cells

The goal of this work is to obtain the worst rise and fall propagation delays of standard cells. For this purpose,
our approach employs searches for the worst-case input vectors, i.e. the input signal activities at which these worst
delays occur. An overview of our approach is shown as a process flow in Fig. 6.4. We discuss the individual steps
in the order of appearance in the figure.
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Figure 6.4: Process Flow of our approach. The steps 2 until 5 are looped until the worst-case input vector is found. As this loop is repeated
many times, we employ our own SPICE-based delay estimation. Steps 6 until 10 are run just once and therefore use standard EDA
tools to ensure compatibility with other tools (e.g., timing analysis).

6.1.3.1 Worst-Case Input Vectors

Computational complexity of non-uniform transistor degradation: State of the art [74,79,81] assumes that the
worst-case standard cell delay occurs under uniform peak transistor degradation. As mentioned before, this weakens
the opposition to the signal change (i.e. pull-down network is weakened on a 0 → 1 switch) and therefore does
not result in the actual worst-case cell delay. As a result, another combination of (non-uniform) degradation must
result into the actual worst-case degradation. However, it is impossible to check every combination of transistor
degradation to find that worst-case combination resulting in the worst delay. Cells like AOI221, flip-flops and
adders have 15-30 transistors, thus even by discretizing degradation to 10 steps, this results in 1015 − 1033 possible
combination to check for worst-case delay.

In order to reduce the search space, this work exploits circuit topology. For example, a full adder has 3 inputs
but 10 transistors. Again signal activity is discretized across the inputs in 10% steps from 0% to 100%. For our
3-input adder 103 combinations have to be checked, a significant reduction compared to 1010 when iterating over
transistors. Similarly, AOI221 has 5 inputs, resulting in 105 checks. This significantly reduces the search space
and makes it computationally feasible. Standard cells feature just a few inputs (2-6 in NanGate cell library [137]),
ensuring the feasibility of our approach as a single check is a fast SPICE simulation of a tiny circuit (a standard
cell), typically performed in less than a second.
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Cell input vectors: A standard cell has n inputs in and m outputs om, each of these inputs in can feature a signal
activity from 0% (in = 0) to 100% (in = 1). Based on the activity at the inputs, for each of the k transistors within
the cell, a duty cycle dk (on-/off-ratio of the transistor) occurs based on the topology of the standard cell. These
dk govern aging and therefore are later used to calculate the resulting aging-induced degradation. According to
the duty cycle dk of a transistor, the transistors exhibits the ON-phase at the end, i.e. a duty cycle dk of 30% is a
transistor which is 70% of the time period OFF followed by 30% of the time period ON (high gate voltage). This
allows us to ensure that the peak degradation (∆Vth) occurs at the end of the simulation (i.e. no BTI recovery) and
in all transistors simultaneously, which is necessary to obtain worst-case propagation delays of cells.

Our approach iterates through all the inputs combinations with each input sweeping from from 0% → 100%
activity. Step size (e.g., 10%) and step size optimization is discussed in Section 6.1.3.2. An iteration consists of a
n-dimensional vector i⃗ with an activity value in each dimension. This vector i⃗ is called input vector and results in
d⃗ the duty vector and output vector o⃗:

i⃗ =




i1
...
in


 ⇒ d⃗ =




d1
...
dk


 and o⃗ =




o1
...
om




Obtaining transistor duty cycles: In order to determine the corresponding duty cycles dk, each i⃗ results in a circuit
simulation (e.g. in SPICE). n Piece-Wise Linear (PWL) voltage sources are created to generate a pulsed waveform
for each in which matches the given signal activity. Then based on the netlist for standard cell, SPICE provides the
dk for all k transistors by calculating the on-/off-ratio of the signal at the gate terminal of each transistor. We obtain
dk for transistor k by calculating the integral of the voltage signal VG at the gate of the transistor and dividing it by
the integral of the supply voltage (which is always logic 1, i.e. d = 1):

dk =

∫ tend

tstart
VG(k) dt∫ tend

tstart
Vdd dt

(6.1)

Employing SPICE simulations for these calculations, instead of abstracted signal equations (e.g., based on the
boolean function) [81] has two main advantages. First, standard cells can have different implementations, for
example a NAND cell with a fan-out of four can be implemented in two different ways. Option one is a NAND cell
with four wide (e.g., 270nm) transistors for sufficient drive strength to achieve a fan-out of four. Option two is a
multi-stage cell with four minimum width transistors (e.g., 90nm) AND cell followed by an inverter with two wide
transistors to achieve a fan-out of four. For more complex cells like AOI, flip-flops and adders, up to 10 different
implementations exist in commercial cell libraries. Importantly, each implementation has different duty cycles due
to the different topology, resulting in a different worst-case input vector. Using SPICE considers circuit topology
and extracts the actual duty cycles and thus determines the worst-case input vector for that specific cell topology.

Secondly, the resulting duty cycle can be estimated by considering standard cells under the joint impact of parasitics
(capacitive, resistive), input signal slews and load capacitances. Our previous work in [82] and Fig. 6.6 shows how
large the impact of these effects is on the cell delay, thus it must be considered.

Degraded transistors: With d⃗ known, the degradation (e.g., ∆Vth) of each transistor is estimated in an aging
model. The model should be a physics-based aging model to correctly incorporate the duty cycle dependence of
BTI [8] [113]. BTI depends on V, T and d [155] [113] and for a worst case, i.e. a theoretical upper bound, V, T are
kept at their worst values at all times. Typical values for a 45nm technology are Vaging = 1.2V, Taging = 125◦C

[137]. The duty cycle dk for each transistor k is extracted for each input vector as explained in the previous section.
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6.1 Worst-Case Aging in Standard Cells

In order to incorporate the degradation in SPICE, we propose to change the transistor modelcards. These transistor
modelcards contain the parameters for the transistor model (e.g., BSIM4) and are provided by the semiconductor
vendors for SS, TT and FF corners. In order to obtain the SS transistor modelcard without aging as a starting
point, we estimate the peak degradation per transistor with maximum V, T, d and subtract that ∆Vth from the
current Vth value found in the SS modelcard. In this manner, we maintain the shifts of other effects (e.g., process
variability) and only removed aging. To estimate ∆Vth, our approach employs the aging model of our previous
work [113] (which is based on [31]) as it features accurate duty cycle modeling. As V, T are constantly kept at
their worst values (Vaging, Taging) and d is the only dynamic value, it is possible to create a degraded transistor
Look-Up-Table (LUT). For all duty cycles d ranging von 0 to 1 in 0.01 increments we estimate∆Vth and incorporate
that in a modelcard. This results in 101 nMOS and 101 pMOS degraded transistor model cards. This reduces the
computational complexity, as the computationally intensive aging models are only used to create a LUT. Thus, 202
entries from as many aging model estimations are replacing calling the aging models for each transistor in thousands
of cells (as seen in commercial cell libraries). This degraded transistor LUT is re-used for cell characterization.

Cell delay estimation under different input vectors: After the degraded transistor modelcards are ready and d⃗ is
determined, the propagation delays of the standard cells are determined with SPICE. The standard cell netlists are
annotated to use the degraded transistors from the LUT. For example, if for the current input vector it is determined
that a transistor has a d = 0.36, then the netlist is edited so that this transistor uses the matching degraded transistor
modelcard with BTI-induced degradations at Vaging = 1.2V, Taging = 125◦C, d = 0.36. Algorithm 4 describes
the general overview of the estimation of the worst-case input vectors for a 2-input standard cell. For standard cells
with more inputs, the number of for-loops increases to sweep the duty cycles for each input.

Cell characterization tools like SiliconSmart [138] could be used for the same purpose, but they simulate all
conditions (rise/fall delay for each output pin) every time. This is unnecessary, as the worst-case input vectors are
different for rise and fall delay (see Fig. 6.2), forcing us to discard at least half the results (e.g, rise delay simulation
while the circuit is configured with a worst-case vector for fall delay). Therefore, we implemented our own tool,
which obtains the worst-case input vectors by only simulating the necessary cases.

Worst-case input vectors: This entire process is looped over all the possible combinations of inputs vectors. For
each input vector i⃗, the duty cycles dk are determined, resulting degraded transistor parameters obtained from the
LUT and then rise/fall delays estimated in the degraded cell SPICE simulations. If the rise or fall delay in this
iteration is longer than the current worst-case rise or fall delay, than the input vector of this iteration is stored as the
worst-case input vector for rise/fall delay at that output. After all input vectors have been simulated, the worst-case
input vector for each output in both rise/fall delay is found. By iteratively searching for the worst vectors for every
path (input to output pin) and case (rise or fall) individually, we can guarantee that we find the input vectors resulting
in the worst propagation delay for every path.

Worst-case degraded standard cells: After the worst input vectors are found, we create matching degraded
standard cell netlists for each vector. For each cell and each i⃗, we create an annotated netlist. Each worst vector i⃗ is
the worst case for an output pin, resulting in worst rise/fall delay for that pin. For this vector i⃗, each transistor in the
netlist gets degraded parameters from the LUT, according to its d under worst i⃗ and thus creates the worst degraded
standard cell for that case.

Cell characterization: Our goal is to re-characterize the SS corner cell library in which aging effects are correctly
considered. Therefore, we employ the standard EDA characterization tool to maintain full compatibility with the
rest of the EDA tools by creating liberty files. A “liberty file” is a standard file format containing delay tables
for each output pin in each standard cell under different signal slews and output load capacitances. SiliconSmart
characterizes the cells with worst degraded cell SPICE netlists, i.e. annotated netlists in which each transistor has
a degradation according to the worst-case input vectors of that cell. The tool creates a liberty file based on these
worst standard cell netlists.

The conditions of the characterization include different signal slews and output load capacitances. As discussed
previously, considering these effects is mandatory for accurate results [82]. Furthermore, the SS corner mandates
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6 Step Three - Incorporating Degradation into Standard Tools

worst conditions for delay estimation, i.e. VSS = 0.8V, TSS = 125◦C instead of Vaging = 1.2V, Taging = 125◦C.
The low voltage with high temperature results in the worst possible cell delay. Note, that this is indeed unrealistic,
but as mentioned before, the SS corner is meant as a theoretical upper bound for delay. Therefore, the discrepancy
between aging and delay conditions is not an artefact, but instead purposefully chosen to be the individual worst
conditions for aging and characterization.

Obtaining re-characterized SS process corner: For each case (rise/fall, each output pin) our approach determined
a worst-case input vector and created a corresponding liberty file during cell characterization. Nowwe extract solely
the meaningful delay information from each liberty file and merge it into a single liberty file, which will be our SS
process corner cell library. In practice, each liberty file contains a single case, e.g., worst fall delay for output pin
ZN. Worst rise delay for pin ZN is in a different liberty with its own i⃗. As each delay is the obtained under different
worst-case transistor degradations, the merged cell library is our re-characterized SS corner. It contains the actual
worst-case propagation delay values of the standard cells and as such can serve as a sound theoretical upper bound
for delay in a setup and hold check.

Necessity for Brute-Force Approach: Our approach is a brute-force search through the search space, which is
necessary to accurately obtain the worst-case input vectors. It seems like a crude solution, but it is necessary as
more elegant abstract approaches introduce severe inaccuracies.

To exemplify, we discuss two solution: a) functional analysis: duty cycle extraction based on Boolean function of
standard cell (frequently employed in automated test pattern generation (ATPG)) b) dependency graphs: mapping
transistor activity correlation (from circuit topology) to a dependency graph to solve for duty cycles or use graph
criteria (e.g., find paths with maximum weights from input to output and relate the weights) to obtain worst-case
input vectors from graph directly.

Both solutions result in inaccurate duty cycles. Slowly changing signals (large slews) result in long times in which
a transistor is neither at Vdd or Vss potential, i.e. neither in full stress/recovery. Similarly, parasitics (especially
charging parasitic capacitances) delays or prolongs stress/recovery. Additionally, as mentioned before, cells often
feature different implementations with different topologies. All these issues can only be considered in circuit
simulation (e.g., in SPICE), for example by using our integration-based duty cycle extraction.

Similarly, cell delay estimations are also significantly affected by both topology of the individual implementation as
well as signal slews, load capacitances and parasitics (see Fig. 6.6). Therefore, all commercial cell characterization
tools (e.g., Synopsys SiliconSmart, Cadence Liberate) create liberty files with delay tables based on SPICE circuit
simulations as other solutions introduce unacceptable inaccuracies.

6.1.3.2 Scalability of Input Vector Estimation

Our approach scales exponentially with the number of inputs with the base as the granularity of the input for loops:
#simulations = cn with n as the number of inputs and c as the step-width (e.g. 1%) for the signal activities of
the inputs. For larger cells with 6 or more inputs, this is still computationally intense. To combat this issue, the
step-width c can be coarse-grained for initial simulations and iteratively moved to finer granularity:

c = 20 for i1 ∈ [0, 100]i2 ∈ [0, 100] ⇒ i⃗worst(i1, fall) =


0.2

0.4




c = 5 for i1 ∈ [10, 30]i2 ∈ [30, 50] ⇒ i⃗worst(i1, fall) =


0.25

0.35




c = 1 for i1 ∈ [20, 30]i2 ∈ [30, 40] ⇒ i⃗worst(i1, fall) =


0.23

0.37



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6.1 Worst-Case Aging in Standard Cells

Algorithm 4 Obtain Worst-Case Input Vector and Worst-Case Delay for Standard Cell
Require: V, T, f, tslew, Cload and standard cell netlist
1: for i1, i2, ..., in ∈ [0, 100] do ▷ Loop for each input i1 till in

2: Set i⃗ =




i1
...
in




3: Add PWL voltage sources based on i⃗ and tslew
4: Add duty cycle measurement statements to netlist
5: Add output capacitance Cload

6: Simulate netlist in SPICE at Vdd = V, Tsim = T
7: Get d⃗ and o⃗
8: Load original netlist
9: Annotate each transistor k with dk ∈ d⃗
10: Add PWL voltage sources with in = 50 and f(in) = 2n with input signal slew tslew
11: Add delay measurement statements to netlist
12: Add output capacitance Cload

13: Simulate netlist in SPICE at Vdd = V, Tsim = T
14: Get ∀in ∈ i⃗ : tdelay(in, rise) and tdelay(in, fall)
15: for every in ∈ i⃗ do
16: if tdelay(in, rise) > tworst

delay (in, rise) then
17: Set tworst

delay (in, rise) = tdelay(in, rise)

18: Set i⃗worst(in, rise) = i⃗
19: end if
20: if tdelay(in, fall) > tworst

delay (in, fall) then
21: Set tworst

delay (in, fall) = tdelay(in, fall)

22: Set i⃗worst(in, fall) = i⃗
23: end if
24: end for
25: end for

In our studied NanGate library [137] standard cells feature up to 6 inputs. On a normal Desktop PC (Core i5,
8GB RAM, SSD) finding the worst-case input vectors for a 2-input standard cell takes ≈ 7 seconds, while the rare
complex 6-input standard cells take ≈ 2 hours.

Note, that the characterization under a range of input vectors i⃗ is trivially parallelizable and thus can be significantly
enhanced on multi-core CPU. Our implementation is merely a proof of concept and not optimized in terms of
performance, i.e. single-threaded CPU without aforementioned granularity stepping. Our studied NanGate library
with just a few gates with 5 or 6 inputs did not require such optimizations, while larger cell libraries might.

6.1.4 Evaluation

Experimental Setup: Ourwork uses theNanGate FreePDK45GenericOpenCell Library [137] for the netlists (with
and without parasitics) of the standard cells. NanGate provides matching 45nm predictive technology models [3]
transistormodels. We employed the open-source ngspice as our SPICE engine. TheBTI agingmodels are from [113]
based on [31]. The aging calculations were performed at worst-case stimuli Vaging = 1.2V, Taging = 125◦C ,
while the cell characterization followed SS conditions VSS = 0.8V, TSS = 125◦C.
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6 Step Three - Incorporating Degradation into Standard Tools

6.1.4.1 Worst Input Vectors

We evaluate our approach by reporting the worst-case input vectors and the resulting propagation delay in a selection
of standard cells. Our approach works for all combinational cells in the NanGate library2, however as the internal
duty cycles can only be shown on space consuming circuit schematics, only a few interesting examples can be shown
to prove our concept. However, our introduction with Fig. 6.2 and Fig. 6.3 feature additional cases.
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Figure 6.5: Comparison of the traditional worst-case and our worst-case for the OR2_X1 and XOR2_X1 gate fromNanGate library. Our worst-case
has a 36.8% higher rise propagation delay in OR2 and 23.3% higher fall delay in XOR2 than the traditional worst-case, despite less
aging-induced degradation per transistor.

1) OR2_X1: The OR2_X1 cell is implemented as a 2-input NOR Gate with fan-out 1 (X1) inverter stage. Therefore,
one part of pull-up network is the PMOS transistor in the output stage (the inverter) and a part of the pull-down is
the nMOS transistor in the output stage. However, our approach placed the main degradation in the earlier input
stage, directly connected to the inputs. For this specific cell a signal activity of 0% for input A1 and 10% for
input A2 leads to the highest degradation in the rise propagation delay (see Fig. 6.5). This non-uniform transistor
degradation leads to 36.8% higher than the traditional worst-case with uniform dk = 1 for all k transistors. This
highlights, that is imperative to consider the non-uniform duty cycles created by the worst-case input vectors, as this
36.8% underestimation of propagation delay leads to unreliable systems. Should the OR2_X1 be stimulated by the
worst-case input vectors, then timing violations would occur, as the clock frequency would be set to aggressively.

2) XOR2_X1: In Fig. 6.5, the XOR2_X1 cell is shown, as an example of a complex cell, i.e. a cell with internal nodes
(transistor not connected directly to the input). While a simple cell NAND2_X1 has an obvious worst-case (see Fig.
6.2), the XOR2_X1 is hard to solve manually, despite exhibiting just 2 inputs. The challenge of the XOR2_X1 cell are
10 transistors, some in parallel, some sequential and some dependent of the output of others (i.e. connected to an
internal node). Our brute-force automated approach solves complex cells effortlessly.

2 Note, that the resulting signal activities and duty cycles are round numbers due to the clean 2:1 pmos:nmos sizing of the transistors within
the NanGate library. For more optimized cells with different size ratios, like in commercial libraries, both signal activities and duty cycle
are more interesting.
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Fig. 5. Comparison of the traditional worst-case and our worst-case for the
OR2_X1 and XOR2_X1 gate from NanGate library. Our worst-case has a
36.8% higher rise propagation delay in OR2 and 23.3% higher fall delay in
XOR2 than the traditional worst-case, despite less aging-induced degradation
per transistor.

enhanced on multi-core CPU. Our implementation is merely a
proof of concept and not optimized in terms of performance,
i.e. single-threaded CPU without aforementioned granularity
stepping. Our studied NanGate library with just a few gates
with 5 or 6 inputs did not require such optimizations, while
larger cell libraries might.

V. EVALUATION

Experimental Setup: Our work uses the NanGate
FreePDK45 Generic Open Cell Library [18] for the netlists
(with and without parasitics) of the standard cells. NanGate
provides matching 45nm predictive technology models [1]
transistor models. We employed the open-source ngspice as
our SPICE engine. The BTI aging models are from [19] based
on [7]. The aging calculations were performed at worst-case
stimuli Vaging = 1.2V, Taging = 125◦C , while the cell
characterization followed SS conditions VSS = 0.8V, TSS =
125◦C.

A. Worst Input Vectors

We evaluate our approach by reporting the worst-case input
vectors and the resulting propagation delay in a selection of
standard cells. Our approach works for all combinational cells
in the NanGate library2, however as the internal duty cycles
can only be shown on space consuming circuit schematics,
only a few interesting examples can be shown to prove our
concept. However, our introduction with Fig. 2 and Fig. 3
feature additional cases.

2Note, that the resulting signal activities and duty cycles are round numbers
due to the clean 2:1 pmos:nmos sizing of the transistors within the NanGate
library. For more optimized cells with different size ratios, like in commercial
libraries, both signal activities and duty cycle are more interesting.
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Fig. 6. Impact of input signal slew and load capacitance on both the traditional
worst-case (all transistors 100% duty cycle) and our worst-case (based on
worst-case input vector) for the XOR2_X1 gate from NanGate library. Due
to the considerable differences, considering both signal slew as well as load
capacitance is important to obtain accurate delays.

1) OR2_X1: The OR2_X1 cell is implemented as a 2-
input NOR Gate with fan-out 1 (X1) inverter stage. Therefore,
one part of pull-up network is the PMOS transistor in the
output stage (the inverter) and a part of the pull-down is the
nMOS transistor in the output stage. However, our approach
placed the main degradation in the earlier input stage, directly
connected to the inputs. For this specific cell a signal activity
of 0% for input A1 and 10% for input A2 leads to the
highest degradation in the rise propagation delay (see Fig. 5).
This non-uniform transistor degradation leads to 36.8% higher
than the traditional worst-case with uniform dk = 1 for all
k transistors. This highlights, that is imperative to consider
the non-uniform duty cycles created by the worst-case input
vectors, as this 36.8% underestimation of propagation delay
leads to unreliable systems. Should the OR2_X1 be stimulated
by the worst-case input vectors, then timing violations would
occur, as the clock frequency would be set to aggressively.

2) XOR2_X1: In Fig. 5, the XOR2_X1 cell is shown, as
an example of a complex cell, i.e. a cell with internal nodes
(transistor not connected directly to the input). While a simple
cell NAND2_X1 has an obvious worst-case (see Fig. 2), the
XOR2_X1 is hard to solve manually, despite exhibiting just 2
inputs. The challenge of the XOR2_X1 cell are 10 transistors,
some in parallel, some sequential and some dependent of the
output of others (i.e. connected to an internal node). Our brute-
force automated approach solves complex cells effortless.

Impact of Signal Slew and Load Capacitance: Fig. 6
shows the impact of the signal slew and load capacitance
on the circuit. As the impact of both signal slew and load
capacitance is significant, it must be considered (in line with
[14] [4] [16]). As signal slews and load capacitances can
only be accurate considered in a SPICE circuit simulation,
the necessity for a brute-force approach is clear.

Asymmetry for Inputs: Most standard cells are not sym-
metrical with respect to their topology. In NAND2_X1, the
nMOS transistor connected to A1 ages less if the nMOS tran-
sistor connected to A2 is off. The lower transistor (nMOS:A2)
acts as a resistor, increasing the potential at the source terminal
of the upper transistor (nMOS:A1). BTI is driven by the gate-

Figure 6.6: Impact of input signal slew and load capacitance on both the traditional worst-case (all transistors 100% duty cycle) and our
worst-case (based on worst-case input vector) for the XOR2_X1 gate from NanGate library. Due to the considerable differences,
considering both signal slew as well as load capacitance is important to obtain accurate delays.

Impact of Signal Slew and Load Capacitance: Fig. 6.6 shows the impact of the signal slew and load capacitance
on the circuit. As the impact of both signal slew and load capacitance is significant, it must be considered (in line
with [28] [79] [82]). As signal slews and load capacitances can only be accurate considered in a SPICE circuit
simulation, the necessity for a brute-force approach is clear.

Asymmetry for Inputs: Most standard cells are not symmetrical with respect to their topology. In NAND2_X1,
the nMOS transistor connected to A1 ages less if the nMOS transistor connected to A2 is off. The lower transistor
(nMOS:A2) acts as a resistor, increasing the potential at the source terminal of the upper transistor (nMOS:A1). BTI
is driven by the gate-source potential difference [8] and thus the upper transistor ages less. This is called the stacking
effect [83] and, as we employ circuit simulations, is automatically considered by our duty cycle extraction. The
impact of the stacking effect, is that for the same input signal slew and load capacitance, tworst

delay (A2, fall) = 13.1ps,
while tworst

delay (A1, fall) = 10.3ps. Details like these, which have a 30% impact (10.3ps compared to 13.1ps) on
the result can only be considered by crude brute-force circuit simulation approaches.

6.1.4.2 Cell Library and Timing Analysis

Our approach can estimate worst-case timing for small circuits with limited number of inputs like standard cells,
but also sense-amplifiers, ring-oscillators, etc. However, any commercial design vastly exceeds the capabilities of
both our approach and circuit simulators, as they feature millions of cells, i.e. billions of transistors (e.g., current
microprocessors). In order to determine the worst-case timing of such circuits, to determine the correct (maximal
yet safe) clock frequency, we must employ timing analysis tools like Synopsys PrimeTime. Timing analysis tools
can estimate the timing behavior in complex circuits. Our approach is fully compatible to these existing EDA tool
flows, i.e. created compatible SS corners. Thus, we can leverage their timing analysis to evaluate the worst-case
timing of complex circuits.

In order to re-characterize the SS corner, we employ our approach as described in the previous section. In practice,
in Fig. 6.2 we obtain the duty cycles for the worst-case rise delay on the path A1:ZN. We then use the cell library
characterization tool SiliconSmart to characterize the standard cell under that netlist and thus obtain a liberty file
with the worst timing for the path A1:ZN(rise). We repeat this process for all paths A1:ZN(fall), A2:ZN(rise) and
A2:ZN(fall), i.e. 3 more characterizations. We discard all the mis-matched timing information (e.g. A1:ZN(fall)
information during the characterization of the cell with worst-case duty cycles based on A1:ZN(rise)). Then the 4
remaining cell timing tables are concatenated to form a full characterization of NAND2_X1 in which each path was
characterized with its corresponding worst-case input vector, i.e. the actual worst-case delay. This is then repeated
for all other cells.

119



6 Step Three - Incorporating Degradation into Standard Tools
8

0
500

1000
1500
2000
2500
3000
3500

RIS
CP6

b1
9

DCT
ID

CT SPI
DSP

VLIW
Roc

ke
t

BOOM

55%

49%

∆tdelay

a)

0
200
400
600
800

1000
1200
1400
1600

RIS
CP6

b1
9

DCT
ID

CT SPI
DSP

VLIW
Roc

ke
t

BOOM

Ave
rag

e

+526%

+479%

b)

t d
e
la

y
[p

s]
Reference
Traditional [5]

Worst-Case Input Vector

∆
t d

e
la

y
[p

s]

+504%

Fig. 7. a) Comparison of the guardband (increase in clock period to tolerate aging-induced degradation) between our worst-case input vector and the traditional
uniform degradation approach. b) Comparison of the guardband (increase in clock period to tolerate aging-induced degradation) between our worst-case input
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source potential difference [6] and thus the upper transistor
ages less. This is called the stacking effect [17] and, as we
employ circuit simulations, is automatically considered by our
duty cycle extraction. The impact of the stacking effect, is
that for the same input signal slew and load capacitance,
tworst
delay (A2, fall) = 13.1ps, while tworst

delay (A1, fall) = 10.3ps.
Details like these, which have a 30% impact (10.3ps compared
to 13.1ps) on the result can only be considered by crude brute-
force circuit simulation approaches.

B. Cell Library and Timing Analysis
Our approach can estimate worst-case timing for small

circuits with limited number of inputs like standard cells,
but also sense-amplifiers, ring-oscillators, etc. However, any
commercial design vastly exceeds the capabilities of both our
approach and circuit simulators, as they feature millions of
cells, i.e. billions of transistors (e.g., current microprocessors).
In order to determine the worst-case timing of such circuits, to
determine the correct (maximal yet safe) clock frequency, we
must employ timing analysis tools like Synopsys PrimeTime.
Timing analysis tools can estimate the timing behavior in
complex circuits. Our approach is fully compatible to these
existing EDA tool flows, i.e. created compatible SS corners.
Thus, we can leverage their timing analysis to evaluate the
worst-case timing of complex circuits.

In order to re-characterize the SS corner, we employ our
approach as described in the previous section. In practice,
in Fig. 2 we obtain the duty cycles for the worst-case rise
delay on the path A1:ZN. We then use the cell library
characterization tool SiliconSmart to characterize the standard
cell under that netlist and thus obtain a liberty file with the
worst timing for the path A1:ZN(rise). We repeat this process
for all paths A1:ZN(fall), A2:ZN(rise) and A2:ZN(fall), i.e.
3 more characterizations. We discard all the mis-matched
timing information (e.g. A1:ZN(fall) information during the
characterization of the cell with worst-case duty cycles based
on A1:ZN(rise)). Then the 4 remaining cell timing tables are
concatenated to form a full characterization of NAND2_X1
in which each path was characterized with its corresponding
worst-case input vector, i.e. the actual worst-case delay. This
is then repeated for all other cells.

With this re-characterized SS corner, we can perform a
worst-case timing analysis of any complex circuit, as this

TABLE I
CELL COUNT OF EACH CIRCUIT

Circuit Cells Source
B19 4587 ITC’99 [22]
SPI 1734 OpenCores [23]

DCT 26694 UT Austin [16]
IDCT 26754 UT Austin [16]

RISC6P 11188 ASIP Designer [24]
VLIW 9071 ASIP Designer [24]
FFT 2235 ASIP Designer [24]
DSP 5314 ASIP Designer [24]

Rocket 21797 Berkeley [25]
BOOM 93113 Berkeley [26]

cell library is a regular liberty file. Fig. 7a shows the delays
of the various circuits for the traditional worst-case (uniform
peak degradation for all transistors [5]) and our worst-case
(worst-case input vectors). On average, each circuit delay is
52% longer with our worst-case compared to the traditional
worst-case. The DCT (discrete cosine transformations) cir-
cuit exhihibits the smallest difference with 49.65%, while
the Berkeley Out-or-Order Machine (BOOM) processor [26]
shows the largest difference with 55.59%.

The shift in the critical path delay ∆tdelay is shown in Fig.
7b. This isolates the impact of aging on the circuit delay,
as the reference delay is subtracted. Fig. 7b illustrates the
significance of our worst-case approach versus the traditional
worst-case, as the impact of BTI on the circuit delay is on
average 504%. It is lowest for DCT with 479% and highest
for BOOM with 526%. Therefore, considering the traditional
worst-case based on uniform peak transistor degradation un-
derestimates aging-induced degradation by up to 526%. This
results in timing violations if the circuit frequency is chosen
based on these delays.

VI. CONCLUSION

We demonstrated how worst-case degradation uniformly
applied to each transistor within a standard cell does not
capture the actual worst-case of a cell. Instead, we proposed an
automated approach to extract the worst signal activities of the
input cells, which result in the worst-case rise/fall propagation
delay of the standard cell. The worst-case rise/fall delay is then
used in EDA tools to create degraded cell libraries, which are
vital for the design of reliable on-chip systems. Our evaluation

Figure 6.7: a) Comparison of the guardband (increase in clock period to tolerate aging-induced degradation) between our worst-case input
vector and the traditional uniform degradation approach. b) Comparison of the guardband (increase in clock period to tolerate
aging-induced degradation) between our worst-case input vector and the traditional uniform degradation approach

Table 6.1: Cell count of each circuit

Circuit Cells Source

B19 4 587 ITC’99 [140]
SPI 1 734 OpenCores [156]
DCT 26 694 UT Austin [82]
IDCT 26 754 UT Austin [82]
RISC6P 11 188 ASIP Designer [157]
VLIW 9 071 ASIP Designer [157]
FFT 2 235 ASIP Designer [157]
DSP 5 314 ASIP Designer [157]
Rocket 21 797 Berkeley [158]
BOOM 93 113 Berkeley [159]

With this re-characterized SS corner, we can perform a worst-case timing analysis of any complex circuit, as this
cell library is a regular liberty file. Fig. 6.7a shows the delays of the various circuits for the traditional worst-case
(uniform peak degradation for all transistors [81]) and our worst-case (worst-case input vectors). On average, each
circuit delay is 52% longer with our worst-case compared to the traditional worst-case. The DCT (discrete cosine
transformations) circuit exhihibits the smallest difference with 49.65%, while the Berkeley Out-or-Order Machine
(BOOM) processor [159] shows the largest difference with 55.59%.

The shift in the critical path delay ∆tdelay is shown in Fig. 6.7b. This isolates the impact of aging on the circuit
delay, as the reference delay is subtracted. Fig. 6.7b illustrates the significance of our worst-case approach versus
the traditional worst-case, as the impact of BTI on the circuit delay is on average 504%. It is lowest for DCT with
479% and highest for BOOM with 526%. Therefore, considering the traditional worst-case based on uniform peak
transistor degradation underestimates aging-induced degradation by up to 526%. This results in timing violations
if the circuit frequency is chosen based on these delays.
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6.2 Self-Heating in Digital Circuits

6.2 Self-Heating in Digital Circuits

This section aims to incorporate SHE into a SPICE circuit framework. To illustrate an application of this SHE
integration in standard tools, we explore the impact of SHE on standard cells, the building blocks of large-scale
digital circuits. This section is based on my publication [160].

6.2.1 Introduction

SHE is a recently uncovered degradation phenomena, which leads to elevated channel temperatures of transistors
during their operation (see Section 2.3.4 for details). This work explores SHE in standard cells. Standard cells are
logic gates (e.g., AND, OR, INV) and more complex blocks (e.g., AOI, buffer, adder, MAC) and their performance
in characterized (simulated/measured) and stored in a cell library.

The contributions of this work are as follows:
(1) Estimating the SHE in single transistors and full standard cells with calibrated 14nm FinFET model-cards as
well as evaluating the corresponding impact on the delay.
(2) Demonstrating how extracting the stimuli for SHE, such as switching frequency and duty cycle, can be performed
in an automatic manner for every transistor within any circuit.

6.2.2 Background

We explored self-heating in general in Section 2.3.4 as well as SHE in SRAM arrays (SRAM cells and their
periphery) in [161]. For the impact of workload (executed software) on self-heating in a full processor (large digital
circuit), we refer to Section 4.3.

6.2.2.1 Calibrated Intel 14nm FinFET for Self-Heating

In our previous work we used data from a Intel 14nm FinFET transistor [162] to obtain a calibrated set of transistor
model parameters, which is then used in a transistor model (e.g., the industry standard BSIM-CMG [53]). This set
of parameters is called a “modelcard” and describes the electrical behavior of a FinFET based on many electrical
and physical properties of the transistor (e.g., gate length, doping parameters, threshold voltage). It is typically used
in circuit simulations like SPICE (e.g., HSPICE, Spectre, Virtuoso).

Our calibration uses TechnologyComputerAidedDesign (TCAD),which is software, which simulates the properties
of a transistor on a atomic scale. Materials and its manufacturing (deposition, annealing, etc.) is simulated in a
process called S-process. When the TCAD model matches the measured data from a transistor (e.g., its C-V and
I-V responses) then TCAD can be used to export a transistor model card.

We followed the electrical calibration with a SHE calibration (obtaining Cth and Rth) in [57]. Since in S-process
the materials and their properties are modeled, extracting the thermal resistance Rth and capacitance Cth can be
done by enabling and performing thermal simulations. One such thermal simulation for a DC scenario (constant
voltage applied to the terminals) is shown in Fig. 2.24. For more details about the calibrated transistor model please
refer to our previous work of electrical [162] and thermal [57] calibration.

6.2.2.2 Circuit Reliability Framework

Our circuit reliability framework is presented in Section 8.1. This framework can estimate the impact of aging (BTI
and HCD) on circuits. For this purpose, it simulated the circuit with its activity (e.g., an addition of several numbers
in an adder) and measured the voltages at each terminal (gate, source, drain, bulk) of each transistor. For the sake
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Figure 6.8: Flowchart of the proposed framework to automatically extract SHE-induced temperatures (per transistor) and its impact (on the
circuit).

of simplicity, this work assumes a SPICE input file with voltage sources connected to the circuit topology, i.e.
already existing activity. However, do note, that our tool can generate voltage sources for external inputs (for details
see Section 8.1). In this section, we extend the framework to include self-heating in transistors as an additional
degradation effect, which illustrates how SHE could be integrated analogously into any standard tool.

6.2.3 Circuit Reliability Framework - Extensions

The circuit reliability framework (see Section 8.1) had to be extended in two aspects: 1) Extract SHE-induced
temperatures for each transistor. 2) Measure the properties of each transistor (e.g., switching frequency, duty cycle).
The flowchart of our approach (highlighting just the relevant parts of the overall framework) is shown in Fig. 6.8.

6.2.3.1 Self-Heating

Self-heating is considered by the transistor model BSIM-CMG [53], which is the industry standard for SPICE
simulations. In order to leverage BSIM-CMG, it needs Rth0 and Cth0 parameters (input values for the actual Rth

and Cth calculation) as well as exponents for fin and other dependencies.

Since HSPICE is the employed SPICE simulator in the circuit reliability framework, we can use two different
methods to access the temperature of each transistor. We can access the 5th terminal (next to gate, drain, source,
gate) at which the temperature is modeled via the RC-thermal model of BSIM-CMG (see Section 2.3.4 and 4.3.4
for more details). Alternatively, we can use a transistor template (lx594 for SHE) of HSPICE [92]. The difference
is that the 5th terminal is an option offered by BSIM-CMG and works both in the internal implementation within
HSPICE, as well as the external Verilog-A implementation. The template is HSPICE-function to access transistor
properties (e.g., threshold voltage is another template). The two methods are generally numerically close, but do
not match at all times (e.g., one rises before the other in a transition). To leave the choice up to end-user, our
framework employs both methods to extract the channel temperature of the transistors. The evaluation in this work
uses the 5th terminal.

The temperature is recorded at each point in time of the simulation for each transistor. So if 28 transistors are used
(see Table 6.2) with 1ns time steps for 100ns, then 2800 temperatures are reported. Our next step, then analyses
this data for the ease of use for the end-user.
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is applied. This is shown in Fig. 3a. The average temperature
(dashed lines) is approximately half that with 30-35 ◦C. Fig.
4b shows that increasing Vdd significantly increases SHE
and Fig. 4a shows the impact of the duty cycle. For lower
frequencies, the impact of the duty cycles becomes less and
less, which is important as our previous work showed that for
actual software the switching frequency (fsw) is frequently in
the kHz-range [4].

B. Self-Heating in Standard Cells

We selected different standard cells, to highlight how dif-
ferently SHE behaves in each cell. NAND2 and AOI21 are
among the most used cells in standard cell circuit designs.
INV was selected as its well-known and AND3 and the FA
(full adder) were selected since their behavior was interesting.
The “ X1” means a fan-out of 1.

The majority of the evaluation focuses on AND3 cell, as it
exhibited the most distinct SHE behavior. In Fig. 5 we show
the impact of different number of fins and supply voltage in
both peak and maximum temperature. Note in particular, that
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Fig. 5: AND3 X1 Gate under various conditions.

Name Description Bool/Function # Transistors
INV X1 Inverter A 2

NAND2 X1 Not-AND A1 ∧A2 4
AOI21 X1 AND-OR-Inverter B ∧ (A1 ∨A2) 6
AND3 X1 3-input AND gate A1 ∧A2 ∧A3 8

FA X1 Full-Adder In: A + B + CIN 28
Out: S + COUT

TABLE I: Description of standard cells.

for higher voltages (see Fig. 5e) not only the peak but also the
shape of the curve changes and that for low number of fins
(Fig. 5b) the nMOS is hotter than pMOS, while for more fins,
this reverses (pMOS hotter than nMOS in Fig. 5d and 5f).

Fig. 6 shows maximum SHE-induced channel temperature
increase (∆TC) in a comparison of the other cells (other than
AND3). Note, how for INV in Fig. 6a the nMOS and pMOS
are roughly equal, where as the AOI21 cell in Fig. 6c shows
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Figure 6.9: Transistor SHE elevates channel temperature and reduces ON-current.

6.2.3.2 Waveform Analysis

The circuit reliability framework reports voltage waveforms (gate, drain, source and bulk voltage for each point in
time) and temperature waveforms for each transistor. We process these waveforms to extract the key parameters.
For the voltage waveforms, we extract key activity parameters. If the voltage drops below 20% Vdd or above 80%
Vdd, then we consider this as a transition. By measuring the number of transitions per transistor and dividing it
by the simulation time, we obtain the switching frequency per transistor. Similarly, the ON-time of the transistor
(voltage above 80% Vdd) divided by the total simulation time is the duty cycle (on-/off-ratio of the transistor). For
self-heating we calculate peak and average (arithmetic mean) temperature of each transistor. All this information
is then merged in a single transistor report to guide the designer to transistor hotspots and why these transistors are
particularly hot.

6.2.4 Evaluation

The experimental setup is our circuit reliability framework (see Fig. 6.8 and Section 8.1) which employs HSPICE
v2019-20.SP3 as its circuit simulator. An overview of the used standard cells is given in Table 6.2 and we used
the transistor model-cards from [162] and [57]. The supply voltage and number of fins is 0.7V and 3 fins unless
otherwise noted. Red lines are pMOS transistors and blue lines are nMOS transistors.

6.2.4.1 Self-Heating in Transistors

In our employed 14nm FinFET technology, SHE manifests itself with a maximum of 60-70 ◦C increase in channel
temperature for pMOS and nMOS when a duty cycle of 50% is applied. This is shown in Fig. 6.9a. The
average temperature (dashed lines) is approximately half that with 30-35 ◦C. Fig. 6.10b shows that increasing Vdd

significantly increases SHE and Fig. 6.10a shows the impact of the duty cycle. For lower frequencies, the impact of
the duty cycles becomes less and less, which is important as this work showed that for actual software the switching
frequency (fsw) is frequently in the kHz-range (see Section 4.3)..

6.2.4.2 Self-Heating in Standard Cells

We selected different standard cells, to highlight how differently SHE behaves in each cell. NAND2 and AOI21 are
among the most used cells in standard cell circuit designs. INV was selected as its well-known and AND3 and the
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is applied. This is shown in Fig. 3a. The average temperature
(dashed lines) is approximately half that with 30-35 ◦C. Fig.
4b shows that increasing Vdd significantly increases SHE
and Fig. 4a shows the impact of the duty cycle. For lower
frequencies, the impact of the duty cycles becomes less and
less, which is important as our previous work showed that for
actual software the switching frequency (fsw) is frequently in
the kHz-range [4].

B. Self-Heating in Standard Cells

We selected different standard cells, to highlight how dif-
ferently SHE behaves in each cell. NAND2 and AOI21 are
among the most used cells in standard cell circuit designs.
INV was selected as its well-known and AND3 and the FA
(full adder) were selected since their behavior was interesting.
The “ X1” means a fan-out of 1.

The majority of the evaluation focuses on AND3 cell, as it
exhibited the most distinct SHE behavior. In Fig. 5 we show
the impact of different number of fins and supply voltage in
both peak and maximum temperature. Note in particular, that
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Fig. 5: AND3 X1 Gate under various conditions.

Name Description Bool/Function # Transistors
INV X1 Inverter A 2

NAND2 X1 Not-AND A1 ∧A2 4
AOI21 X1 AND-OR-Inverter B ∧ (A1 ∨A2) 6
AND3 X1 3-input AND gate A1 ∧A2 ∧A3 8

FA X1 Full-Adder In: A + B + CIN 28
Out: S + COUT

TABLE I: Description of standard cells.

for higher voltages (see Fig. 5e) not only the peak but also the
shape of the curve changes and that for low number of fins
(Fig. 5b) the nMOS is hotter than pMOS, while for more fins,
this reverses (pMOS hotter than nMOS in Fig. 5d and 5f).

Fig. 6 shows maximum SHE-induced channel temperature
increase (∆TC) in a comparison of the other cells (other than
AND3). Note, how for INV in Fig. 6a the nMOS and pMOS
are roughly equal, where as the AOI21 cell in Fig. 6c shows
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Figure 6.10: Transistor SHE-induced ∆TC dependencies.

Name Description Bool/Function # Transistors

INV_X1 Inverter A 2
NAND2_X1 Not-AND A1 ∧A2 4
AOI21_X1 AND-OR-Inverter B ∧ (A1 ∨A2) 6
AND3_X1 3-input AND gate A1 ∧A2 ∧A3 8
FA_X1 Full-Adder In: A + B + CIN 28

Out: S + COUT

Table 6.2: Description of standard cells.

FA (full adder) were selected since their behavior was interesting. The “_X1” means a fan-out of 1. The majority
of the evaluation focuses on AND3 cell, as it exhibited the most distinct SHE behavior. In Fig. 6.11 we show the
impact of different number of fins and supply voltage in both peak and maximum temperature. Note in particular,
that for higher voltages (see Fig. 6.11e) not only the peak but also the shape of the curve changes and that for low
number of fins (Fig. 6.11b) the nMOS is hotter than pMOS, while for more fins, this reverses (pMOS hotter than
nMOS in Fig. 6.11d and 6.11f).

Fig. 6.12 shows maximum SHE-induced channel temperature increase (∆TC) in a comparison of the other cells
(other than AND3). Note, how for INV in Fig. 6.12a the nMOS and pMOS are roughly equal, where as the AOI21
cell in Fig. 6.12c shows a wide temperature distribution. The frequency dependency across the cells also widely
varies, in Fig. 6.12d two nMOS transistors exhibit a different frequency dependency and two pMOS differ as well.
In general, each cell has 2-4 transistors, which reach peak ∆TC , while most other transistors remain cold. This
means, that selective hardening of these transistors (e.g., using more fins in these transistors to counteract the Ids
loss) should be considered to harden circuits against SHE.

As SHE hampers the performance of the transistors (see Fig. 6.9), the propagation delay of the standard cell also
prolongs. Interestingly, not each cell is equally susceptible to SHE. For example, the NAND2 cell in Fig. 6.13b
shows for different load capacitances Cload and slew rates (rate of change of the input voltages; steep or shallow
transitions) an almost uniform delay increase of approximately 3%. On the other hand, the AND3 cell shows a
strong dependence on Cload and weak dependence on the slew rate in Fig. 6.13a. Overall the AND3 gate in Fig.
6.13a features up to 15% delay degradation, which follows the trend of the more complex gates (up to 12% for FA).
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is applied. This is shown in Fig. 3a. The average temperature
(dashed lines) is approximately half that with 30-35 ◦C. Fig.
4b shows that increasing Vdd significantly increases SHE
and Fig. 4a shows the impact of the duty cycle. For lower
frequencies, the impact of the duty cycles becomes less and
less, which is important as our previous work showed that for
actual software the switching frequency (fsw) is frequently in
the kHz-range [4].

B. Self-Heating in Standard Cells

We selected different standard cells, to highlight how dif-
ferently SHE behaves in each cell. NAND2 and AOI21 are
among the most used cells in standard cell circuit designs.
INV was selected as its well-known and AND3 and the FA
(full adder) were selected since their behavior was interesting.
The “ X1” means a fan-out of 1.

The majority of the evaluation focuses on AND3 cell, as it
exhibited the most distinct SHE behavior. In Fig. 5 we show
the impact of different number of fins and supply voltage in
both peak and maximum temperature. Note in particular, that
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Fig. 5: AND3 X1 Gate under various conditions.

Name Description Bool/Function # Transistors
INV X1 Inverter A 2

NAND2 X1 Not-AND A1 ∧A2 4
AOI21 X1 AND-OR-Inverter B ∧ (A1 ∨A2) 6
AND3 X1 3-input AND gate A1 ∧A2 ∧A3 8

FA X1 Full-Adder In: A + B + CIN 28
Out: S + COUT

TABLE I: Description of standard cells.

for higher voltages (see Fig. 5e) not only the peak but also the
shape of the curve changes and that for low number of fins
(Fig. 5b) the nMOS is hotter than pMOS, while for more fins,
this reverses (pMOS hotter than nMOS in Fig. 5d and 5f).

Fig. 6 shows maximum SHE-induced channel temperature
increase (∆TC) in a comparison of the other cells (other than
AND3). Note, how for INV in Fig. 6a the nMOS and pMOS
are roughly equal, where as the AOI21 cell in Fig. 6c shows
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Figure 6.11: AND3_X1 Gate under various conditions.
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Fig. 6: Comparison of maximum ∆TC across different cells
at 0.7 V, Fins=3, Cload=20fF

a wide temperature distribution. The frequency dependency
across the cells also widely varies, in Fig. 6d two nMOS
transistors exhibit a different frequency dependency and two
pMOS differ as well. In general, each cell has 2-4 transistors,
which reach peak ∆TC , while most other transistors remain
cold. This means, that selective hardening of these transistors
(e.g., using more fins in these transistors to counteract the Ids
loss) should be considered to harden circuits against SHE.

As SHE hampers the performance of the transistors (see Fig.
3b), the propagation delay of the standard cell also prolongs.
Interestingly, not each cell is equally susceptible to SHE. For
example, the NAND2 cell in Fig. 7b shows for different load
capacitances Cload and slew rates (rate of change of the input
voltages; steep or shallow transitions) an almost uniform delay
increase of approximately 3%. On the other hand, the AND3
cell shows a strong dependence on Cload and weak dependence
on the slew rate in Fig. 7a. Overall the AND3 gate in Fig. 7a
features up to 15% delay degradation, which follows the trend
of the more complex gates (up to 12% for FA).

V. CONCLUSION

In this work, we have shown how self-heating depends
on the duty cycle and switching frequency in transistors.
Additionally, we have explored various standard cells, which
have shown not just a variety of SHE-induced temperature
increases but also a non-uniform impact of SHE. The AND3
cell showed much larger delay shift compared to the NAND2
cell. For this exploration, we have used a automated self-
heating tool build within a circuit reliability framework.

(a) AND3 X1 propagation delay

(b) NAND2 X1 propagation delay

Fig. 7: Delay shift in cells at 0.7 V, Fins=3. [8]
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(a) AND3_X1 propagation delay

(b) NAND2_X1 propagation delay

Figure 6.13: Delay shift in cells at 0.7V, Fins=3. [163]
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Step three incorporated degradation models into the standard tools (SPICE circuit frameworks) and made them
ready for custom reliability estimations. Now, the standard tools need to be accelerated as circuits are ever-growing
with the ever-continuing scaling of technology allowing for ever-increasing number of transistors within a single
circuit.

Step four is therefore the acceleration of SPICE via the massively parallel compute power found in graphic cards.
This allows circuit simulations of large-scale analog and digital circuits with over a hundred thousand transistors
without any loss in accuracy. This section is based on my publication [164].

7.1 GPU-SPICE: GPU-based Analogue/Mixed-Signal SPICE Circuit
Simulator

Circuit simulations are an indispensable tool during circuit development to predict and validate circuit behavior.
Simulation Program with Integrated Circuit Emphasis (SPICE) simulations [165] with transistor models like
Berkeley Short-channel IGFETModel (BSIM) [52] is the industry standard for more than a decade. It enables circuit
designers to estimate key circuit characteristics like delay, signal-to-noise ratio, voltage drops, power consumption,
etc.

However, accurate results from SPICE simulations come at the cost of high computational complexity. SPICE
simulations are computationally intensive as thousands of transistors need to be modeled, each with dozens of
equations within the transistor model [53]. This is in direct conflict with the ever-growing demand to simulate
larger circuits in SPICE. As circuits grow in number of transistors and thus complexity, EDA vendors offered
heuristics like Static Timing Analysis (STA) to evaluate the circuit. The use of heuristics is necessary to make
the signoff phase (verification of circuit functionality before fabrication) feasible with respect to time, as SPICE
simulations were unfeasible for large circuits. However, these heuristics cannot solve the issue for every use case.
For example, analogue designers still must use SPICE to verify timing, noise and other metrics during the signoff
phase of circuit design. More importantly, recent automotive safety specification ISO 26262 demands full SPICE
accuracy for stringent Tool Confidence Level 1 (TCL1) [94]. Hence, previous solutions to simulate large circuits
in SPICE, like FastSPICE [91] cannot be used in these applications. FastSPICE sacrifices accuracy for faster
simulations, to enable large circuits to be simulated (50-500K transistors [90]). Such FastSPICE variants are fast
(3-30x [90]) but at the cost of inaccuracies up to 15% [91]. However, sacrificing accuracy is unacceptable for safety
critical applications like ISO 26262. Yet, both analogue designs as well as automotive controllers can be large,
i.e. reach or exceed millions of transistors (e.g., Infineon Aurix TC297TA with three 32-bit CPU cores and >8MB
in-chip memory targeted for ISO26262). Therefore, there is a new demand for high-performance SPICE variants,
i.e. high performance circuit simulations at full accuracy.

To achieve that, EDA vendors employ multi-core parallelism in SPICE with support for cluster computing in
Spectre [94] and HSPICE [92]. However, in recent years, research took a different direction and instead started to
exploit the massive parallelism in graphic cards (GPU) [100–103,106]. GPUs provide thousands of computing cores
(e.g. 3584 CUDA cores in a NVIDIA GTX 1080 Ti), enabling levels of parallelism similar to compute clusters.
Additionally, GPUs are well-suited for the computational demands of SPICE as it is essentially a numerical solver
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Figure 7.1: The circuit setup is only revealed as an equally important SPICE phase with respect to simulation times for large circuits (>50K
transistors). Circuit setup scales worse than other SPICE phases (see Section 7.1.3). Therefore, for larger circuits (sqrt from [166]
with 85K transistors) the circuit setup starts to consume considerable amount of time. This observation is universal across all
EPFL benchmark circuits (sqrt, square, multiplier and divisor) in both open-source NGSPICE and commercial SPICE variants
HSPICE and Spectre. If the other phases utilize their GPU implementations (e.g. [101–103, 105, 105, 106]), they shrink further,
thus highlighting the importance of a GPU implementation of circuit setup.

for large equation systems [165]. As such, it is well-suited for the GPU computing architecture, which is designed
for large-scale numerical matrix/vector computations.

7.1.1 Circuit Setup: The emerging Bottleneck in large Circuit SPICE
Simulations

When evaluating SPICE (regardless which variant), researchers consistently observed that matrix factorization was
the performance bottleneck [102, 103]. The circuit matrix (A) has to be factorized in two triangular matrices L
(lower triangular matrix) and U (upper triangular matrix), so that A = L · U . Factorizing large sparse matrices
(dimension> 1M with> 20M entries) and then solving the matrix was extensively researched over the course of a
decade both by industry (e.g., NVIDIA [107]) as well as academia [101–103]. Evaluating the transistor model (i.e.
linearizing and solving transistor equations) was the other performance bottleneck in SPICE, which was overcome
on the GPU by industry (e.g., Agilent [100], but no EDA vendors) and academia [106].

These advances in LU factorization and transistor model evaluation made the simulation of large (>1M transistors)
circuits feasible. Yet, none of the previously mentioned SPICE implementations on the GPU, were evaluated with
really large circuits. GPU SPICE researchers used standard benchmarks (e.g, ISCAS85 [167]) with less than<100K
transistors [100,107] [105] and the LU factorization research evaluated their algorithms (not entire SPICE) directly
with matrix benchmarks [101–103]. The focus on LU factorization and device linearization is clear, as for smaller
circuits, both phases are the major contributor to total execution time. However, when observing execution times
of SPICE phases in larger circuits (which is done for the first time in this work) the circuit setup (parsing and
representing circuit topology) may take up to 58% of the total execution time (see Fig. 7.1). While for the smaller
ISCAS85 benchmark circuit [167], the circuit setup phase is completely negligible, in the large circuit, the circuit
setup becomes as important as the other phases.

This can be explained by the lack of scalability of the circuit setup. Parsing the circuit netlist and creating an
internal representation of the circuit topology is a process, which scales quadratically with circuit size in their
current implementations. Creating the internal representation of circuit topology requires tracking which circuit
components (e.g., transistor, resistor) are connected to each other. Therefore, every time a path from one node to
another node is found, all previous circuit nodes are checked to examine if either the start or end node already exists.
This process is used as it is simple to implement and is quite fast for the small numbers of nodes (e.g. below 25K
nodes) found in small circuits. Yet, it scales badly to large number of nodes (100K transistors with each a drain,
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gate, source and bulk node equals to 400K nodes) as the number of comparisons scales quadratically (O(n2)) with
the number of nodes. Note that compared to other parsing/setup problems (e.g., graph theory), circuit setup does
more than just creating a internal representation (i.e., a graph) from a text description. For instance, deduplication
of nodes, linking devices to their models (FinFET, FDSOI, MOSFET, resistor, capacitor, voltage sources, etc.),
checking the corresponding files (transistor modelcards (their electrical parameters) exist and are valid, etc. This
overhead is why it scales so much worse than comparable problems in computer science theory.

Fig. 7.1 demonstrates how the circuit setup consumes a considerable part of the execution time in both open-source
(NGSPICE [95]) and commercial (HSPICE [92] and Spectre [94]) SPICE variants. Empirically, the commercial
variants scale better than the open-source NGSPICE, but even there the circuit setup execution times become
comparable to the other intense phases (similar portion to operation point and matrix solve) at approximately 250K
circuit nodes (80K transistors). This is despite the fact, that the circuit setup is executed once, while the transient
operation uses the solvers in a loop. Both commercially and in open-source SPICE, circuit setup (netlist parsing,
matrix construction) scales just somuchworse than the highly optimized solvers. Transient simulation steps severely
affect overall simulation runtime and thus the contribution of the circuit setup to overall simulation runtime. For
this reason, the number of steps is typically minimized, and we used sufficient steps to estimate a single cycle for
propagation delay test (similar to library characterization tools). We are the first to reveal the circuit setup as a
performance bottleneck. To overcome this bottleneck, this work presents a novel high-performance circuit setup in
two implementations. The first is our database-based single-threaded CPU implementation, targeted towards the
simplest possible solution (e.g., if no GPU is available). Our second implementation exploits the GPU to achieve a
massively parallel circuit setup, which analyzes circuits up to millions of transistors. These contributions therefore
provide sufficiently fast nodal analyses and enable SPICE users to simulate large circuits.

Additionally, our circuit setup is implemented in an open-source SPICE variant to enable other researchers to
employ, adapt and extend our proof of concept or to reproduce our results. Our work results in identical internal
representations of circuit topology in SPICE and as such is fully compatible with existing SPICE implementations.
Therefore, it can be directly employed with the existing GPU-based LU factorization and device evaluation.
Therefore, these phases are outside the scope of this work.

The contributions of this work are:

1. Revealing the circuit setup as a performance bottleneck in SPICE simulations for large circuits.

2. We present the first GPU-based circuit setup. Our GPU implementation of circuit setup overcomes this
SPICE performance bottleneck in large circuits.

3. First application of a sorting algorithms for circuit setup, enabling existing algorithms to be employed for
circuit simulations.

7.1.2 Related Work

To clearly distinguish our work from state of the art, we provided the following itemized overview (as a reminder
on top of the related work Section 3):

1. We integrate our work in an already parallel SPICE simulation, resulting in the first SPICE implementation,
which features parallel device evaluation, parallel device linearization and parallel circuit setup on the GPU.
Other works focused on single phases and did not provide the code for a full SPICE version.

2. Our work outperforms multi-core SPICE implementations, even highly optimized current commercial SPICE
flavors.
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7.1.3 SPICE Background

7.1.3.1 Definitions

Circuit Node: A circuit node is a point within the circuit topology. For example, one terminal of a transistor (gate,
drain, source, bulk) or the positive/negative terminal of a capacitor (see Fig. 7.2). Some nodes like supply voltage
(VDD) or ground (GND) are connected to many circuit elements.

Circuit Element: A circuit element is a component within the circuit. This can be a physical component like a
transistor, resistor or capacitor as well as a virtual element like an ideal voltage or current source.

Request: A command to obtain a conductance for a path through a circuit element (e.g. from the gate to the
drain of a MOSFET). Requests are identified by a pair of circuit node IDs, representing starting and end node
(see top of Fig. 7.7). Requests are directional as circuit elements (e.g., diodes) are not symmetric with respect to
resistance/conductivity.

Operating Point: The operating point of a circuit element is the bias voltage of a non-linear element at which the
element is linearized. It is the electrical representation of the voltage value in a linear approximation according to
the Newton-Raphson method (see Fig. 7.3).

Circuit Matrix: The circuit matrix A stores G(i, j) with conductance G for a path from the node with circuit
node index i to the node with circuit node index j (path defined by position (i, j)). These node indices are unique
integers assigned to each unique node (a string in the netlist) during netlist parsing (see Fig. 7.2). The conductance
describes the combined unidirectional behavior of the circuit elements connecting from node i to node j. Note that
the sparse matrix is stored in Compressed Sparse Column (CSC) format:
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The CSC format stores all matrix values top-to-bottom then left-to-right in the val array. Then all row indices in
the row array. Lastly, the number of elements in column i as col[i+ 1]− col[i], thus the first element is always 0
and the last element always to total Number of Non-Zero elements (NNZ).

7.1.3.2 SPICE Simulation
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non-linear circuit elements
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Figure 7.4: Brief overview of the major steps in a SPICE simulation. For details of parsing and circuit setup see Fig. 7.6

An overview of the SPICE simulation flow is given in Fig. 7.4. Now, we explore the individual steps:

Parse Netlist: Circuits in SPICE are represented in a circuit topology file, called a circuit netlist. This file is parsed
to extract circuit topology, number of circuit nodes and circuit elements, solve all includes of other files, simulation
settings, etc. During parsing each entity (element, node, etc.) with a name (string) gets a unique integer assigned
to it.

Flatten Netlist: After the netlist is parsed, all circuit hierarchy (subcircuits, etc.) is removed and the whole circuit
topology is flattened to solely circuit elements (transistors, resistors, etc.).

Circuit Setup: circuit setup is called “cktSetup” in NGSPICE, “setup” in HSPICE and “parsing” in Spectre. It
creates an internal representation of circuit topology by constructing the circuit matrix. The circuit topology is
represented by a two-dimensional linked list in SPICE. For each path through a circuit element, pairs (start node,
end node) called requests are created according to the circuit netlist (see top of Fig. 7.6). For example, a MOSFET
m13 has its gate connected to node n12, drain to node n8, source to n37 and bulk to n37. This results in sixteen
pairs (e.g. (n8, n12), (n37, n8), (n12, n37), (n37, n37)) to be inserted in the linked list. For each node, the linked
list is entered based on its node parse ID (see Parse Netlist step). If no node exists at that position, then the linked
list is extended to the ID of the node. Should the node already exist, it is inserted at correct position (end node IDs
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ascend monotonically). Then, the pointer to that (start node, end node) pair is linked to the currently processed
path. To insert the end node, all previous end nodes (thousands for VDD, GND and other interconnected nodes
(bus, clock, etc.)) are traversed, which consumes a lot of time. Even if the end node already exists, then the list
for the start node has to be traversed anyway to know the pointer to that end node and to link that node to the path
of the circuit element currently processed. This linked list is reasonably efficient process for small circuits with
limited circuit elements and thus limited paths, but the linked list approach is unsuitable for large circuits as it does
not scale well. Note, that other data structures are used in other SPICE simulators (e.g., in Xyce [96]) and that this
is solely an explanatory example.

Circuit Matrix: After the circuit setup is complete (i.e., the entire netlist is parsed), then a circuit matrix is
constructed. This matrix has n number of rows and columns, with n being the number of unique nodes in the
circuit. The values in the matrix are the conductances G of the node in row nrow to the node in the column ncol.

Then SPICE continues with LU-factorization, device evaluation and other steps of the transient simulation. Related
work [106] [100] [101] [103] [102] already focused on these phases, so they are outside of the scope of this work.

Parity with original circuit setup: For this work, it is important to note, that our circuit setup results in identical
data structures and values compared to existing circuit setup. Our internal representation of the circuit topology
is 100% identical to the original NGSPICE implementation and thus the later SPICE phases (e.g., matrix LU
factorization, matrix solving) are not affected in any way (neither runtime, nor accuracy, nor convergence).

7.1.4 Our Parallel Circuit Setup

The circuit setup in NGSPICE relies on linked lists as their data structure [104] during the circuit setup. This
algorithm scales with O(n2) and as such is not suitable for large circuits with lots of circuit elements. Note, that
our approach does not rely on the existence of the linked list or a specific format for the circuit matrix. Hence, it is
applicable to other simulators of the SPICE family (PSPICE, LTSPICE, ELDO, etc.) or SPICE-like simulators like
FastHenry (inductance extraction tool) [168].

7.1.4.1 SQL Circuit Setup

Our first attempt to provide a faster circuit setup, was implementing the circuit setup with a SQLite database. SQLite
is an open-source self-contained implementation of the Standard Query Language (SQL) [169]. It builds a B-Tree
to store information and allows insertion, search and deletion of an element in O(log(n)) [169]. SQLite is used to
support the creation of the linked list. Every element inserted in the linked list is also inserted in the SQL database
with a direct link to its index (address of element) inside the linked list. This allows us to search for already existing
nodes in SQL (hence in O(log(n))) and if such a node is found, SQL returns the index of the last circuit element
attached to that node. Then SQL requires an update to our last element. This action again is in O(log(n)). If the
node pair is already part of the list, then SQL returns the index again in O(log(n)). After all paths requests are
served our supporting SQL database can be deleted as the circuit matrix is now ready for creation and all paths are
linked to their node pair.

In summary, our non-invasive SQLite implementation supports the creation of the linked list, by improving the
look-up for pre-existing nodes and finding the correct insertion location of a node pair faster. As we show in
our evaluation (Section 7.1.5), this results in a negligible overhead for the circuit setup of small circuits (i.e. we
have no high initialization cost, but the circuit is not large enough to make SQL faster than the linked list), but a
decent speedup for large circuits. The commercial HSPICE and Spectre are comparable in performance to our SQL
solution. However, as we show in Table 7.2 SQL still requires an hour for circuit setup of large circuits. In fact, of
all simulation phases, Spectre consumes typically the 2nd most time in circuit setup, see Table 7.1. Thus, while
our SQL implementation needs no additional hardware in the form of a GPU, it is not fast enough for really large
circuits.
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Figure 7.5: Process flow of Radix circuit setup

7.1.4.2 GPU-based Radix Circuit Setup

Our second GPU implementation uses a sorting algorithm (Radix sort) to construct the internal representation of
the circuit topology. This is a novel and elegant use-case for a sorting algorithm to be employed in circuit setup.
Importantly, using Radix sorting for circuit setup leads to the following advantages:

• Massive parallelism to utilize the massive parallel hardware of the GPU

• Independence of the runtime on the order (ascending, descending, random) of the input data

• Accepts any number of data points (for example not solely 2n data points)

• Low initialization overhead

While our SQLite-supported circuit setup is fast, it is still not fast enough for circuits beyond 100K circuit elements.
While its big-O-notation with O(log(n)) is certainly desired, it is single-threaded and requires significant main
memory, as circuit elements are stored in both the SQL database and linked list. In order to process the circuit
topology in parallel and be computationally lightweight, we restructure the circuit setup and circuit matrix creation.
It is based on an implementation of the massively-parallel Radix sorting algorithm on the GPU. Applying a sorting
algorithm to circuit setup is not straightforward, so we explain our process in the following paragraphs and Fig. 7.5.

General Overview: First, we pre-process the requests to obtain the Request Look Up Table (RLUT). After pre-
processing is done, we build the circuit matrix immediately in a single step. Finally, using the RLUT we can link
each request immediately with its corresponding circuit matrix location. This completes the circuit setup and allows
device linearization and matrix solving in NGSPICE to occur.

Pre-Processing: Pre-processing is shown in Fig. 7.6. First, all requests are stored in three request arrays. The first
array is the start node array (start node of path), followed by an end node array (end node of path) and finally request
indices (unique ascending integers to identify a request from a path). After the parsing, all requests are stored in
their arrays. Then the arrays are sorted with the Radix algorithm (explained in the next section) according to the
start nodes (i.e. (1,1) before (2,1)) and secondary by end nodes (i.e. (1,2) is before (1,3); see sorting section). In this
section, all arrays follow the order of the sorted array. Therefore, after sorting the nodes, the request ids followed
this order (the second request (2,1) with ID 2, is still (2,1,2) just now stored in each array at the 4th position).
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Figure 7.6: Process flow of our nodal pre-processing to obtain the Request Look Up Table (RLUT) and circuit matrix in CSC format in parallel.
With RLUT each request can immediately find its matching entry in the circuit matrix, as requests are in order of appearance and
have the index to access the conductance value G in the val array.
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After the requests are sorted, an array is added in which the node arrays are grouped. Each duplicate request1 (e.g.
(1,3) and (1,3)) has the same group ID. As the requests are sorted, grouping can be performed in parallel. The
entire array is divided in thousands of sections (overlapping by a single request for corner cases), with each section
processed by a single thread. Each thread compares a request with its left neighbor. If both requests are identical,
the current request gets assigned a 0, if they are different it is a 1. Thus, each 1 marks a boundary between groups
of duplicates. Then the parallel prefix algorithm (moving sum algorithm, a part of radix, see [170]) assigns each
group a unique ascending group ID (shown as colors in Fig. 7.6).

After each request has its group ID, our pre-processing splits in two parts. The left part of Fig. 7.6 is used to
construct the circuit matrix (faster than via linked list), while the right part creates the RLUT, i.e. linking each
request to a position in the matrix.

In the left part of Fig. 7.6, we copy the left-most request in each group to a new set of arrays. To ensure high
performance, finding the left-most request in a group and copying it is performed in parallel. By using the same
overlapping sections as before, each thread looks for different group IDs and checks if they are different. If the
group ID is different, the request is copied to the new array, if not, nothing is copied. Thus, the new arrays feature
all unique requests, i.e. we deduplicated the original request arrays. These unique requests indicate where in the
circuit matrix a conductance will be placed later, as each request stems from a path. Therefore, based on the start
node and end node array, an empty matrix in CSC format can be created. As we know each location within the
circuit matrix, row and col values can be determined (see eq. 7.1). The value array val can be allocated and
initialized with zeros, but their G values will be determined during the device linearization later.

In the right part of Fig. 7.6, we sort according to request ID on the original arrays. These arrays still feature all
requests, including the duplicates. By sorting according to request ID, we restore the original order of the requests.
However, now the group ID of each request is known. The important detail is that the group ID integer is exactly
the index of the val array to which the request has to be linked. By storing the pointer to the memory location
of val[groupID], we can link each request (and thus each path) to the corresponding circuit matrix entry. This
is performed by directly linking paths to the CSC format and no intermediate linked list is necessary. Therefore,
the two arrays with request ID and group ID form a table called the Request Look Up Table (RLUT). In order to
link each path in each circuit element, each request is processed iteratively. For each request we add the pointer to
val[groupID] to the corresponding path. As the RLUT is in the original order of the requests, this iteration and
lookup in RLUT is in constant time O(1). During device linearization, which traverses over each path in circuit
instance, we now know immediately where to add our conductance G value.

Sorting: Our aforementioned methodology is extremely fast, as everything is in parallel and scales well. However,
it relies on fast parallel sorting, as we sort by start nodes, end nodes and later by request ID in the right side on
millions of array elements (requests outnumber number of transistors vastly, see Table 7.2). For this purpose,
we selected the Radix sorting algorithm for which high performance GPU implementations exist. We used the
four-way parallel Radix [170]. This implementation builds on top of parallel prefix algorithm, which was also
used in our pre-processing during grouping. Details of four-way parallel Radix [170] are outside of the scope of
this publication, but an explanation of general parallel Radix is given in Fig. 7.7 and its caption. Radix is a high
performance massively parallel sorting algorithm, which is perfectly suited for our purposes. One important aspect
is that Radix is a stable sorting algorithm, so by sorting according to a primary aspect followed by secondary aspect
is possible. So (3,1); (1,4); (2,1); (1,1) is first sorted according to the secondary aspect (2,1); (1,1); (3,2); (1,4) and
then according to the primary aspect (1,1); (1,4); (2,1); (3,2). In the second sort equal values (1,1) and (1,4) did
not change order with respect to each other, which represents the stable property.
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Figure 7.7: Parallel Radix sorting algorithm. Data is broken into blocks (digits in this example, 3 bits in real implementation), then each block
is sorted individually. A number of threads equal to the block range are spawned. Each thread writes to an array if its specific value
(e.g. a 6) is found at the current position. The array is filled with 0 if at the current position (e.g. no 6 at position 1) the value was
not found or filled with a 1 if the value was found (e.g. found 6 at position 2). Then the sum of the array is calculated in each thread
to know how frequently that value occurred and the offset is determined as the sum of all occurrences of all smaller numbers. Then
the thread can write its values for the number of occurrences at the offset (e.g. write three 6 after offset of 2). After the first block
is sorted, the second block (higher value bits) can be sorted.

7.1.4.3 Parallel Implementation of Prefix Sum Calculation and Radix Sorting

Parallel Prefix Sums: A parallel prefix algorithm calculates a implicit or explicit prefix of an array with elements
ei:

explicit prefix:
n∑

i=0

ei implicit prefix:
n−1∑

i=0

ei

Input: [3 0 0 4 1 5 6 7]

explicit: [3 3 3 7 8 13 19 26] implicit: [0 3 3 3 7 8 13 19]

The two prefixes have different use-case scenarios: explicit prefixes are used for summation, while implicit prefixes
help in creating indexes. See the values “offset” and “sum” in Fig. 7.7 for examples. In this work, we employ the
“Work-Efficient Parallel Scan” prefix sum algorithm presented in [171], which bases itself on [172]. This prefix
sum algorithm consists of 2 phases: the up-sweep (see Fig. 7.8) and down-sweep (see Fig. 7.9). In the up-sweep,
the algorithm calculates the sum of the values in the array by combining the sums logarithmically. While this is
sufficient to calculate only the sum, it is not a complete prefix. A complete prefix has the correct sum of all previous
values (including the current value) at each position within the array. To achieve that, the down-sweep is necessary,
which fills in all the positions. The advantages of this implementation are that it uses solely log(n) steps (n is array
length) in both up- and down-sweep and is heavily parallelizable.

The individual steps (arrows in Fig. 7.8 and 7.9) can be parallelized. However, to further increase performance in
larger arrays, an additional division of the array into blocks can be employed. This additional division of the data

1 Duplicates occur, if multiple circuit elements are parallel to each other, i.e. connecting the same nodes.
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Figure 7.9: Down-sweep of employed prefix algorithm from [171]. The down-sweep fills the entire array with the prefix values (sum until that
position) instead of just calculating the overall sum. This is frequently necessary for indexing (e.g., finding the position of an item
in a list).

ensures allow additional parallelism to utilize the massive parallel hardware architecture of a GPU and to reduce the
memory footprint of each thread (to overcome bandwidth and memory hardware limitations). Detailed explanation
provided in Fig. 7.10.

Parallel Radix: Radix is a sorting algorithm which can perform high-performance sorting and is well-suited for
employment on the GPU [173] [170]. Our work employs 4 way parallel Radix sort based on [170]. This Radix sort
algorithm breaks integers down to the bit-level and sorts the integers according to n-bit patterns. The length of the
patterns is arbitrary for the algorithm and should be chosen according to the hardware architecture. It determines
both memory footprint of each thread as well as the maximum parallelism employed by Radix. Longer bit patterns
result in larger pattern tables (i.e. higher memory consumption). However, each pattern can individually be checked
by an individual thread, i.e. longer patterns result in a more parallelism. Our implementation uses 4-bit patterns,
resulting in 16 patterns total. These 16 patterns each can be checked by a single thread, which fits nicely in a CUDA
warp (up to 32 CUDA cores which execute a single SIMD instruction lockstepped). 5-bit patterns resulting in full
utilization (32 threads) of the warp would leads to fragmented writing to local memory, as each thread writes not in
a multitude of 2n. Therefore, we chose 4-bit patterns as the best trade-off between warp utilization and preventing
cache/memory fragmentation.

Another important setting is the block size of the parallel prefix algorithm. We used a block size of 1024, as this leads
to using the maximum number of threads (1024) per CUDA kernel (the programming CUDA entity). Note how only
on step 1 up-sweep in Fig. 7.8 and step 3 on down-sweep in Fig. 7.9 the full number of threads is used. Therefore,
the initial number of threads corresponds to the maximum of the hardware architecture, as memory/bandwidth
considerations are secondary. In each following step (2,...,n in the up-sweep or 1,..,n-1 in the down-sweep) the
algorithm uses exponentially less threads, significantly reducing memory and bandwidth footprints. Therefore even
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Fig. 7.8) and down-sweep (see Fig. 7.9). The final sum of each block is stored in an additional array called “sums”. The “sums”
array is then also prefix summed in parallel, which updates all array entries to the prefix sum (3rd row in the figure). This prefix
sum is then added to each block by the threads which were assigned to each block. This finishes the prefix calculation. Each block
utilizes multiple threads while the array is divided into many blocks. This results in massive parallelism, i.e. good utilization of
the GPU with each thread occupying just a small memory footprint (as it operates on a small data block).

if in these two specific steps, the full number of threads might exceed the limits hardware architecture (resulting in
GPU memory offloading to main memory), overall performance is still maximized as the parallelism in the other
steps (which exponentially decreases) is as high as possible.

circuit setup is user input dependent. Therefore, it is impossible to make assumptions about the input data. The
end-user can use SPICE to perform any circuit setup on any circuit with correct syntax. This results in three key
issues: 1) The input circuit could be very small, leading to diminishing returns on our circuit setup optimized
for parallelism and large circuits. Our solution has to create up to 1024 threads, initializing the prefix and radix
algorithm by allocating local and global memory structures, etc., resulting in potentially large overhead. However,
our evaluation shows that less than 1s overhead is present for small circuits compared to original NGSPICE, which
is tolerable.

2) Our input data is not aligned to exact multitudes of either our block size or thread count, resulting in asymmetric
load for our threads. Some blocks might have just a handful of values, which might lead to aliasing or corner cases
in other algorithms. In practice, this is not an issue for our implementation, as blocks with less data simply finish
earlier. Our approach does not require handling of specific edge cases for non-aligned data. The prefix algorithm
simply calculates the sum for a smaller array and finishes earlier and Radix has slightly fewer values to sort. None
of the employed algorithms require alignment to specific values (e.g., determined by the hardware architecture or
the algorithmic structure). Additionally, algorithm runtimes are not affected, as this is governed by the execution
time of the slowest threads. These threads remain the ones operating on regular filled blocks, leading the maximum
operations per thread, which equals to the regular runtime. No filling with dummy data or corrections at the edges
of data are necessary.

3) Input data can arrive in any order, including any given worst-case order. Sorting is frequently prolonged if an
ascending list needs to be sorted descending or vice versa. However, the end-user can provide circuit topology in
any order, i.e. any permutation of the lines in the input file results in a valid SPICE netlist, i.e. a valid input file.
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However, Radix sorting does not exhibit a dependency on input data [170] [173]. Sorting an ascending data, a
uniform distributed data or descending data to descending, requires the same amount of operations and thus results
in the same runtime. Therefore, all permutations of the circuit netlist the end-user can input into SPICE results in
the same runtime for the circuit setup. This is especially important, as SPICE is frequently used as a back-end tool,
e.g. in library characterization tools like Synopsys SiliconSmart. Using SPICE as a back-end tool might result in
valid but corner case netlists. For example, a flattened netlist devoid of any hierarchy with millions of similarly
named nodes (e.g., node1, node2, etc.). These tools might also re-order these nodes in any way the other tool saw
fit, resulting in particular orders (e.g., ascending or descending a logic path). Therefore, pre-sorted lists might be
encountered frequently. Thus, being impartial to the order of input data is important for the circuit setup of SPICE.

Summary: Our Radix-based implementation is a novel use-case scenario for a sorting algorithm used for circuit
topology analysis (circuit setup) in a circuit simulator. It enables us to pre-process requests, construct the circuit ma-
trix and link requests to the circuit matrix with massive parallelism. This vastly outperforms the original NGSPICE
circuit setup (see Section 7.1.5). Our Radix implementation also outperforms our first SQL implementation of
the previous section, as sorting and matrix construction is parallelized utilizing thousands of cores in the GPU
compared to a single CPU thread.

7.1.5 Evaluation

Experimental Setup: We run the experiments on a Desktop PC with a Core i5-4570 with 3.2GHZ and 8GB RAM.
The graphic card is a NVIDIA GTX980 with 4GB GDDR3 RAM. The software NGSPICE-26 [95] is the baseline
for our evaluation. The experimental CUSPICE [107] (a derivative of NGSPICE) is the basis of our work, but still
in experimental development stage, thus currently not fully functional (as of Apr. 2018) and as such cannot be used
to evaluate or compare circuits of this size (due to convergence issues). To represent modern circuit simulators
(NGSPICE is quite dated), we use the Xyce 7.0.0 simulator [96] (parallel build using OpenMPI). Xyce features
modern data structures and multi-processing to use the available cores (4 in our Core i5-4570), resulting in much
higher performance than NGSPICE.

Circuits: To explore the performance of our circuit setup, we cannot use the standard ISCAS85 benchmark
circuits [167]. These ISCAS circuits are too small and emphasize static overheads over scalability. Therefore, we
used the EPFL circuits [166] and our own circuits2 The EPFL circuits are meant to evaluate and challenge synthesis
tools. For this purpose, EPFL circuits feature challenging topology and are significant in size. This makes them
perfect as a stress test for our circuit setup. As the EPFL circuits feature irregular topology (to challenge synthesis),
we additionally evaluate large standard circuits like multipliers, AES encryption and discrete cosine transform
(DCT). All these circuits were synthesized from VHDL/Verilog hardware language using the Synopsys Design
Compiler tool (using ultra compile setting for highest performance, i.e. shortest propagation delay). Synthesis used
the Nangate 45nm standard cell library, which provides spice cell netlists.

Importance of Circuit Setup: The circuit setup in small circuits contributes only a minor part to the overall
simulation time. However, in large circuits, this changes. Table 7.1 evaluates current commercial SPICE with the
large SQRT circuit. The circuit setup phases are not the dominant phase, which is the LU factorization (which
explains the heavy focus of research on that phase), but circuit setup is indeed comparable to other important
phases like the matrix solve or operating point phase. In general, it is approximately 20% of overall simulation time
and as such contributes considerably to the overall execution time of the circuit simulation. Circuit setup is now
non-negligible in large circuits and should be optimized to reduce overall simulation time.

2 The EPFLmultiplier has an entirely different implementation and topology (e.g., approximately 3x transistors) than our regularly synthesized
multiplier, as it was designed as a synthesis challenge [166]. Hence, we report values for both 64-bit Multipliers.
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Table 7.1: Relative Execution Time of SPICE Phases in Spectre

EPFL Circuits [166]

Phase Divisor Multiplier Sqrt Square

Circuit Setup 24% 19% 20% 17%
Operating Point 18% 17% 21% 20%

Matrix Lu Factorization 33% 35% 38% 38%
Matrix Solve 18% 16% 19% 16%

Others 7% 13% 2% 9%

Generic GPU-SPICE Implementation: Our implementation in SPICE makes no assumptions about circuit
topology or circuit elements. All results (final or intermediate, e.g. the resulting circuit matrix) are a perfect match
to original NGSPICE. Therefore, every circuit that can be simulated in NGSPICE can be solved in GPU-SPICE.
Both sequential and combinatorial (large or small) circuits synthesized in different technologies are possible.
Our resulting voltages are almost indistinguishable (< 0.1%) from the commercial HSPICE results with minor
differences resulting from the differences in the numerical settings/algorithms (e.g. the matrix solver or gmin
values).

Table 7.2: Evaluation of Circuit Setup Time in Different Simulators

Circuit Name Circuit Size Circuit Performance

General Non-Zero Matrix Elements Circuit Setup Time [s]

Our Circuits Transistors Requests Matrix Cols Total Max in Column NGSPICE [95] Xyce [96] SQL Radix

MAC 64-bit 87,096 5,574,920 392,320 3,340,543 185,364 1,484.74 9.67 22.72 3.24
AES 87,235 5,584,084 393,616 3,293,525 189,412 1,569.00 10.79 23.83 3.32
DCT 353,184 22,603,924 1,605,066 13,485,834 793,179 47,211.88 38.53 95.60 13.12
Multiplier 64-bit3 42,534 2,722,696 191,663 1,630,990 90,006 244.44 4.71 11.03 1.64
Multiplier 128-bit 236,639 15,145,928 1,064,524 9,021,114 523,191 16,876.14 26.79 62.44 8.81
Multiplier 256-bit 1,051,970 58,911,350 4,734,895 39,954,126 2,240,289 394,093.62 123.80 3,634.23 89.63
EPFL Benchmarks [166] Transistors Requests Matrix Cols Total Max in Column NGSPICE [95] Xyce [96] SQL Radix

Divisor 64-bit 371,631 20,811,597 1,670,657 12,421,637 1,203,341 132,032.71 43.00 183.10 21.10
Multiplier 64-bit3 141,616 7,930,757 636,977 4,794,077 269,461 1,828.47 16.31 60.91 7.37
Sqrt 64-bit 255,361 15,458,954 1,082,543 9,195,146 554,498 20,173.21 25.15 81.37 10.22
Square 64-bit 85,106 4,766,125 382,603 2,866,549 162,937 1,003.89 9.78 48.19 5.37

Circuit Properties: Table 7.2 summarizes our evaluated circuits. The circuits range from 42 thousand (k) to >1
million (M) transistors with approximately 70 times the number of requests. This highlights the importance of
high-performance circuit setup, as the circuit setup scales with the number of requests and not number of transistors.
Matrix Cols describes the number of columns of the circuit matrix, which represents dimension of the matrix (i.e.
n for the nxn matrices). As the circuit matrices are sparse, we report the number of non-zero elements and the
maximum number of non-zero elements in a single column (typically the column representing either GND or
VDD). These circuit properties affect runtime. For example, the 15M requests of the 128-bit multiplier result in
9M non-zero elements, hence 6M requests were removed as duplicates. This highlights how even simple operations
like deduplication demands parallel execution, as millions of elements are processed.

Original NGSPICE Circuit Setup: For the original circuit setup we evaluate all circuits in Fig. 7.11. Note the
logarithmic scale on the y-axis. For the smallest ISCAS benchmarks setup is below a single second and even for the
largest benchmarks it does not exceed 100s (1.5 minutes). This highlights how for such small circuits, previously
the circuit setup phase in SPICE could not be identified as a performance bottleneck. The circuit setup phase is
negligible for circuits that small. However, in EPFL benchmarks and our circuits we range from minutes (e.g., 26
minutes for AES) to hours (e.g., 13 hours for DCT) to days (e.g., 4.5 days for 256 multiplier). This illustrates, how
for larger circuits, the circuit setup can consume considerable amount of time and should be accelerated.
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Figure 7.11: Setup time for the ISCAS85 [167], EPFL [166] and our circuits in NGSPICE [95]. Smaller circuits exhibit setup times below
100s. Yet, larger circuits show how circuit setup exceeds hours (128-bit multiplier, DCT) to days (256-bit multiplier) and thus
consumes considerable time.
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Figure 7.12: Evaluation of circuit setup time for our synthesized circuits. Radix is 7x to 40x faster than SQL, which in turn is significantly faster
than our baseline NGSPICE. For the 128-bit multiplier, circuit setup dropped from 5.5 hours to 62s for our SQL implementation
and 8.8s for our Radix implementation. For larger circuits like 256 multiplier and divisor, the speedup is even higher with 4396x
compared to NGspice and 40x to our SQL.
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7 Step Four - Accelerating Standard Tools

Our Circuit Setup: Our two circuit setup implementations (Radix and SQL) are evaluated with all circuits. The
ISCAS benchmarks are not shown as the Radix circuit setup is faster than 1s. For example, the largest ISCAS
circuit c7552 with 14942 transistors executes circuit setup for 9.8s in NGSPICE and drops to 3.3s in SQL and
0.7s in Radix. The large circuit results are shown in Fig. 7.12. Our implementations reduce the time necessary
for the circuit setup for the entire range of large circuits. With encryption (AES), image processing (DCT) and
arithmetic (MAC) circuits we covered a wide range of combinatorial circuits in which Radix vastly outperforms
NGSPICE and SQL. To observe the scaling, we use the multipliers, as they feature similar circuit topology and
only differ in size. For the smaller 64-bit multiplier the analysis drops from 4 minutes in NGSPICE to 11s SQL
and below 2s Radix. In the middle, the 128-bit multiplier sees a drop in circuit setup time from 19878s NGSPICE
(5.5 hours) to 62s SQL (1 minute) and 8.8s Radix, providing 318x respectively 2257x faster circuit setup. For the
huge 256-bit multiplier, analysis drops from 394093s in NGSPICE (4.5days) to 3634s in SQL (1 hour) and 89s in
Radix (1.5 minutes). This illustrates why the SQL implementation was insufficient, as its speedup dropped to 108x
as the database could not fit in main memory anymore. At the same time our Radix implementation is 40x faster
than SQL for this huge circuit, resulting in an overall speedup of 4396x. The Xyce simulator scales much better
than NGSPICE, since it uses multiple cores and modern data structures. For the 128-bit multiplier, Xyce is faster
than commercial simulators (see below) with just 1.38x the runtime of Radix. For smaller circuits like the AES,
DCT, MAC and EPFL circuits it is on average 3x, respectively 2x (EPFL), slower than Radix. In summary, Xyce
outperforms our SQL implementation as well as the commercial simulators in the circuit setup phase. However,
our GPU-based Radix approach outperforms all examined simulators including the Xyce simulator. 11

−1

0

1

2

c4
32

c4
99

c8
80

c1
35

5
c1

90
8

c2
67

0
c3

54
0

c5
31

5
c6

28
8

c7
55

2

GPU-SPICE faster
→negative times

R
el

at
iv

e
N

od
al

A
na

ly
si

s
Ti

m
es

[s
] Overhead GPU-SPICE (SQL)→NGspice

Overhead GPU-SPICE (Radix)→NGspice

Fig. 14. Comparing circuit setup times in small circuits to illustrate the
overhead toverhead = tanalysis(our) − tanalysis(NGSPICE) of our
approach (e.g., by copying data to and from the GPU). As shown, both
SQL and Radix are below < 2s slower for even the smallest circuits and
thus feature negligible overhead.

use the multipliers, as they feature similar circuit topology
and only differ in size. For the smaller 64-bit multiplier the
analysis drops from 4 minutes in NGSPICE to 11s SQL and
below 2s Radix. In the middle, the 128-bit multiplier sees
a drop in circuit setup time from 19878s NGSPICE (5.5
hours) to 62s SQL (1 minute) and 8.8s Radix, providing
318x respectively 2257x faster circuit setup. For the huge
256-bit multiplier, analysis drops from 394093s in NGSPICE
(4.5days) to 3634s in SQL (1 hour) and 89s in Radix (1.5
minutes). This illustrates why the SQL implementation was
insufficient, as its speedup dropped to 108x as the database
could not fit in main memory anymore. At the same time
our Radix implementation is 40x faster than SQL for this
huge circuit, resulting in an overall speedup of 4396x. The
Xyce simulator scales much better than NGSPICE, since it
uses multiple cores and modern data structures. For the 128-
bit multiplier, Xyce is faster than commercial simulators (see
below) with just 1.38x the runtime of Radix. For smaller
circuits like the AES, DCT, MAC and EPFL circuits it is
on average 3x, respectively 2x (EPFL), slower than Radix.
In summary, Xyce outperforms our SQL implementation as
well as the commercial simulators in the circuit setup phase.
However, our GPU-based Radix approach outperforms all
examined simulators including the Xyce simulator.
Overhead: To evaluate the overhead, we return to the ISCAS
circuits in Fig. 14. Their smaller size makes them ideal
to highlight static overhead in the circuit setup. Fig. 14
illustrates that our overhead (toverhead = tanalysis(our) −
tanalysis(NGSPICE) for both implementations is below 1s
and thus negligible.
Commercial SPICE: Synopsys HSPICE and Cadence Spec-
tre are the leading commercial SPICE flavors. We evaluated
circuit setup (called setup in HSPICE and Spectre) for the 64-
bit multiplier in HSPICE 2017.3 and Spectre APS 15.4 both
configured to 8 threads (i.e. multi-core circuit setup), which
resulted in the fastest setup times on our hardware. Note
that Fig. 1 already establishes that circuit setup consumes a
significant portion of the total execution time in commercial
SPICE flavors. We could not solely run circuit setup, but
had to evaluate DC or TRAN simulations to comply with
the software. Consequently, we could not evaluate larger
circuits than the 64-bit multiplier in HSPICE and Spectre,
since the entire simulation consumes unfeasible amounts of
time. In the examined 64-bit multiplier, our Radix circuit
setup is 4.49x faster than Spectre and 2.32x faster than
HSPICE, confirming that we also outperform commercial
software. Note, that this evaluates circuit setup and not

overall simulation time.
Circuit Setup Time per Transistor: In order to evaluate the
scaling behavior of our two approaches and state of the art,
we evaluate the circuit setup time, normalized per transistor
in Fig. 13. The total circuit setup time (shown in Fig. 11
is divided by the number of transistors in the simulated
circuits (see Table 1 for large circuits). Fig. 13 shows how
the original implementation (NGSPICE) increases 4 orders
of magnitude in circuit setup time per transistor towards
larger circuits. This clearly highlights, why for larger circuits
a new approach was necessary.

Our SQL circuit setup implementation in GPU-SPICE
shows a better scaling. Beyond c2670 with 5132 transis-
tors, SQL utilizes less computational time per transistor as
NGSPICE. Before that point, both Radix and SQL are worse
due to the initialization of the GPU and SQL database. The
hump from c2670 to c7552 in SQL is mainly due to the
specific topology of the larger ISCAS benchmarks (multi-
ple copies of smaller ISCAS benchmarks), which results in
slightly longer lookups in the SQL database. While the SQL
solution features near-linear scaling O(n), it has its limits
towards large circuits. The SQL database for the Divisor-64-
bit and Multiplier-256-bit did not fit into the main memory
of the employed desktop PC and therefore the operating
system had to page (offload memory to the hard disk). This
results in much more computational time per transistor, as
visible by the incline at these two large circuits.

The Radix implementation in GPU-SPICE uses less
memory (4GB on the GPU vs. 8GB main memory) and
therefore scales better towards the larger circuits. It features
a slight incline towards Divisor-64-bit and Multiplier-256-
bit as the bandwidth from GPU to GPU-memory becomes a
bottleneck. However, Radix is at least one order of magni-
tude better than our SQL implementation and scales excel-
lently. For small circuits, the initialization, i.e. moving data
from main memory to the GPU, thread management, etc.)
consumes time. Beyond c1908 with 3374 transistors, Radix
consumes less time per transistor (and overall, see Fig. 14)
than state of the art NGSPICE. Our experimental results
verify the algorithmic complexity of our SQL and Radix
approaches as O(n).
Total Simulation Times: We did not compare total simula-
tion times, as this is outside of the scope of this work and
heavily depends on the settings used. A transient simulation
for 10k cycles of a digital circuit takes significantly longer
than a transient simulation with a single cycle used for prop-
agation delay estimation. Circuit setup is independent of
settings and thus fair to compare. All simulations finished,
i.e. we could verify that circuit setup worked fine.

7 CONCLUSION

In this work we presented a GPU-based implementa-
tion of SPICE, called GPU-SPICE. We highlighted a novel
massively-parallel circuit setup. Our GPU-SPICE enables
SPICE simulations for circuits beyond 250K transistors at
full accuracy achieving up to 4396x speedup for circuit setup
compared to conventional open-source NGSPICE and up to
4x speedup compared to commercial SPICE flavors.
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Figure 7.13: Comparing circuit setup times in small circuits to illustrate the overhead toverhead = tanalysis(our)−tanalysis(NGSPICE)
of our approach (e.g., by copying data to and from the GPU). As shown, both SQL and Radix are below < 2s slower for even the
smallest circuits and thus feature negligible overhead.

Overhead: To evaluate the overhead, we return to the ISCAS circuits in Fig. 7.13. Their smaller size makes
them ideal to highlight static overhead in the circuit setup. Fig. 7.13 illustrates that our overhead (toverhead =

tanalysis(our)− tanalysis(NGSPICE) for both implementations is below 1s and thus negligible.

Commercial SPICE: Synopsys HSPICE and Cadence Spectre are the leading commercial SPICE flavors. We
evaluated circuit setup (called setup in HSPICE and Spectre) for the 64-bit multiplier in HSPICE 2017.3 and
Spectre APS 15.4 both configured to 8 threads (i.e. multi-core circuit setup), which resulted in the fastest setup
times on our hardware. Note that Fig. 7.1 already establishes that circuit setup consumes a significant portion of
the total execution time in commercial SPICE flavors. We could not solely run circuit setup, but had to evaluate
DC or TRAN simulations to comply with the software. Consequently, we could not evaluate larger circuits than
the 64-bit multiplier in HSPICE and Spectre, since the entire simulation consumes unfeasible amounts of time. In
the examined 64-bit multiplier, our Radix circuit setup is 4.49x faster than Spectre and 2.32x faster than HSPICE,
confirming that we also outperform commercial software. Note, that this evaluates circuit setup and not overall
simulation time.
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Figure 7.14: Normalizing circuit setup times shows how the algorithms scale. If the algorithm scales well, than the amount per transistor should
stay constant (approx. linear O(n)) instead of growing linearly (O(n2)). NGSPICE has less initialization overhead, but scales
badly. Our Radix circuit setup implementation scales excellent with near constant circuit setup time per transistor.

Circuit Setup Time per Transistor: In order to evaluate the scaling behavior of our two approaches and state of
the art, we evaluate the circuit setup time, normalized per transistor in Fig. 7.14. The total circuit setup time (shown
in Fig. 7.11 is divided by the number of transistors in the simulated circuits (see Table 7.2 for large circuits). Fig.
7.14 shows how the original implementation (NGSPICE) increases 4 orders of magnitude in circuit setup time per
transistor towards larger circuits. This clearly highlights, why for larger circuits a new approach was necessary.

Our SQL circuit setup implementation in GPU-SPICE shows better scaling. Beyond c2670 with 5132 transistors,
SQL utilizes less computational time per transistor as NGSPICE. Before that point, both Radix and SQL are worse
due to the initialization of the GPU and SQL database. The hump from c2670 to c7552 in SQL is mainly due to the
specific topology of the larger ISCAS benchmarks (multiple copies of smaller ISCAS benchmarks), which results
in slightly longer lookups in the SQL database. While the SQL solution features near-linear scaling O(n), it has
its limits towards large circuits. The SQL database for the Divisor-64-bit and Multiplier-256-bit did not fit into the
main memory of the employed desktop PC and therefore the operating system had to page (offload memory to the
hard disk). This results in much more computational time per transistor, as visible by the incline at these two large
circuits.

The Radix implementation in GPU-SPICE uses less memory (4GB on the GPU vs. 8GB main memory) and
therefore scales better towards the larger circuits. It features a slight incline towards Divisor-64-bit and Multiplier-
256-bit as the bandwidth from GPU to GPU-memory becomes a bottleneck. However, Radix is at least one order
of magnitude better than our SQL implementation and scales excellently. For small circuits, the initialization, i.e.
moving data from main memory to the GPU, thread management, etc.) consumes time. Beyond c1908 with 3374
transistors, Radix consumes less time per transistor (and overall, see Fig. 7.13) than state of the art NGSPICE. Our
experimental results verify the algorithmic complexity of our SQL and Radix approaches as O(n).

Total Simulation Times: We did not compare total simulation times, as this is outside of the scope of this work
and heavily depends on the settings used. A transient simulation for 10k cycles of a digital circuit takes significantly
longer than a transient simulation with a single cycle used for propagation delay estimation. Circuit setup is
independent of settings and thus fair to compare. All simulations finished, i.e. we could verify that circuit setup
worked fine.
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8 Custom Reliability in Circuits

With the previous four steps complete, the degradation models are improved, accelerated and incorporated into
standard tools. Now the final goal can be achieved, which is to estimate the reliability of circuits under custom
conditions. For a user specified workload, temperature, voltage and lifetime, the tool can accurately determine the
required timing guardband to maintain reliability. Compared to traditional worst-case estimations, this improves
the performance of the circuit without any loss in reliability.

8.1 Circuit Reliability Analysis for Custom Use-Case Scenarios

To provide an interesting use-case for our custom reliability estimation, we study an entire SRAM memory array
which is used as a register file in a microprocessor. For this purpose, this section does not just discuss the
custom reliability framework by itself (see Section 8.1.3.3), but also the surrounding infrastructure (see Section
8.1.3.4) to obtain all the data necessary for a use-case (e.g., activity in the circuit). This section is based on my
publication [174].

8.1.1 SRAM Array - The Typical Test Circuit

SRAM memory is the fastest memory type, used in the most demanding memory applications such as buffers,
register files and L1 cache, operating at full fclk. Thus, evaluating its reliability (and therefore guardband, affecting
effective performance) is important and frequently used to benchmark a technology [86, 175]. However, studying
SRAM memory cells in isolation misrepresents their importance for SRAM array performance.

In this work, we show how SRAMmemory cells (C) represent just a small fraction of the overall performance (e.g.,
read or write delay) of an SRAM memory array. Instead, we highlight how periphery like the Write Driver (WD)
and the Sense Amplifier (SA) govern performance. Other periphery, like address decoders, are latched and thus do
not affect array delay. Hence, they are not considered in this work, even though they could be included.

In this work, we present a fully automated SRAM framework, which is built on top of our own Circuit Aging
Reliability Analysis Tool (CARAT). This SRAM framework can create an SRAM array with various settings (size
of memory array, etc.), extract activity for the array from a processor simulator and then estimate aging-induced
degradation in the array to identify weaknesses in the circuit design with respect to reliability. Our high level flow
is shown in Fig. 8.1.

8.1.1.1 Related Work

Studying reliability can be performed at different abstraction levels and with different accuracies. At the higher
abstraction level, reliability is studied of large circuits (exceeding 100k transistors), which is solely possible by
breaking the circuits down to standard cells, but not down to the transistor level. Works like [82,84,85] have shown
how large circuits like entire microprocessors can be studied by characterizing standard cell libraries under the
effects of aging.

This works aims at lower abstraction levels (up to 100k transistors), as circuits are broken down to the transistor
level. This allows us to study analogue and mixed-signal circuits, as these cannot be broken down to standard cells.
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Figure 8.1: Overview of entire work. Delay array is simulated with fresh and degraded modelcards to obtain delay difference. Indices a) to d)
correspond to Fig. 8.3.

Additionally, circuit simulation on the transistor level feature higher accuracy, as more of the transistor interactions
(for example, pull-up versus pull-down networks as shown in [85]) are captured and circuits are not evaluated with
abstracted delay and power tables for standard cells. Therefore, instead of taking the workload purely as signal
probabilities of standard cell input pins [82, 85], we take individual voltage waveforms per transistor into account.
So instead of duty cycle and switching frequency, we have full VG, VD, VS , VB waveforms which allow the aging
models to more accurately consider recovery and thus provides a more accurate degradation value per transistor.

As a representative circuit, we study an SRAM array as SRAM are frequently studied in reliability [86]. However,
the majority studies the SRAMmemory cells in isolation missing the periphery with SA orWD [73,86]. Reliability
in periphery is mainly reported with isolated SA studies in [87,88] and a single BTI report in WDwith cells in [89].
For the SA, the work in [88] claims workloads from a processor simulator, yet solely records read frequency ("read
activation") (fread) and then simulates simple read 0 and read 1 patterns in SPICE to translate read operations to
transistor duty cycle (λtran) and switching frequency fsw for transistors in the SA alone.

For a detailed comparison to other circuit reliability frameworks, see Section 3.5.

8.1.1.2 Novel Contributions

The novel contributions of this work are as follows:

1. We simulate an entire SRAM 32 x 64 bit array including SA, WD, pre-chargers under the impact of realistic
workloads from a processor, bringing SA, WD and C together for the first time. This reveals the vulnerable
transistors across the entire SRAM array.

2. Our workload and activity stretches far beyond solely fread. We monitor a large set of activities (see Fig.
8.3a) for each circuit. This work monitors an entire processor register file (2048 SRAM bits) including 64
columns for SA, WD data. This allows for the first time to uncover the interaction between C, SA and WD
during all three read, write and hold operations.

3. We map the full activity on each transistor in the array and simulate everything in SPICE. Then, we integrate
this in our own aging framework (CARAT) to study each transistor with its full voltage waveform both for
detailed BTI and HCD analysis. The automated tool is implemented with C-code for performance-critical
sections for a simulation time of under 2h, illustrating feasibility of large circuit studies.
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8.1 Circuit Reliability Analysis for Custom Use-Case Scenarios

8.1.2 Background

To explain our reliability framework, we first need to provide some background in SRAM and aging.

8.1.2.1 SRAM Periphery

WD: Write Driver

SA: Sense 
Amplifier

Pre-Charge

C: SRAM Cell

C: SRAM Cell

C: SRAM Cell…

Dataout LatchBL BLB

Datain 1 bit

Figure 8.2: Block schematic of an array column with periphery

The periphery of an SRAM array is important with respect to the overall performance of the array. During read, an
SRAM cell barely pulls its bit line (BL) down by 50-100mV, before the SA supports the read and the latch stabilizes
the SA output. Similarly, strong WDs are necessary to flip a cell to its opposite value for reliable writes, as the
SRAM cell itself opposes the write operation (if the opposite value (to the stored value) is written). Actually, the
periphery determines the majority of tdelay, compared to the contributions of the cells alone, as we illustrate in Fig.
8.6.

8.1.2.2 Transistor Aging

Bias Temperature Instability (BTI) is stimulated by temperature and voltage, specifically Vgs and Vds [9]. These
voltage waveforms are frequently abstracted to by On-/Off-ratio of transistors λtran and switching frequencies
fswitch [118]. For more details about BTI see Section 2.2.1. With respect to our SRAM array, its transistors in
SA and WD, λtran depend on the balance ratios (more operations with either 0’s or 1’s) of read (λread) and write
(λwrite) operations.

For Hot Carrier Degradation (HCD) stimulation is also by temperature and voltage, with Vgs and even stronger
dependency (compared to BTI) on Vds. For more details on HCD see Section 2.2.2. HCD activation is given by
fread.SA and fwrite.WD (different from (lower) cell frequencies fread.C and fwrite.C). The WD and C see high
current when bit lines discharge and C has to be flipped (writing opposite values), hence fflip.C contributes to the
total flip frequency of the WD fflip.WD, which are both important for HCD in C and WD, respectively. This is
not considered in state of the art, as the additional load of periphery on the SRAM C can only be considered if
periphery like SA, WD, etc. are considered.

8.1.3 Circuit Reliability Framework

Our circuit reliability framework consists of four parts, which are explained in their corresponding subsections. A
high level overview is given in Fig. 8.1.
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Figure 8.3: a) Processor activity extraction, which is stored as activity metrics for each circuit.
b) Metrics translated to operation waveforms (Read, Write, Hold over time), then into SPICE voltage sources.
c) C, SA &WD simulations to extract values for degraded modelcards (see Fig. 8.1) with their activity (bit for C, col. for SA/WD)
then delay simulation (fresh vs. degraded)
d) Circuit Reliability Framework (CARAT)

8.1.3.1 Activity Extraction

The simulator gem5 [148] simulates a complete processing system, including main memory and the ARM CPU,
clocked at 1 GHz. This allows us to extract a representative activity trace of even the innermost memory of the CPU,
the register file. Gem5 was extended to report the current clock cycle and values of all read and write accesses to
the register file. This way, all activities in the 64 bits (SRAM cells) of the 32 registers can be analyzed. The access
traces of various workloads (benchmark applications) are extracted and we deduce data for each bit and column (see
Fig. 8.3a for metrics). Importantly, the activity of SA or WD is different from C, since single SA or WD support
an entire column (see Fig. 8.2). Each read (write) to any C in that column passes the same SA (WD) and thus
degrades that SA or WD, while activity distributes across Cs: fread.SA ≫ fread.cell and fwrite.WD ≫ fwrite.cell.

148



8.1 Circuit Reliability Analysis for Custom Use-Case Scenarios

8.1.3.2 Waveform Generation

SPICE requires voltage sources for the pins of our netlists (SA enable, WL, CLK, etc.). For this purpose, we
generate read and write waveforms matching λread, λwrite, fflip.WD, etc. (see Fig. 8.3b). Hold operations are
introduced to bring fread and fwrite from fclk down to requested fread.SA, fwrite.WD by altering the input to the
BTI/HCD models. Thus, instead of simulating > 1e8 operations doing nothing, we insert hold operations without
loss of accuracy (since nothing changes during hold) to reduce SPICE runtime.

8.1.3.3 CARAT Aging Framework
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Figure 8.4: Shaping a rising and falling voltage waveform with the three different resolution settings. At resolution = 2, the shape is only roughly
approximated, while at resolution = 50 the shape is approximated at high accuracy. The resolution is thus a trade-off between
simulation accuracy and simulation time.

The aging framework starts with a SPICE circuit simulation of the circuit (see next Section for details about the
netlists). The circuit consists of 14nm FinFET transistors with modelcards from [162]. The activity of the circuit is
given by the description of the voltage sources at the input pins of the circuit (see previous section). In our case, this
is done by the waveform generator (Fig. 8.3b). It creates all data and control signals (e.g., WL, CLK, SA enable,
WD enable) for our SRAM array.

From SPICE, VD, VG, VS , VB and temperature T over time for each transistor are extracted, which is later used by
our aging models to estimate aging-induced degradation. These five entities (four voltages + temperature) are each
saved into a single file per transistor as waveforms over time.

Then, a pulseshaper creates valid inputs for the BTI model (BAT [9]) and the HCD model (HEAT [42]). As the
aging models are computationally intensive, the pulseshaper removes glitches (i.e. smooths the signal slightly to
remove over- and undershooting of the voltages) and discretizes the waveforms with a given resolution (see Fig.
8.4). This resolution factor is between 1 and 100, with 100 being the full SPICE waveform and lower values
representing abstracted versions of the waveforms to further enhance the simulation speed. The actual resolution
value is up to the end-user to balance accuracy against simulation time. In this work, resolution is set to 100. If full
accuracy is required for large circuits (e.g., in security critical applications) and thus resolution is forced to 100, then
GPU-accelerated aging models can be employed to feasibly simulate 100k transistors despite using defect-centric
aging models [152].

As the SPICE simulation can only cover a limited amount of operations and not the entire lifetime of a circuit (10
years of operation at billions of operations per second is infeasible), we have to extrapolate the aging degradation.
For this purpose, both BTI and HCD output from the corresponding models [9] [42] are extrapolated by matching
constant stress (DC) curves with the actual calculated waveform-induced degradation (AC stress). For BTI, we shift
the DC degradation curve down (towards lower ∆Vth) to match the currently computed AC stress curve (see Fig.
8.5a) and to then continue the AC stress curve. This exploits the universal power law of BTI [9] [34]. For HCD we
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Figure 8.5: Extrapolation of BTI and HCD aging waveforms. a) BTI waveforms from DC (i.e. constant stress) simulation data are vertically
shifted down (lower degradation values, but same slope) to match the actual simulation data (red curve) and continue it (blue dashed
line). This exploits the universal power law of BTI [9]. b) HCD waveforms are horizontally shifted (to longer stress times) as HCD
features no recovery and as such its degradation under AC stress can always be recreated with slower/shifted DC stress curves.

shift the DC degradation curve towards longer tstress (summation of ON-time for a transistor). Since HCD features
no recovery [42], we can model AC degradation as a slower DC degradation (e.g. 50% ON-time resolution in half
degradation speed, i.e. twice the stress time) as shown in Fig. 8.5b.

Finally, the framework creates the degraded modelcards for each transistor (shifting Vth and other parameters based
on the output of the aging models). Then another SPICE simulation (with degraded transistors) is performed to
report the degraded delay. The degraded delay is then compared to the initial delay from the waveform extraction
simulation (i.e. undegraded/fresh delay) and ∆tdelay is determined.

8.1.3.4 SRAM Framework

The SRAM framework (see Fig.8.3c) creates four netlists, to minimize the amount of simulated transistors as much
as possible without loss of any accuracy (as each simulation still contains all components affecting the circuit under
test):

1. SRAM array with single C, SA and WD. Simulated with activity of single SRAM cell (1 bit).

2. SA with Pre-Charge reading from a shadow SRAM cell (cell with nodes Q and QB set via high impedance
voltage source) to read the desired values. Netlist is simulated with the read activity of an entire column of
the SRAM array (representative of all activity for a single SA).

3. WD with Pre-Charge writing to a shadow SRAM cell set to the correct values to write while flipping the cell
(additional load on the WD) or without flip. Netlist is simulated with the writes of an entire SRAM array
column (representative of all activity for a single WD).

4. Full SRAM array with multiple cells (for parasitics) to obtain delay at various points in the circuit with and
without degradations.

Each netlist is then passed through the aging framework to obtain the degraded modelcards for each transistor under
the correct activities (see Fig. 8.1)
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nodes (Q, QB) cross their voltages, until the cell flips and until bit line (BL) stabilizes.

8.1.4 Evaluation

For the evaluation, we compare static degradation (0, 25 and 50 mV ∆Vth applied uniformly to all transistors in
the SRAM array) to three actually workload-driven degradation scenarios in which we applied individual ∆Vth to
each transistor based on its voltage waveforms.

8.1.4.1 Static Degradation

Fig. 8.6 show tdelay.read and tdelay.write for different points in the SRAM array. The dark blue is the fresh
circuit without degradation. Orange and grey apply static uniform degradations of ∆Vth = 25mV and 50mV

(corresponding to λtran ≈ 0.5 and ≈ 1) to each transistor within the entire array. These three scenarios are
our baseline scenarios without taking workload into account. Note, that static 50 mV ∆Vth is comparable to a
worst-case estimation (SS process corner) for the SRAM array.

8.1.4.2 Workload-Induced Degradation

For the workload-induced degradations, we selected three bits (memory cells) from the SRAM array for the cell
activity and the corresponding column activity for the SA and WD activity. We selected two comparisons (red and
blue arrows in legend of Fig. 8.7). First, the impact of different λcell for identical λread, λwrite (two bits in the
same column, have identical periphery, but different λcell). The second comparison is the impact of different λread,
λwrite for similar cells (comparable λcell) to evaluate the role of the aging in periphery on the overall delay. Fig.
8.7 shows ∆tdelay.read and ∆tdelay.write due to BTI and HCD in the array, this highlights the differences already
seen in Fig. 8.6 clearer as it isolates the impact of aging.

All cells are heavily unbalanced (λcell ≈ 0 for yellow and green, with ≈ 1 for blue, which results in λtran ≈ 1 for
one nMOS and pMOS in C and λtran ≈ 0 (i.e. fresh) for the other two. In Fig. 8.7a, we can observe that reading
a stored 1 and then measuring the delay at the cell (“cell 1”), at the SA (“sense 1”) and finally, at the output of the
latch (“latch 1”) does not show the same increase. For “cell 1”, yellow is higher, while for “sense 1” and “latch 1”
blue is higher. This indicates that when studying the cell without periphery, one must conclude that λcell plays a
major roll, while in reality, aging in SA and WD matters. Fig. 8.7a furthermore shows that for “cell 0” and “cell
1”, the cells behave as expected, performing slower when the degraded side (due to unbalanced aging λcell ≈ 0

(yellow), ≈ 1 (blue)) has to charge the bit lines. Yet, for “sense 0” and “latch 0” compared with “sense 1” and
“latch 1”, this disappears and the similarity in SA and WD degradation dominates overall tdelay (λread, λwrite is
identical for yellow and blue). This highlights clearly, the importance of periphery when designing for reliability.
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delay.

When taking periphery into account, it is important, that we do not use static degradations, but actual workload-
driven degradations. Considering homogeneous∆Vth for all transistors significantly overestimates both∆tdelay.read
(see “latch 1” in Fig. 8.7a) and ∆tdelay.write (see “BL Stable 1” in Fig. 8.7b), highlighting the importance of
taking actual processor activity into account. Simple estimations are severely pessimistic leading to over-designed
timing guardbands and thus ultimately a loss in performance (lower fclk).

To study how much the difference in workload matters, we can compare yellow vs. green. This second comparison
shows the impact of different λread, λwrite for identical cells. As mentioned before, with the SA connected to C,
it reverses the side with high ∆tdelay.read and high λcell, since the SA is much stronger and thus its λread governs
overall ∆tdelay.read for 0 and 1, regardless of which side of the cell is degraded. For “sense 0” and “sense 1” the
actual λread does not have a large impact on ∆tdelay.read. Yet for “latch 0” and “latch 1” the impact of λread can
clearly be observed as yellow and green swap who has higher ∆tdelay.read.

The write operation (seen in Fig. 8.7b) “VQ = VQB 1” describes when the two voltages at the internal nodes of
the SRAM cell are equal (approximately VDD

2 ), “Cell Flip 1” when the memory cell reached a stable storage of a 1
(VQ ≈ VDD for storing a 1) and “BL Stable 1” until the bit line reached the stable value (VBL ≈ VDD for storing
a 1). The latter happens last, because the cross-coupled inverters in the memory cell support the cell flip after they
are over their tipping point (VQ = VQB). In terms of ∆tdelay.write, the SRAM cell resist the write if its value is
flipped. Hence, it is easier to write a value, in which the SRAM cell resists with degraded transistors (yellow has
shorter ∆tdelay.write than blue). This is apparent across “VQ = VQB”, “Cell Flip” and “BL Stable 1”, which all
match λcell (yellow (λcell ≈ 0) higher ∆tdelay.write for storing 0’s and blue (λcell ≈ 1) higher ∆tdelay.write for
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storing 1’s). Therefore, for the write operation, the actual cell degradation is clearly visible and must be taken into
account. This is in contrast to the read operation, where periphery overshadows the cells.

Periphery still plays a role, as comparing yellowwith green in Fig. 8.7b also shows a difference in∆tdelay.write. For
the cell internal delays “VQ = VQB” and “Cell Flip” the degradation of theWD does not matter much (∆tdelay.write

of yellow and green are comparable). Yet, for “BL Stable 1” the asymmetric/unbalanced degradation (stemming
from different λwrite) in the WD matters as it takes longer for the degraded side in the driver to charge the rather
large bit line capacitance.

In summary, for the read operation, aging in the SA and its output latch are crucial to take into account as the
majority of ∆tdelay.read is governed by them. For the write operation, degradation in the cell matters the most,
while the WD plays a secondary but non-negligible role. Evaluating reliability with static degradation severely
overestimated ∆tdelay for both read and write. Thus, when hardening an entire SRAM array against aging, both
periphery and workloads must be taken into account.

Comparing worst-case estimations (equivalent to SS process corners) in grey, compared to the the workload cases
results in 80% smaller timing guardband for the read operation and a 65% smaller timing guardband for the
write operation. This clearly highlights the need for custom reliability estimations and the considerable pessimism
involved in worst-case estimations.

8.1.4.3 Register File Workload in a Processor
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Figure 8.8: a) SRAM balance ratio (duty cycle) in “AES” application b) SRAM balance ratio (duty cycle) in “bitcount” application. Bits above
40 are barely accessed, since the computation uses mostly 32-bit values and calculation of virtual addresses are done in 40 bit.
“AES” shows much more balanced λtran as encryption algorithms try to mimic white noise.
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Fig. 8.8 show the duty cycles λcell (ratio of SRAM cell storing 1’s or 0’s) for two benchmark applications “AES”
and “bitcount”, illustrating the diversity in workloads (applications). Both applications feature essentially zero
writes in the upper bits. These upper bits are barely accessed, as applications rarely require 64-bit values (e.g. int
variables are typically signed 32-bit variables). In this case, the ARM CPU uses 40-bit virtual addresses to store
32-bit variables, which is clearly visible in the Fig. 8.8 as the cut-off. The cells above bit 40 are thus essentially
static, resulting a very unbalanced reads λread (all read 0’s) and unbalanced λcell (storing 0’s). For the lower bits,
“AES” shows very balanced (blue) λcell and thus balanced λtran. This makes sense, since encryption algorithms
try to behave as randomly as possible (i.e. as close to white noise as possible) to protect against side-channel
attacks. Other applications are not designed in this manner. Thus, for “bitcount” only a few lower bits are balanced
(blue) and most are deep red (extremely unbalanced), indicating λtran close to 0 or 1 (depending if primarily 0’s
or 1’s are stored). This highlights that different workloads might share general trends (higher bits: governed by
CPU architecture, memory architecture, etc.), while at the same time being clearly distinct from each other (lower
bits: governed by application data and instructions), indicating that separate hardening against aging for these areas
might be useful, with more attention focusing on the static (and thus higher degraded) architecture-governed areas.

(a) AES Benchmark
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Figure 8.9: a) Bit flip frequency in “AES” a) Bit flip frequency in “bitcount” application. “AES” flips the bits much more and consequently has
significantly higher load on the WD. This highlights why taking the workload into account is important for both SRAM cells and
periphery.

The flipping frequency fflip shown in Fig. 8.9 follows largely the trends of the duty cycle λcell. This makes
sense, as frequent flipping (high fflip) should on average result in a more balanced λcell. However, for “AES” the
registers 4-12 and bits 32-0 show a very uniform fflip, despite some irregularities in the λcell plot in the same area.
Similarly, for “bitcount” in registers 0-3 and bits 32-0 there is a clear fflip hotspot in Fig. 8.9, while in Fig. 8.8, we
see unbalanced λcell above bit 4. As λcell is important for SRAM cell design, but fflip indicates the load for the
corresponding WD, these discrepancies highlight how unfortunately λcell data alone cannot hint at the workload of
SRAM cell periphery.
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Figure 8.10: a) and c) Read λread and write λwrite balance. “AES” shows much more balanced reads and writes than “bitcount”
b) and d) Read and write frequencies (fread(0), fread(1), fwrite(0) ,fwrite(1)) for “AES” and Bitcount. Both workloads are
comparable and write/read in the low kHz-range.

Instead, Fig. 8.10 shows the column activity for the 2 benchmarks “AES” and “bitcount”, which is the activity
seen by the periphery, with λread governing the balance of SA and λwrite governing the balance of the WD. As
the majority of cells store a logic 0, the fread(0) ≫ fread(1) and fwrite(0) ≫ fwrite(1) resulting in an overall
λread ≈ 0 and λwrite ≈ 0 for most bits (especially the upper bits). Additionally, since most reads and writes operate
on 0’s, the periphery ages asymmetrically, which affects overall circuit delay. This indicates that SA andWD should
receive hardened transistors which provide currents for reading and writing 0’s. For lower bits, things balance out
more and “bitcount” reaches λread ≈ 0.2, while “AES” reaches λread ≈ 0.5. This shows, that not just for the
cells, but also for the periphery, there are clear general trends governed by circuit architecture (CPU-architecture,
memory-architecture, etc.) as well as unique behavior by the workload running on the circuit. Thus, as for the cells,
both aspects must be considered when designing reliable SRAM array periphery.
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8.2 Aging-Aware Voltage Scaling

To explore custom reliability estimations further, we present another use-case scenario in order to highlight their
strength. In this section, we explore the impact of voltage scaling on aging. The aging framework from Section
8.1.3.3 is employed to estimate the impact of BTI-induced degradations on the circuit. As power scaling is
considered, this estimation occurs under dynamic supply voltages. To fully highlight the modeling capabilities,
guardband estimation and checking if timing can still be met occurs under ultra-fast voltage scaling (switches within
1 µs). This section is based on my publication [121].

8.2.1 Ultra-Fast Voltage Scaling is a Reliability Challenge

Increasing the supply voltage (Vdd) allows to boost the CPUperformance [136] due to the higher operating frequency,
but decreasing Vdd helps avoiding critical temperatures.

Ultra-fast voltage scaling: The joint fulfilling of both performance and thermal constraints necessitates to switch
the voltage very frequently. However, each Vdd switch invokes a performance penalty due to the inoperative
phases. This is unavoidable since the power supply would be unstable during switching due to charging/discharging
the chip’s capacitances [176]. To increase the efficiency, manufactures started implementing ultra-fast voltage
regulators where Vdd switching moved into the sub-micron regime like the Intel Haswell CPU which switches
between voltage levels within less than 1µs [176, 177], reducing the performance penalty of voltage scaling.

Aging effects: In the nano-scale era, aging effects are at the forefront of reliability concerns due to their momentous
ability to cause hardware failures. During the operation of transistors (i.e. applying/ceasing electric fields) the
Bias Temperature Instability (BTI) aging mechanism1, leads to continuously breaking/annealing Si-H bonds at the
Si-SiO2 interface as well as capturing/emitting charges in the oxide vacancies inside the transistor’s SiO2/high-κ
dielectric [8]. Overtime, generated defects manifest as a gradual shift in the threshold voltage of a transistor (Vth).
Aged (i.e. slower) transistors degrade the reliability of on-chip systems as they become less resilient to timing
violations manifesting in errors.

Guardband: To sustain reliability during the entire lifetime of an on-chip system, designers employ a guardband,
i.e. a slack time (tguardband) that is added to the nominal delay of chip (tnominal), to tolerate the slower operation
due to aging.

fclock =
1

tclock
; tclock = tnominal + tguardband (8.1)

toperation > tclock ⇒ Timing violations

Aging in the scope of voltage scaling: In fact, aging is accelerated/decelerated based on the strength of electric
fields and thus based on Vdd [8]. Hence, ∆Vth indeed follows the tendencies of Vdd controlled by the employed
voltage scaling technique, i.e. higher Vdd → higher aging-induced ∆Vth and vice versa. Importantly, switching
Vdd in an ultra-fast manner opens the door for emerging transient errors, as the Vdd will be dropped much faster
than the speed of aging recovery, as it will be demonstrated in Section 8.2.2. In practice, such transient errors may
appear immediately after switching from high to low Vdd level due to the temporary violation of the guardband.
In Fig. 8.11, we show how toperation temporarily grows larger than tclock after switching to a lower Vdd level.
This is because of the high ∆Vth, originating from the previous high Vdd level along with the negligible recovery
within a transition time of <1µs. Recent measurements in [177] through an on-chip hardware monitor validated

1 We focus solely on BTI as it is responsible for the highest degradation compared to other aging mechanisms [15]. However, our work is
applicable to any mechanism featuring recovery, like Hot Carrier Injection.
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Abstract—As feature sizes of transistors began to approach
atomic levels, aging effects have become one of major concerns
when it comes to reliability. Recently, aging effects have become a
subject to voltage scaling as the latter entered the sub-µs regime.
Hence, aging shifted from a sole long-term (as treated by state-
of-the-art) to a short and long-term reliability challenge.
This paper interrelates both aging and voltage scaling to explore
and quantify for the first time the short-term effects of aging.
We propose “aging-awareness” with respect to voltage scaling
which is indispensable to sustain runtime reliability. Otherwise,
transient errors, caused by the short-term effects of aging, may
occur. Compared to state-of-the-art, our aging-aware voltage
scaling optimizes for both short-term and long-term aging effects
at marginal guardband overhead.

I. INTRODUCTION

On-chip systems in the current and upcoming technology
nodes are thermally constrained [1] due to the continuing scal-
ing that steadily increases on-chip power densities. As a matter
of fact, voltage scaling techniques became inevitable in order
to fulfill performance constraints while obeying temperature
constraints [2]. While, on the one hand, increasing the supply
voltage (Vdd) allows to boost the CPU performance [3] due to
the higher operating frequency, decreasing Vdd, on the other
hand, helps avoiding critical temperatures.
Ultra-fast voltage scaling: The joint fulfilling of both per-
formance and thermal constraints necessitates to switch the
voltage very frequently. However, each Vdd switch invokes
a performance penalty due to the inoperative phases. This
is unavoidable since the power supply would be unstable
during switching due to charging/discharging the chip’s capac-
itances [4]. To increase the efficiency, manufactures started im-
plementing ultra-fast voltage regulators where Vdd switching
moved into the sub-micron regime like the Intel Haswell CPU
which switches between voltage levels within less than 1µs [4],
[5], reducing the performance penalty of voltage scaling.
Aging effects: In the nano-scale era, aging effects are at
the forefront of reliability concerns [6] due to their momen-
tous ability to cause hardware failures. During the operation
of transistors (i.e. applying/ceasing electric fields) the Bias
Temperature Instability (BTI) aging mechanism1, leads to
continuously breaking/annealing Si-H bonds at the Si-SiO2

interface as well as capturing/emitting charges in the oxide
vacancies inside the transistor’s SiO2/high-κ dielectric [8].
Overtime, generated defects manifest as a gradual shift in
the threshold voltage of a transistor (Vth). Aged (i.e. slower)
transistors degrade the reliability of on-chip systems as they
become less resilient to timing violations manifesting in errors.
Guardband: To sustain reliability during the entire lifetime
of an on-chip system, designers employ a guardband, i.e. a

1We focus solely on BTI as it is responsible for the highest degradation
compared to other aging mechanisms [7]. However, our work is applicable to
any mechanism featuring recovery, like Hot Carrier Injection.
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Fig. 1. Aging in conjunction with ultra-fast voltage scaling may lead to
transient errors due to the temporary violation of guardband

slack time (tguardband) that is added to the nominal delay of
chip (tnominal), to tolerate the slower operation due to aging.

fclock =
1

tclock
; tclock = tnominal + tguardband (1)

toperation > tclock ⇒ Timing violations

Aging in the scope of voltage scaling: In fact, aging is
accelerated/decelerated based on the strength of electric fields
and thus based on Vdd [8]. Hence, ∆Vth indeed follows the
tendencies of Vdd controlled by the employed voltage scaling
technique, i.e. higher Vdd → higher aging-induced ∆Vth and
vice versa. Importantly, switching Vdd in an ultra-fast manner
opens the door for emerging transient errors, as the Vdd will
be dropped much faster than the speed of aging recovery, as it
will be demonstrated in Section II. In practice, such transient
errors may appear immediately after switching from high to
low Vdd level due to the temporary violation of the guardband.
In Fig. 1, we show how toperation temporarily grows larger
than tclock after switching to a lower Vdd level. This is because
of the high ∆Vth, originating from the previous high Vdd
level along with the negligible recovery within a transition
time of <1µs. Recent measurements in [5] through an on-

Figure 8.11: Aging in conjunction with ultra-fast voltage scaling may lead to transient errors due to the temporary violation of guardband

the theoretical prediction [178] of a sudden drop in the frequency (see Fig. 8.11) after the switch from high to low
voltage level.

Therefore, aging effects should better be investigated jointly with voltage scaling. Otherwise, reliability may be
unsustainable due to the hidden short-term effects of aging.

Our novel contributions within this paper are as follows:
(1)We explore for the first time the short-time effects that aging in conjunction with voltage scaling has on reliability.
This is unlike state-of-the-art which treats aging only as a long-term deleterious effect [15, 25].
(2) To proactively avoid aging-induced transient errors, we propose a technique that adaptively tunes the guardband
at runtime towards employing a small, yet sufficient one. Thereby, our technique still maintains the benefits
of ultra-fast voltage switching and avoids the high performance loss that incurs from employing non-efficient
guardbands.

8.2.2 Aging-Induced Transient Errors

As soon as a pMOS is turned on, the BTI mechanism occurs and generates defects that shift the Vth. The induced
∆Vth is determined by the strength of Vdd as Fig. 8.12(a) shows, where∆Vth due to different Vdd levels is presented.
However, when Vdd is switched to a lower level, a partial recovery of the generated defects starts to take place as
Fig. 8.12(b) demonstrates. State-of-the-art (e.g., [15, 179]) considers that recovery solely occurs when the pMOS
is turned off (i.e. Vgs = 0V).

However, recent measurements [177] as well as state-of-the-art physics-based BTI modeling [34] demonstrated that
an intrinsic recovery occurs as soon as Vdd is switched to a lower level proving that recovering aging effects do not
necessitate turning the pMOS off. To evaluate that, we employ the state-of-the-art Transient Trap OccupancyModel
(TTOM) of BTI [34]. As seen in Fig 8.12(b), switching Vdd from 1.0V down to 0.9V and 0.8V reduces ∆Vth by
43% and 59%, respectively. This is in contrast to [180] which shows that voltage scaling has no impact on aging.
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Fig. 2. Overview of the degradation and recovery of the BTI aging mechanism and its relations with voltage scaling. (a) Aging degradation is determined
by the strength of Vdd, i.e. higher Vdd leads to higher ∆Vth. (b) Although the transistor is still on, switching the voltage to a lower level allows an intrinsic
recovery to occur contrary to state-of-the-art that assumes recovery only occurs when at 0V. (c) Aging degradation follows the tendencies of voltage scaling.
This demonstrates the necessity to jointly investigate aging and voltage scaling (as we propose) and not separately (as state-of-the-art does)

chip hardware monitor validated the theoretical prediction [9]
of a sudden drop in the frequency (see Fig. 1) after the switch
from high to low voltage level.

Therefore, aging effects should better be investigated jointly
with voltage scaling. Otherwise, reliability may be unsustain-
able due to the hidden short-term effects of aging.
Our novel contributions within this paper are as follows:
(1) We explore for the first time the short-time effects that
aging in conjunction with voltage scaling has on reliability.
This is unlike state-of-the-art which treats aging only as a
long-term deleterious effect [7], [10].
(2) To proactively avoid aging-induced transient errors, we
propose a technique that adaptively tunes the guardband at run-
time towards employing a small, yet sufficient one. Thereby,
our technique still maintains the benefits of ultra-fast voltage
switching and avoids the high performance loss that incurs
from employing non-efficient guardbands.

II. AGING-INDUCED TRANSIENT ERRORS

As soon as a pMOS is turned on, the BTI mechanism occurs
and generates defects that shift the Vth. The induced ∆Vth is
determined by the strength of Vdd as Fig. 2(a) shows, where
∆Vth due to different Vdd levels is presented. However, when
Vdd is switched to a lower level, a partial recovery of the
generated defects starts to take place as Fig. 2(b) demonstrates.
State-of-the-art (e.g., [7], [11]) considers that recovery solely
occurs when the pMOS is turned off (i.e. Vgs = 0V).

However, recent measurements [5] as well as state-of-the-
art physics-based BTI modeling [12] demonstrated that an
intrinsic recovery occurs as soon as Vdd is switched to a lower
level proving that recovering aging effects do not necessitate
turning the pMOS off. To evaluate that, we employ the
state-of-the-art Transient Trap Occupancy Model (TTOM) of
BTI [12]. As seen in Fig 2(b), switching Vdd from 1.0V down
to 0.9V and 0.8V reduces ∆Vth by 43% and 59%, respectively.
This is in contrast to [13] which shows that voltage scaling
has no impact on aging. This is due to employing models that
are not capable to capture aging under voltage scaling. Note
[13] like others also assumes only long-term effects of aging.
Additionally, Fig. 2(c), illustrates how aging degradation fol-
lows the tendencies of voltage scaling. All in all, Vdd govern
aging effects and therefore it is indispensable to investigate
them jointly with voltage scaling.

In fact, increasing Vth results in decreasing the transistor
drain current (ID) which elongates its delay [14]. As a result,

aging increases the delay of the chip’s critical path (toperation)
due to the delay increase of its individual transistor (tdelay)2.

toperation =

n∑

i=1

tdelay(i) : i ∈ critical path transistors (2)

tdelay ∝
1

ID
with ID ∝ (Vdd − Vth −∆Vth)2 (3)

Susceptibility to aging degradation: Besides its role in
governing aging, Vdd also determines the susceptibility to
the induced degradation, i.e. the impact that ∆Vth has on
increasing toperation. In Fig. 3, we present how the same of
aging degradation (∆Vth = 10mV) leads to a stronger shift in
toperation at lower Vdd levels. This is consistent with what it
can be derived from Eq. 3 where the impact of ∆Vth on the
tdelay magnifies when Vdd becomes smaller.
This hints to our key idea of revealing the transient errors
induced by aging in conjunction with voltage scaling.
Transient Errors: In state-of-the-art, aging is treated as a
long-term problem where degrading the reliability of on-chip
systems is in the order of months or even years. This is
because aging gradually shifts Vth. However, employing ultra-
fast voltage scaling changes the situation.

While degradation/recovery of aging still occurs gradually,
the impact of aging on reliability becomes sudden in the
presence of ultra-fast voltage scaling due to the negligible
recovery that is feasible within such tiny transition times
(i.e. <1µs). Therefore, the high ∆Vth, that was induced at
the previous high Vdd level, will be carried to next low Vdd
level where a higher susceptibility to aging degradation exists.
Such a conjunction between the high aging degradation and
the high aging susceptibility may lead to a temporary violation
of the employed guardband (i.e. toperation > tclock) and thus
to executing operations at that time results in transient errors
(see Fig. 1). This explains the relevance of aging short-term
effects. Despite some works (e.g., [10]) study aging under
different Vdd levels, such a conjunction between the high aging
degradation and the high aging susceptibility was neglected.

III. GUARDBANDS TO SUSTAIN RELIABILITY

Designing the required guardband that sustains reliability
(i.e. protects on-chip systems from errors induced by the

2As aging may change which path is critical, works like [15] can be
employed to determine the set of potentially critical paths after aging. For
simplicity, our method is presented with respect to a single critical path

Figure 8.12: Overview of the degradation and recovery of the BTI aging mechanism and its relations with voltage scaling.
(a) Aging degradation is determined by the strength of Vdd, i.e. higher Vdd leads to higher∆Vth.
(b) Although the transistor is still on, switching the voltage to a lower level allows an intrinsic recovery to occur contrary to
state-of-the-art that assumes recovery only occurs when at 0V.
(c) Aging degradation follows the tendencies of voltage scaling. This demonstrates the necessity to jointly investigate aging and
voltage scaling (as we propose) and not separately (as state-of-the-art does)

This is due to employing models that are not capable to capture aging under voltage scaling. Note [180] like others
also assumes only long-term effects of aging. Additionally, Fig. 8.12(c), illustrates how aging degradation follows
the tendencies of voltage scaling. All in all, Vdd govern aging effects and therefore it is indispensable to investigate
them jointly with voltage scaling.

In fact, increasing Vth results in decreasing the transistor drain current (ID) which elongates its delay [14]. As a
result, aging increases the delay of the chip’s critical path (toperation) due to the delay increase of its individual
transistor (tdelay)2.

toperation =

n∑

i=1

tdelay(i) : i ∈ critical path transistors (8.2)

tdelay ∝ 1

ID
with ID ∝ (Vdd − Vth −∆Vth)

2 (8.3)

Susceptibility to aging degradation: Besides its role in governing aging, Vdd also determines the susceptibility
to the induced degradation, i.e. the impact that ∆Vth has on increasing toperation. In Fig. 8.13, we present how
the same of aging degradation (∆Vth = 10mV) leads to a stronger shift in toperation at lower Vdd levels. This is
consistent with what it can be derived from Eq. 8.3 where the impact of ∆Vth on the tdelay magnifies when Vdd

becomes smaller. This hints to our key idea of revealing the transient errors induced by aging in conjunction with
voltage scaling.
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Fig. 3. SPICE simulations of a ring oscillator with aging modeling from [12]
demonstrate that the susceptibility to aging increases as Vdd scales down

slower operation of aged transistors) may be either static at
design-time or dynamic at runtime. In both cases, the guard-
band may be either optimistically or pessimistically designed.
Optimistic Static Guardband: The designer estimates the
aging-induced ∆Vth under the worst-case scenario which
comes from constantly applying the highest Vdd during the
entire lifetime (e.g., 10 years). Then, the guardband is designed
through calculating the increase in toperation due to the esti-
mated ∆Vth, i.e. tguardband = ∆toperation at the highest ∆Vth
and the highest Vdd. Importantly, such a guardband will be
optimistic because it does not take into account that Vdd may
be switched to a lower level causing a conjunction between the
high aging degradation (induced at the previous high Vdd level)
and the high susceptibility (exists at the next low Vdd level).
In the past, recovery had sufficient time to compensate the
higher susceptibility at lower Vdd by reducing ∆Vth during the
voltage switch, but with the introduction of ultra-fast voltage
scaling, the OSG approach became unreliable. It may lead
to transient errors because such an optimistic guardband may
temporarily be violated at runtime (see Fig. 1).
Pessimistic Static Guardband: To overcome transient errors,
the designer may consider the worst-case scenario in both
aging degradation and aging susceptibility. In such a case,
the guardband is designed through calculating the ∆toperation
based on the worst-case ∆Vth, which is caused by constantly
applying the highest Vdd along with the worst-case aging
susceptibility, which comes from switching to the lowest Vdd,
i.e. tguardband = ∆toperation at the highest ∆Vth and the low-
est Vdd. Indeed, the designed guardband is able to overcome
all transient errors unlike the previous case. However, such
a guardband is pessimistic (i.e. larger than what actually be
needed at runtime) as it considers the worst-case conjunction,
where Vdd is always scaled from the highest to the lowest Vdd
level. Therefore, a considerable performance loss may incur
due to the unnecessarily-low operating frequency.
Dynamic Guardbands: To avoid the high performance loss
inherent to pessimistic static guardbands, the guardband may
dynamically be adapted at runtime based on a hardware
monitor that provides delay measurements (e.g., [16]). In
practice, the on-chip system periodically (at every tupdate)
checks the monitor and adapts the tguardband according to
the current delay increase. It is noteworthy that enabling the
monitor to get the measurement imposes aging stress on its
transistors and hence frequent access leads to rapidly aging the
monitor. Therefore, dynamically adapting the guardband based
on periodically reading the monitor is a double-edged sword.
On the one hand, infrequent reading through employing an op-
timistic tupdate (e.g., in the order of seconds) avoids aging the
monitor. However, it leads to overcoming only the long-term

effects of aging since short-term effects, originating from the
ultra-fast voltage scaling, occur in a significantly shorter period
of time (i.e. <1µs). On the other hand, frequently reading
the monitor through employing a pessimistic tupdate, which
must be smaller than the switching time of Vdd (i.e. <1µs),
overcomes both short and long-term effects of aging but it
concurrently imposes a severe aging stress on the monitor
itself and thus it rapidly ages resulting in a high degree of
uncertainty with respect to monitor readings.

IV. OUR PROPOSED A-GEAR TECHNIQUE

To counteract short and long-term effects of aging with
minimum performance loss, we propose a novel technique
that employs an Adaptive Guardband for short- and long-term
aging Effects AwaReness (A-GEAR). It is based on an offline
(i.e. design-time) analysis, where we investigate the impact
that different aging degradations at different Vdd levels – which
are available within the chip [1] – have on the critical path de-
lay. The analysis results are then used to build an interpretation
table which interprets the current state of aging degradation to
the corresponding guardband that the on-chip system actually
needs. This table is employed at runtime to allow an efficient
adaptation of the guardband (i.e. selecting small, yet sufficient
guardbands) based on the existing operation conditions, i.e. the
current degradation (∆Vth), the previous and next voltage
levels (Vdd and V ′dd).

A. Aging Effects Investigation
To obtain the current state of aging degradation, we assume

the availability of a hardware delay monitor that measures the
delay increase at runtime. A wide range of implementations of
such monitors has been proposed which, in practice, measure
the delay through a ring oscillator and then compare the result
with the original/reference delay to capture the delay increase
(i.e. ∆tmonitor) at any point of time. For instance, state-of-
the-art monitor [5] is able to provide its measurements within
<1µs and for different voltages (Vdd ∈ [0.8−1.4]V). Authors
showed, that their monitor can be implemented through a very
simple circuit and hence adds just minor costs/overheads [5].

Once the delay increase (∆tmonitor) is known, the current
aging degradation state ∆Vth can be estimated3 To achieve
that, the hardware monitor circuit (i.e. the ring oscillator)
is modeled through a SPICE netlist along with the BSIM4
transistor model [14] on 22nm PTM technology [18]. Then,
we employ state-of-the-art physics-based aging modeling [12]
that models the impact of BTI on Vth and, more importantly,
is able to take the voltage dynamics into account. This enables
us to accurately consider the joint effect of voltage scaling and
aging degradation on reliability. Table I shows an example of
such an analysis when an 11-stage ring oscillator is examined.
To the best of our knowledge, the employed aging modeling
within this work is the exclusive one that is able to consider the
intrinsic aging recovery due to scaling the voltage down (see
Fig. 2(b)) from a physical perspective. While the empirical
aging model [9] is able to consider voltage fluctuations, the
aging modeling [12] that we employ is based on modeling the

3To consider the intrinsic variability of BTI [17], the distribution
∆Vth(µ, σ) could be calculated [17] and worst case of ∆Vth (e.g. 6σ)
selected as the upper bound for degradation. However, our recent model [12]
only models the mean ∆Vth(µ).

Figure 8.13: SPICE simulations of a ring oscillator with aging modeling from [34] demonstrate that the susceptibility to aging increases as Vdd

scales down

2 As aging may change which path is critical, works like [181] can be employed to determine the set of potentially critical paths after aging.
For simplicity, our method is presented with respect to a single critical path
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Transient Errors: In state-of-the-art, aging is treated as a long-term problem where degrading the reliability of
on-chip systems is in the order of months or even years. This is because aging gradually shifts Vth. However,
employing ultra-fast voltage scaling changes the situation.

While degradation/recovery of aging still occurs gradually, the impact of aging on reliability becomes sudden in
the presence of ultra-fast voltage scaling due to the negligible recovery that is feasible within such tiny transition
times (i.e. <1µs). Therefore, the high ∆Vth, that was induced at the previous high Vdd level, will be carried to
next low Vdd level where a higher susceptibility to aging degradation exists. Such a conjunction between the high
aging degradation and the high aging susceptibility may lead to a temporary violation of the employed guardband
(i.e. toperation > tclock) and thus to executing operations at that time results in transient errors (see Fig. 8.11). This
explains the relevance of aging short-term effects. Despite some works (e.g., [25]) study aging under different Vdd

levels, such a conjunction between the high aging degradation and the high aging susceptibility was neglected.

8.2.3 Guardbands to Sustain Reliability

Designing the required guardband that sustains reliability (i.e. protects on-chip systems from errors induced by the
slower operation of aged transistors) may be either static at design-time or dynamic at runtime. In both cases, the
guardband may be either optimistically or pessimistically designed.

Optimistic StaticGuardband: The designer estimates the aging-induced∆Vth under theworst-case scenariowhich
comes from constantly applying the highest Vdd during the entire lifetime (e.g., 10 years). Then, the guardband is
designed through calculating the increase in toperation due to the estimated∆Vth, i.e. tguardband = ∆toperation at
the highest ∆Vth and the highest Vdd. Importantly, such a guardband will be optimistic because it does not take
into account that Vdd may be switched to a lower level causing a conjunction between the high aging degradation
(induced at the previous high Vdd level) and the high susceptibility (exists at the next low Vdd level). In the past,
recovery had sufficient time to compensate the higher susceptibility at lower Vdd by reducing ∆Vth during the
voltage switch, but with the introduction of ultra-fast voltage scaling, the OSG approach became unreliable. It may
lead to transient errors because such an optimistic guardband may temporarily be violated at runtime (see Fig. 8.11).

Pessimistic Static Guardband: To overcome transient errors, the designer may consider the worst-case scenario
in both aging degradation and aging susceptibility. In such a case, the guardband is designed through calculating
the ∆toperation based on the worst-case ∆Vth, which is caused by constantly applying the highest Vdd along with
the worst-case aging susceptibility, which comes from switching to the lowest Vdd, i.e. tguardband = ∆toperation at
the highest∆Vth and the lowest Vdd. Indeed, the designed guardband is able to overcome all transient errors unlike
the previous case. However, such a guardband is pessimistic (i.e. larger than what actually be needed at runtime)
as it considers the worst-case conjunction, where Vdd is always scaled from the highest to the lowest Vdd level.
Therefore, a considerable performance loss may incur due to the unnecessarily low operating frequency.

DynamicGuardbands: To avoid the high performance loss inherent to pessimistic static guardbands, the guardband
may dynamically be adapted at runtime based on a hardware monitor that provides delay measurements (e.g., [182]).
In practice, the on-chip system periodically (at every tupdate) checks themonitor and adapts the tguardband according
to the current delay increase. It is noteworthy that enabling the monitor to get the measurement imposes aging stress
on its transistors and hence frequent access leads to rapidly aging the monitor. Therefore, dynamically adapting
the guardband based on periodically reading the monitor is a double-edged sword. On the one hand, infrequent
reading through employing an optimistic tupdate (e.g., in the order of seconds) avoids aging the monitor. However,
it leads to overcoming only the long-term effects of aging since short-term effects, originating from the ultra-fast
voltage scaling, occur in a significantly shorter period of time (i.e.<1µs). On the other hand, frequently reading the
monitor through employing a pessimistic tupdate, which must be smaller than the switching time of Vdd (i.e.<1µs),
overcomes both short and long-term effects of aging but it concurrently imposes a severe aging stress on the monitor
itself and thus it rapidly ages resulting in a high degree of uncertainty with respect to monitor readings.
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8.2.4 Our Proposed A-GEAR Technique

To counteract short and long-term effects of aging with minimum performance loss, we propose a novel technique
that employs an Adaptive Guardband for short- and long-term aging Effects AwaReness (A-GEAR). It is based on
an offline (i.e. design-time) analysis, where we investigate the impact that different aging degradations at different
Vdd levels – which are available within the chip [183] – have on the critical path delay. The analysis results are then
used to build an interpretation table which interprets the current state of aging degradation to the corresponding
guardband that the on-chip system actually needs. This table is employed at runtime to allow an efficient adaptation
of the guardband (i.e. selecting small, yet sufficient guardbands) based on the existing operation conditions, i.e. the
current degradation (∆Vth), the previous and next voltage levels (Vdd and V ′

dd).

Aging Effects Investigation

To obtain the current state of aging degradation, we assume the availability of a hardware delaymonitor thatmeasures
the delay increase at runtime. A wide range of implementations of such monitors has been proposed which, in
practice, measure the delay through a ring oscillator and then compare the result with the original/reference delay
to capture the delay increase (i.e. ∆tmonitor) at any point of time. For instance, state-of-the-art monitor [177] is
able to provide its measurements within<1µs and for different voltages (Vdd ∈ [0.8−1.4]V). Authors showed, that
their monitor can be implemented through a very simple circuit and hence adds just minor costs/overheads [177].

Once the delay increase (∆tmonitor) is known, the current aging degradation state ∆Vth can be estimated3 To
achieve that, the hardware monitor circuit (i.e. the ring oscillator) is modeled through a SPICE netlist along with
the BSIM4 transistor model [14] on 22nm PTM technology [3]. Then, we employ our aging framework from
Section 8.1 that models the impact of BTI on Vth and, more importantly, is able to take the voltage dynamics
into account. This enables us to accurately consider the joint effect of voltage scaling and aging degradation on
reliability. Table 8.1 shows an example of such an analysis when an 11-stage ring oscillator is examined.

To the best of our knowledge, the employed aging modeling within this work is the exclusive one that is able to
consider the intrinsic aging recovery due to scaling the voltage down (see Fig. 8.12(b)) from a physical perspective.
While the empirical aging model [178] is able to consider voltage fluctuations, the aging modeling [34] that we
employ is based on modeling the underlying physical processes behind aging and hence we can model a wide range
of voltages, temperatures, etc. with a high degree of certainty. This is indispensable to achieve our goal of exploring
the short and long-term effects of aging where we need to accurately investigate aging degradation within very
fine-grained time steps (i.e. microseconds) and under highly-fluctuating voltage conditions (i.e. ultra-fast voltage
scaling).

Table 8.1: Example of the resulting∆Vth due to different ∆T and Vdd

Vdd

∆tmonitor 0.8V 0.9V 1.0V

5% 7mV 9mV 12mV
10% 14mV 17mV 21mV
15% 19mV 23mV 29mV
20% 24mV 30mV 38mV

Guardband Estimation

Once, the ∆Vth is known, we then estimate the required guardband at the each Vdd. This can be achieved through
simulating the impact of that particular ∆Vth on the chip’s critical path delay in SPICE according to different Vdd.

3 To consider the intrinsic variability of BTI [184], the distribution∆Vth(µ, σ) could be calculated [184] and worst case of∆Vth (e.g. 6σ)
selected as the upper bound for degradation. However, our recent model [34] only models the mean∆Vth(µ).
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Table 8.2 shows an example of resulting guardband for different conjunctions between aging degradation (∆Vth)
and next voltage level (V ′

dd). It is noteworthy that, the same∆Vth results in different delay increases in the monitor
itself and in the critical path (i.e. ∆tmonitor ̸= ∆toperation at the same ∆Vth). This is because different circuits
may have varied transistors sizes (i.e. different ID) and therefore the same∆Vth results in different delay increases.
For instance, the guardband, at ∆Vth = 20mV and V ′

dd = 0.8V, results in 5.3 difference corresponding to a 27%
underestimation if we solely rely on the monitor measurement without interpreting it (see Table 8.2).
This illustrates why we cannot directly rely on the monitor to select our guardband unless we interpret its measure-
ment to the corresponding delay increase in the critical path of chip.

As explained in Section 8.2.1 and motivated in Figs. (8.11, 8.13), circuits become more susceptible as Vdd scales
down. Therefore, guardbands increase if Vdd is switched to a lower level and/or ∆Vth increases, as it can also be
observed in Table 8.2.

Table 8.2: The same aging-induced∆Vth results in a different delay increase in the critical path compared to the monitor itself

Aging Supply Voltage V ′
dd

0.8V 1.0V
∆Vth ∆tmonitor ∆toperation ∆tmonitor ∆toperation

5mV 3.5% → 4.5% 2.6% → 3.2%
10mV 7.2% → 9.1% 4.6% → 6.4%
15mV 10.8% → 14.0% 6.9% → 9.6%
20mV 14.2% → 19.5% 9.2% → 12.7%

Runtime Adaptation to select Guardbands

Based on the aforementioned design-time investigations presented in Tables (8.1, 8.2), an interpretation table can
be extracted to be employed at runtime. Such a table contains the required guardbands that are actually needed
to tolerate the delay increase in the critical path according to different operating conditions. Such a table is a
two-dimensional (nxm) array, where n is the total number of ∆tmonitor steps and m is the total number of Vdd

levels. In practice, for each ∆tmonitor step, we calculate the corresponding ∆Vth within the hardware monitor
transistors. Then, we apply that calculated ∆Vth to the critical path of our on-chip system to estimate the delay
increase (∆toperation). Table 8.3 shows an example of the resulting table that will be implemented within the chip
to be employed by our runtime algorithm (see Algorithm 5 and further details are in the next section) that present
the hardware implementation of our proposed A-GEAR technique. A hardware monitor may have fine-grained
∆tmonitor steps, leading to a large n. To reduce n, we store only the entries, which lead to a different guardbands.
As guardbands correspond to the small set of frequency levels within a CPU and hence are coarse-grained in
comparison. This allows the feasibility of implementing the table in hardware.

Overcoming Short-term Effects of Aging: Whenever a voltage switch is triggered the responsible control circuit
reads, from the hardware monitor, the current delay increase (∆tmonitor) at the requested new voltage level (V ′

dd).
Then, it obtains from our implemented look-up table the required guardband that sustains a reliable operation
based on (∆tmonitor, V ′

dd). To further optimize our technique, we additionally exploit the intrinsic recovery that
is inherent to switching to a lower voltage level (see Fig. 8.2.2(b) and Section 8.2.2). As recovery is a exponential
function [8], it is worthwhile to adapt the guardband again after a short period of time to exploit the recovery
(trecovery) which, in turn, enables us to avoid applying a non-efficient guardband (i.e. larger than what the system
actually needs).

Overcoming Long-term Effects of Aging: On the other hand, voltage scaling may not be triggered for a prolonged
interval of time and hence the employed narrow guardband may become insufficient due to the gradual degradation
of aging (i.e. the well-known long-term effect of aging). Therefore, to also counteract long-term effects of aging
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Table 8.3: Example of the hardware table, interpreting the hardware monitor delay to a guardband of chip at different voltages.

Monitor Supply Voltage Vdd

∆tmonitor 0.8V 0.9V 1.0V

5% 6.3% 6.4% 7.3%
10% 12.2% 12.5% 13.6%
15% 18.4% 18.5% 19.0%
20% 24.1% 24.1% 26.3%

while employing narrow guardbands we regularly update the guardband, at every tupdate similar to [182], based on
(∆tmonitor, Vdd) after rechecking the hardware monitor measurement.

Distinction from existing techniques: Various adaptive guardband techniques have been proposed (e.g., [182]).
However, our A-GEAR technique distinguishes itself from others through the following novelties:

• It considers the short and long-term effects of aging, instead of solely long-term effects, which prevents transient
errors.

• It interprets the aging monitor measurement to the corresponding guardband that the chip’s critical path actually
needs, instead of directly applying the measurement itself as a guardband, which prevents wrong guardbands.

• It considers the intrinsic recovery of aging in the on-state of the transistor, recently demonstrated [34,177], which
provides efficient guardbands.

• It considers, while adapting the guardband, the impact of voltage scaling on the susceptibility to aging, which
allows a correct estimation of guardbands.

Algorithm 5 Algorithm of our hardware A-GEAR technique
Require: Current, new voltages (Vdd, V ′

dd), Timer, Look-up Table
1: for every trigger ∈ (voltage switch, timer expired) do
2: if voltage switch then
3: Read∆tmonitor at V ′

dd ▷ monitor
4: Get tguardband at (∆tmonitor, V

′
dd) ▷ look-up

5: Set frequency fclock
6: Switch to V ′

dd

7: if V ′
dd < Vdd then ▷ intrinsic recovery

8: Set timer to trecovery
9: Wait until timer expired
10: Read∆tmonitor ▷ monitor
11: Get tguardband at(∆tmonitor, Vdd) ▷ look-up
12: Set frequency (fclock)
13: end if
14: else if timer expired then
15: Read∆tmonitor ▷ monitor
16: Get tguardband at (∆tmonitor, Vdd) ▷ look-up
17: Set frequency (fclock)
18: end if
19: Set timer to tupdate
20: end for
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8.2 Aging-Aware Voltage Scaling

8.2.5 Experimental Setup

To evaluate our A-GEAR technique and to quantify the short-term effects of aging, we implemented the following:

Thermal Estimation: First, the gem5 simulator [148] extracts the activities of the running application on top of
the single-core Alpha CPU4. Then, the McPAT simulator [150] provides for a 22nm technology, the Vdd levels
of the Alpha CPU along with the corresponding maximum frequency and static/dynamic power consumption of
the CPU’s components at each Vdd. Afterwards, the Hotspot thermal simulator [13] estimates the temperature
of the CPU’s components based on the extracted activity and power. In our experiments, we employed diverse
applications from the PARSEC [185] and SPEC2006 [186] benchmark suites exhibiting diverse activities/powers
and hence thermal behaviors. In addition, we executed them on top of the Linux OS to consider a more realistic
scenario than bare-metal execution.

Dynamic Thermal Management (DTM): We implemented the state-of-the-art DTM technique, namely “Intel
Turbo Boost 2.0”, from the Intel Haswell CPU [136]. It works as follows [183]: it checks every 1ms whether the
critical temperature (e.g., Tcrit = 80◦C) is reached or not. If yes, it decreases frequency by one step (e.g., 133 or
200MHz) and it scales the Vdd down to the corresponding Vdd level of new frequency. If Tcrit is not yet reached,
the frequency is, instead, increased by one step and the Vdd is scaled up to the corresponding Vdd level.

Aging Estimation: As explained in Section 8.2.4, we estimate aging effects with state-of-the-art BTI aging
modeling [34]. Based on the voltage trace, which is resulted from the thermal behavior of the running application
and the employed DTM technique, we estimate the corresponding aging degradation trace. The latter enables us to
quantify the short and long-term effects of aging jointly with voltage scaling towards capturing when the guardband
is violated.

Evaluated Scenarios: For a fair comparison and a more general evaluation, we consider the following four
scenarios:
(1) Base: The unmodified (i.e. nominal) CPU which is not protected against aging (i.e. no guardband is employed).
(2) Optimistic Static Guardband (OSG): The CPU is protected against only the long-term effects of aging (see
Section 8.2.3).
(3) Pessimistic Static Guardband (PSG): The CPU is protected against the short and long-term aging effects (see
Section 8.2.3).
(4) A-GEAR: The CPU is protected against short and long-term effects of aging through adapting the guardband at
runtime based on our proposed technique described in Algorithm 5.

It is noteworthy that Base and OSG are unreliable designs as errors due to aging may occur. Whereas, PSG and
A-GEAR are reliable designs as they prevent errors due to aging.

8.2.6 Evaluation, Comparison And Advantages

Since transient errors due to the short-term effects of aging occur only when Vdd is switched to a lower level, we
show in Fig. 8.14 the total number of falling edges after analyzing the resulting voltage trace of each application.
The reason behind the variety in voltage traces is that the applications have different thermal behaviors and thus
they differently trigger the DTM technique. As a result, different applications exhibit different rates of transient
errors that are induced by the short-term effects of aging.

4 In many-core system, our A-GEAR needs to be implemented in each core individually to consider different Vdd levels per core
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Algorithm 1 Algorithm of our hardware A-GEAR technique
Require: Current, new voltages (Vdd, V ′

dd), Timer, Look-up Table
1: for every trigger ∈ (voltage switch, timer expired) do
2: if voltage switch then
3: Read ∆tmonitor at V ′

dd . monitor
4: Get tguardband at (∆tmonitor, V

′
dd) . look-up

5: Set frequency fclock
6: Switch to V ′

dd
7: if V ′

dd < Vdd then . intrinsic recovery
8: Set timer to trecovery
9: Wait until timer expired

10: Read ∆tmonitor . monitor
11: Get tguardband at(∆tmonitor, Vdd) . look-up
12: Set frequency (fclock)
13: end if
14: else if timer expired then
15: Read ∆tmonitor . monitor
16: Get tguardband at (∆tmonitor, Vdd) . look-up
17: Set frequency (fclock)
18: end if
19: Set timer to tupdate
20: end for

V. EXPERIMENTAL SETUP

To evaluate our A-GEAR technique and to quantify the
short-term effects of aging, we implemented the following:
Thermal Estimation: First, the gem5 simulator [19] ex-
tracts the activities of the running application on top of the
single-core Alpha CPU4. Then, the McPAT simulator [20]
provides for a 22nm technology, the Vdd levels of the Alpha
CPU along with the corresponding maximum frequency and
static/dynamic power consumption of the CPU’s components
at each Vdd. Afterwards, the Hotspot thermal simulator [21]
estimates the temperature of the CPU’s components based
on the extracted activity and power. In our experiments, we
employed diverse applications from the PARSEC [22] and
SPEC2006 [23] benchmark suites exhibiting diverse activ-
ities/powers and hence thermal behaviors. In addition, we
executed them on top of the Linux OS to consider a more
realistic scenario than bare-metal execution.
Dynamic Thermal Management (DTM): We implemented
the state-of-the-art DTM technique, namely “Intel Turbo Boost
2.0”, from the Intel Haswell CPU [3]. It works as follows [1]:
it checks every 1ms whether the critical temperature (e.g.,
Tcrit = 80◦C) is reached or not. If yes, it decreases frequency
by one step (e.g., 133 or 200MHz) and it scales the Vdd down
to the corresponding Vdd level of new frequency. If Tcrit is
not yet reached, the frequency is, instead, increased by one
step and the Vdd is scaled up to the corresponding Vdd level.
Aging Estimation: As explained in Section IV, we estimate
aging effects with state-of-the-art BTI aging modeling [12].
Based on the voltage trace, which is resulted from the thermal
behavior of the running application and the employed DTM
technique, we estimate the corresponding aging degradation
trace. The latter enables us to quantify the short and long-term
effects of aging jointly with voltage scaling towards capturing
when the guardband is violated.
Evaluated Scenarios: For a fair comparison and a more
general evaluation, we consider the following four scenarios:
(1) Base: The unmodified (i.e. nominal) CPU which is not
protected against aging (i.e. no guardband is employed).

4In many-core system, our A-GEAR needs to be implemented in each core
individually to consider different Vdd levels per core
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(2) Optimistic Static Guardband (OSG): The CPU is protected
against only the long-term effects of aging (see Section III).
(3) Pessimistic Static Guardband (PSG): The CPU is protected
against the short and long-term aging effects (see Section III).
(4) A-GEAR: The CPU is protected against short and long-term
effects of aging through adapting the guardband at runtime
based on our proposed technique described in Algorithm 1.

It is noteworthy that Base and OSG are unreliable designs
as errors due to aging may occur. Whereas, PSG and A-GEAR
are reliable designs as they prevent errors due to aging.

VI. EVALUATION, COMPARISON AND ADVANTAGES

Since transient errors due to the short-term effects of aging
occur only when Vdd is switched to a lower level, we show
in Fig. 4 the total number of falling edges after analyzing
the resulting voltage trace of each application. The reason
behind the variety in voltage traces is that the applications have
different thermal behaviors and thus they differently trigger
the DTM technique. As a result, different applications exhibit
different rates of transient errors that are induced by the short-
term effects of aging.

To quantify the latter, we demonstrate in Fig. 5 the total
the number of occurring transient errors per second in OSG
(i.e. not counteracting short-term effects of aging). In such a
case, the designed guardband is 17% which is the resulting
aging degradation at the end of a 10 years lifetime when the
highest Vdd (1.2V) is constantly applied. As shown in Fig. 5,
designing a guardband – that is unaware of the short-term
effects of aging – leads to unreliable behavior due to the high
rate of transient errors (on average 94 errors/s). In practice,
the ∆Vth = 44mV that a static guardband of 17% is able
to tolerate becomes lower when Vdd is switched down and
therefore the guardband may temporarily be violated, at the
falling edges, resulting in transient errors.

Our A-GEAR technique adaptively selects the sufficient
guardband that sustains a reliable operation. The distribution of
the selected guardbands at runtime for different applications is
presented in Fig. 6. As observed, the minority of time is spent
within the large guardbands. This is because of the efficient
selection of our guardbands due to the exploitation of intrinsic
recovery. To evaluate the latter, we demonstrate in Fig. 7 the
normalized execution time of each application. Compared to
applying the OSG technique that protects the on-chip system
against only long-term aging effects, our A-GEAR technique
overcomes both short and long-term aging effects and it comes
with merely 1% overhead on average.

Figure 8.14: The number of falling edges due to reducing Vdd one step (e.g. 0.99V → 0.93V ) within the resulting voltage traces as on-chip
system is susceptible to transient errors only there
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Finally, compared to applying the PSG technique that,
similar to ours, is able to overcome shot and long-term aging
effects our A-GEAR reduces the overhead by 10% on average
and up to 21%.
Monitor Degradation: As explained in Section III, each
access to the hardware monitor imposes an aging stress on
it. In fact, A-GEAR accesses the monitor only when the Vdd
scaling is triggered in addition to the regular update at 1s.
Our competitor here is dynamic guardband-based techniques
(see Section III) when they aim to overcome short and long-
term effects of aging. In such a technique, the monitor should
very frequently be accessed (i.e. tupdate = 1µs) to sustain
reliability. Compared to such a case, we mitigate the monitor
aging by 4.1x (i.e. we reduce the aging-induced ∆Vth in the
transistors of the monitor’s reference, after a lifetime of 10
years, from 14.03mV to 3.39mV).

VII. CONCLUSION

We demonstrated in this work how voltage scaling tech-
niques, that are widely employed to fulfill performance and
temperature constraints, may cause transient errors in con-
junction with aging effects. This shows for the first time
that designers must counteract the short-term effects of aging
in addition to the well-known long-term effects. Our A-
GEAR technique adapts the employed guardband at runtime
to avoid the considerable performance loss that otherwise is
associated with designing guardbands based on state-of-the-
art techniques. With merely 1% overhead, it makes on-chip
systems resilient to short-term and long-term aging effects.
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Figure 8.15: Error rate after 1 year operating at Vdd = 1.2V. Note, employing A-GEAR prevents all errors due to the employment of sufficient
guardbands.

To quantify the latter, we demonstrate in Fig. 8.15 the total the number of occurring transient errors per second in
OSG (i.e., not counteracting short-term effects of aging). In such a case, the designed guardband is 17%which is the
resulting aging degradation at the end of a 10 years lifetime when the highest Vdd (1.2V) is constantly applied. As
shown in Fig. 8.15, designing a guardband – that is unaware of the short-term effects of aging – leads to unreliable
behavior due to the high rate of transient errors (on average 94 errors/s). In practice, the ∆Vth = 44mV that a
static guardband of 17% is able to tolerate becomes lower when Vdd is switched down and therefore the guardband
may temporarily be violated, at the falling edges, resulting in transient errors.
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Fig. 5. Error rate after 1 year operating at Vdd = 1.2V. Note, employing
A-GEAR prevents all errors due to the employment of sufficient guardbands.
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Finally, compared to applying the PSG technique that,
similar to ours, is able to overcome shot and long-term aging
effects our A-GEAR reduces the overhead by 10% on average
and up to 21%.
Monitor Degradation: As explained in Section III, each
access to the hardware monitor imposes an aging stress on
it. In fact, A-GEAR accesses the monitor only when the Vdd
scaling is triggered in addition to the regular update at 1s.
Our competitor here is dynamic guardband-based techniques
(see Section III) when they aim to overcome short and long-
term effects of aging. In such a technique, the monitor should
very frequently be accessed (i.e. tupdate = 1µs) to sustain
reliability. Compared to such a case, we mitigate the monitor
aging by 4.1x (i.e. we reduce the aging-induced ∆Vth in the
transistors of the monitor’s reference, after a lifetime of 10
years, from 14.03mV to 3.39mV).

VII. CONCLUSION

We demonstrated in this work how voltage scaling tech-
niques, that are widely employed to fulfill performance and
temperature constraints, may cause transient errors in con-
junction with aging effects. This shows for the first time
that designers must counteract the short-term effects of aging
in addition to the well-known long-term effects. Our A-
GEAR technique adapts the employed guardband at runtime
to avoid the considerable performance loss that otherwise is
associated with designing guardbands based on state-of-the-
art techniques. With merely 1% overhead, it makes on-chip
systems resilient to short-term and long-term aging effects.
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Figure 8.16: Percentage of time spent at each guardband that is adaptively selected at runtime through our A-GEAR technique

Our A-GEAR technique adaptively selects the sufficient guardband that sustains a reliable operation. The distri-
bution of the selected guardbands at runtime for different applications is presented in Fig. 8.16. As observed, the
minority of time is spent within the large guardbands. This is because of the efficient selection of our guardbands
due to the exploitation of intrinsic recovery. To evaluate the latter, we demonstrate in Fig. 8.17 the normalized
execution time of each application. Compared to applying the OSG technique that protects the on-chip system
against only long-term aging effects, our A-GEAR technique overcomes both short and long-term aging effects and
it comes with merely 1% overhead on average.

Finally, compared to applying the PSG technique that, similar to ours, is able to overcome short and long-term aging
effects our A-GEAR reduces the overhead by 10% on average and up to 21%.
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8.2 Aging-Aware Voltage Scaling
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Finally, compared to applying the PSG technique that,
similar to ours, is able to overcome shot and long-term aging
effects our A-GEAR reduces the overhead by 10% on average
and up to 21%.
Monitor Degradation: As explained in Section III, each
access to the hardware monitor imposes an aging stress on
it. In fact, A-GEAR accesses the monitor only when the Vdd
scaling is triggered in addition to the regular update at 1s.
Our competitor here is dynamic guardband-based techniques
(see Section III) when they aim to overcome short and long-
term effects of aging. In such a technique, the monitor should
very frequently be accessed (i.e. tupdate = 1µs) to sustain
reliability. Compared to such a case, we mitigate the monitor
aging by 4.1x (i.e. we reduce the aging-induced ∆Vth in the
transistors of the monitor’s reference, after a lifetime of 10
years, from 14.03mV to 3.39mV).

VII. CONCLUSION

We demonstrated in this work how voltage scaling tech-
niques, that are widely employed to fulfill performance and
temperature constraints, may cause transient errors in con-
junction with aging effects. This shows for the first time
that designers must counteract the short-term effects of aging
in addition to the well-known long-term effects. Our A-
GEAR technique adapts the employed guardband at runtime
to avoid the considerable performance loss that otherwise is
associated with designing guardbands based on state-of-the-
art techniques. With merely 1% overhead, it makes on-chip
systems resilient to short-term and long-term aging effects.
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Figure 8.17: Performance loss evaluation

Monitor Degradation: As explained in Section 8.2.3, each access to the hardware monitor imposes an aging stress
on it. In fact, A-GEAR accesses the monitor only when the Vdd scaling is triggered in addition to the regular
update at 1s. Our competitor here is dynamic guardband-based techniques (see Section 8.2.3) when they aim to
overcome short and long-term effects of aging. In such a technique, the monitor should very frequently be accessed
(i.e. tupdate = 1µs) to sustain reliability. Compared to such a case, we mitigate the monitor aging by 4.1x (i.e. we
reduce the aging-induced ∆Vth in the transistors of the monitor’s reference, after a lifetime of 10 years, from
14.03mV to 3.39mV).

8.2.7 Custom Reliability Estimations to Estimate Guardband for Voltage
Scaling Use-Case

Regular SS process corners do not consider these short-term aging effects. Hence, a guardband estimated with
the traditional FF to SS comparison (see Section 6.1) might not be sufficient to maintain reliability. However, in
practice, the guardband is so overly pessimistic (as effects such as temperature and PV are also at their worst), that
details such as these can be ignored. The SS corner is just that more pessimistic than the static PSG and OSG
presented in this section, as not just aging is considered. This is the key advantage to such pessimistic assumptions:
1) They simplify the reliability estimation. 2) Their pessimism guarantees reliability. Of course, at the cost of
considerable performance losses.

Our custom reliability estimation framework (in this section mainly the transistor modeling part was discussed)
allowed us to determine OSG, PSG and ultimately A-GEAR. This allows us to design guardbands, while considering
not just voltage-scaling but additionally the short-term aging effects induced by voltage scaling. For this purpose,
accurate modeling with respect to dynamic voltage waveforms is crucial.

Therefore Section 8.1 showed the importance of activity and how guardbands can be reduced if they are considered,
while this section showed the importance of considering dynamic voltage waveforms. This was the key motivation
for choosing these two use-cases to highlight the application of our custom reliability estimations. First, reducing
the required guardband considerably in Section 8.1 by considering workload. Secondly, to ensure that these tight
custom guardbands are not violated, even by recently uncovered short-term aging effects, as the modeling and
simulation can handle challenging use-case scenarios with dynamic voltages in Section 8.2.
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9 Conclusion

9.1 Limitations

This work features several limitations, mainly with respect to CMOS technologies. First of all, the models and
tools are developed for regular MOSFET and FinFET transistors. As seen in Section 1.4.2, new phenomena
might emerge (Section 1.4.2.5) and materials change (Section 1.4.2.4) in newer generations (e.g., gate-all-around
transistors, nanosheets) and then the underlying assumptions of this work might not be valid anymore. Therefore
(as with almost all reliability research), each new technology generation these assumptions should be checked (e.g.,
the assumption “elevated temperatures make transistors perform worse”).

Additionally, even if all assumptions hold, on new generations the parameters have to change. Since the assumptions
held, the presented models still hold (i.e., the equations and physics in the model do not have to change) but their
calibration does not. For new generations, the models have to be re-calibrated, i.e. their responses have to be fitted
to measurement of that new technology. Once all model parameters are updated, the same tools can then be used
to create custom reliability estimations in new generations.

Except new generations, this work alsomay not apply to other transistor technologies. Tunnel Field Effect Transistors
(TunnelFET) or Negative Capacitance Field Effect Transistors (NCFET) are different ways to use a transistor with
various advantages over traditional CMOS technologies (e.g., better ON-/OFF-ratio). With respect to this work,
their entire foreign structure (newmaterials, new geometries, etc.) means that again assumptions have to be checked
and the models have to be updated. In fact, for NCFET transistors we have already performed these steps [187,188].
This clearly shows how robust the presented methodology is.

9.2 Future Work

Future workwould be to continuously update the reliability models to each new generation and transistor technology.
As mentioned in the above Section 9.1, the models need to be continuously updated and re-calibrated.

Additionally, it is imperative, that the most important degradation phenomena are covered. For example, this work
does not include Electromigration (EM) in the wires and connections of the chip, as the standard tools already
consider EM in a custom manner. Instead of rough generalizations, EM is already considered for the individual
layout of the power delivery (supply voltage, ground, etc.) and data network (logic connections). Should additional
phenomena appear, which severely alter the reliability of a circuit/chip, then it must be included in a custom
reliability estimation to ensure the guardband is still sufficiently large at all times (to maintain reliability).

9.3 Summary

This work provided a four-step process to integrate custom reliability estimations for analogue and digital circuits.
Step one improved and unified degradationmodels andmade them ready for circuit reliability estimations (instead of
pure transistor reliability estimations). Step two accelerated these models, so that large-scale estimations (featuring
thousands to millions of transistors) are feasible. Step three integrated these degradation models into the standard
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9 Conclusion

tools, to make them aware of custom reliability estimations (instead of just worst-case estimations). Step four
accelerated these standard tools, to make cope with the demand of the large-scale analogue simulations of today.

With these contributions, a custom circuit reliability can be estimated for a given temperature, voltage, lifetime
and workload. Each of these inputs can be a single peak value (e.g., 125 ◦C), an average value (e.g., 86 ◦C for
application “MatrixMul”) or values over time (e.g., 66 ◦C at 1 s, 69 ◦C at 2 s, etc.). Similarly, these values can be
provided for each transistor individually, for subcircuits or for the entire circuit. These trade-off between detailed
information over time/space and simply using peak values/full-circuit information is simulation accuracy versus
simulation time. The tools themselves do not determine this, the end-user can decide his tolerance for inaccuracies
in his results versus the effort to obtain these values (temperature simulations, voltage measurements, etc.).

With these custom reliability estimations, the circuit designer can determine the accurate guardband. Sufficiently
large to tolerate the accumulated degradations within the circuit during the specific operation (use-case/application)
of the circuit (during its lifetime) and thus maintaining reliability. The guardband ensures no loss of data and
maintains functionality. At the same time, the guardband is as small as possible to not impose unnecessary
performance losses. In fact, considering custom reliability in our SRAM framework reduced the necessary timing
guardband by 80% for the read delay and 65% for write delay compared to traditional worst-case estimations.

In times of ever-increasing degradations (and thus ever-increasing guardbands) , these guardband reductions are
utterly necessary to keep degradations at baywhile further gaining the improvements (less power, more performance)
from future CMOS technologies. Instead of utilizing all performance gains by a new technology to tolerate the high
degradation levels (thus nullifying the advantage compared to the previous generation), now with custom reliability
estimations, technology scaling can be beneficial for a few more generations.
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