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Abstract

Classical molecular dynamics simulation is performed mostly using the established velocity Verlet

integrator or other symplectic propagation schemes. In this work, an alternative formulation of

numerical propagators for classical molecular dynamics is introduced based on an expansion of the

time evolution operator in series of Chebyshev and Newton polynomials. The suggested propagators

have, in principle, arbitrary order of accuracy which can be controlled by the choice of expansion

order after that the series is truncated. However, the expansion converges only after a minimum

number of terms is included in the expansion and this number increases linearly with the time

step size. Measurements of the energy drift demonstrate the acceptable long-time stability of

the polynomial propagators. It is shown that a system of interacting Lennard-Jones particles

is tractable by the proposed technique and that the scaling with the expansion order is only

polynomial while the scaling with the number of particles is the same as with the conventional

velocity Verlet. The proposed method is, in principle, extendable for further interaction force

fields and for integration with a thermostat, and can be parallelized to speed up the computation

of every time step.
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I. INTRODUCTION

Molecular dynamics has become one of the most employed methods to simulate the

classical motion of particles in complex models on the nanometer scale, such as biological

systems and materials. Today’s supercomputers allow the simulation of very large systems

containing a hundred million particles [1, 2]. While current computational methods treat

the spacial scaling of molecular dynamics very efficiently, the computational scaling of the

numerical integration in time is limited [3–5].

Commonly used schemes, such as the classical symplectic integrators, are commonly based

on Trotter expansion of the time evolution operator [6]. High-order symplectic integrators

have been developed based on Baker-Campbell-Hausdorff (BCH) expansions [7, 8]. Sym-

plectic integrators have been reviewed extensively in the literature, e.g. in Refs. 9, 10, and

have the practical property of being energy conserving over a large number of integration

steps. Among the various symplectic methods of different order, very common is the velocity

Verlet algorithm [11] which is also simple to implement in computational codes.

Various methods have been developed to increase the time step and accelerate time

integration in long-time simulations without affecting integration stability [3–5]. This is

particularly necessary if the time span, that the simulation is supposed to cover, is several

orders of magnitudes longer that the time step. In the SHAKE [12] and RATTLE [13]

algorithms, selected atoms involved in fast quasi-periodic motion are constrained which

allows choosing larger time steps. Using constraints with velocity-explicit algorithms has

been source of numerical stability issues [14]. Other approaches still consider separation of

time scales but do not impose constraints, e.g. the RESPA method [6], or exploit time-

scale difference in mixed quantum-classical dynamics by treating the quantum evolution

separately with the Lanczos’ method [15]. A prerequisite to use these methods is that the

time scales of the problem at hand must be separable.

Recently developed parallel-in-time methods [16], in particular the parareal algorithm

[17–22], split the time integration grid into sections that are treated in parallel which speeds

up the simulation with the number of time sections. This approach works only if at least the

initial conditions at the beginning of each time section or a rough approximation of particles’

trajectories in each time section are available. For example, the parareal algorithm bases on

two solvers with different accuracy: first the whole trajectory is sequentially computed with
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a less accurate integrator and then split into sections that are processed in parallel with an

accurate integrator (corrector). Furthermore, accelerated integration methods for molecular

dynamics have been developed and employed in biomolecular simulations, for example by

applying semi-analytical integration [23] and the mollified impulse method combined with

co-rotational filters [24].

The spectral deferred correction (SDC) methods [25, 26] are a class of methods to compute

the higher-order collocation solution to an ordinary differential equations by successively

applying correction sweeps using a low-order method, for example the velocity Verlet or

even the first-order Euler method. The method has been recently applied to integrate the

equations of motion for charged particles in electromagnetic fields using the velocity-Verlet-

like Boris integrator as low-order method [27].

In this paper, an alternative numerical scheme is proposed that may accelerate the sim-

ulation by allowing significantly larger time steps while maintaining stability and accuracy.

The increased number of computations within every time step can be parallelized to acceler-

ate the algorithm. If necessary, the trajectory can be generated at intermediate times within

a time step with relatively small additional computational effort scaling only linearly with

the number of degrees of freedom and with the number of approximating polynomial terms.

The proposed scheme is based on expansion of the classical propagator in series of poly-

nomials and outlined in Section II. This technique has been successfully applied to quantum

dynamics [28–40] and yet not to classical dynamics. A direct application of the quantum

dynamical polynomial scheme to classical dynamics is not possible because of the different

representation and different spectral properties of the Liouville operator in classical systems,

e.g. the numerical expression evaluations and an adequate choice of the spectral width. A

detailed analysis of the procedure for a quantum mechanical system, including stability cri-

terion and error estimates can be found in Ref. 41. While there is still need for further

theoretical investigations of this specific mathematical problem for a classical system, here

rather a practical/experimental numerical study is provided.

The suggested polynomial propagators are not symplectic, however, the error in energy

conservation, i.e. the energy drift, can be fully controlled by the number of polynomial terms

included in the expansion which will be shown in the numerical experiments in Section III A.

In addition, the influence of the spectral width parameter and the long-time behavior are

investigated in detail in Section III A.
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The current study is only a proof of principle limited to toy model systems with a small

number of particles without thermostat. The system Hamiltonian of the studied model sys-

tems is separable, i.e. H(p,q) = T (p) + V (q), and quadratic in the momenta p that are

limitations usually applying to the typical systems studies by molecular dynamics simula-

tions in Cartesian coordinates. In addition, the potential V (q) considered here includes only

pair interactions that is not due to principal limitations of the scheme but for the sake of

focusing on the time integration aspect. In Section III B it will be shown that the polynomial

propagators have the same scaling with number of particles as the velocity Verlet integrator

for any number of particles and for any expansion order. In the limit of many particles the

scaling with the expansion order is polynomial.

II. EXPANSIONS OF THE CLASSICAL PROPAGATOR

The time evolution operator, which is also known as the classical propagator [6], is defined

as eiLt, where t is the time and L is the Liouville operator that for a many-particle system

with Hamiltonian H is defined as

iLz = {z,H} =
M∑

j=1

(
∂H

∂pj

∂z

∂qj
− ∂H

∂qj

∂z

∂pj

)
(1)

where the summation is over all degrees of freedom M . The variable z can be any function in

phase space, e.g. the probability density f(q1, . . . qM , p1, . . . , pM) or a phase space variable,

such as any position qj or momentum pj. The time evolution of z is given by

z(t) = eiLtz(0) (2)

which is the formal solution of the equation of motion

∂z

∂t
= iLz. (3)

When z ∈ {q1, . . . qM , p1, . . . , pM} then Eq. (3) is a system of coupled ordinary differential

equations. For a system with conservation of energy, L is a Hermitian operator in the space

of square integrable functions of the positions qj and the momenta pj which implies that the

eigenvalues of L are real.
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A. Chebyshev expansion

The Chebyshev expansion of the classical propagator is closely related to the problem of

computing the matrix exponential which has been solved and the numerical implementations

have been shown to work efficiently and accurately [42–46]. The methods of Chebyshev

and of Lanczos are known to provide efficient polynomial approximations of the matrix

exponential (see e.g. Ref. 41 for an introduction). The approach used here is based on an

expansion of eAb into series of Chebyshev polynomials Ψn(A):

eAb =
∞∑

n=0

(2− δ0n)Jn(b)Ψn(A). (4)

The expansion converges if ||A|| ≤ 1, i.e. all eigenvalues of A are bounded between −1 and

1. In the case of dynamics the expansion (4) is applied to the propagator in Eq. (2). The

matrix A has to be replaced with the operator iL and the scalar parameter b has to be

replaced with the time t. In practice, the exact infinite series is truncated after some order

n = N .

Chebyshev expansion of quantum dynamics propagators has been shown to yield very

stable and accurate numerical schemes [28–37]. In the case of quantum dynamics, this

approach relies on the matrix representation of the Liouville operator and has two major

benefits: i) The Chebyshev polynomials in the expansion are evaluated using plain matrix–

matrix and matrix–vector multiplications that have straightforward numerical implementa-

tion based on the Clenshaw algorithm (see e.g. Ref. 41). In contrast, the expansion of the

classical propagator requires sophisticated symbolical evaluations followed by numerical eval-

uations which, in general, scale exponentially with the order of the truncated expansion N .

ii) The spectral bounds of a Hermitian matrix, necessary for the Chebyshev expansion, can

be computed straightforwardly using standard linear algebra numerical methods, e.g. the

power iteration. In contrast, calculating the spectrum of the classical Liouville operator is

a non-trivial problem that has been addressed in the literature [47–50].

The Chebyshev expansion scheme is stable when the spectrum of the Liouville operator

is bounded [41], and is either pure imaginary or pure real, or complex with small real

components, or complex with small imaginary components [30, 32]. The Chebyshev scheme

becomes unstable when the spectrum of the Liouville operator is extended along both the real

and the imaginary axes of the complex plane [51]. Because the classical Liouville operator
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L is Hermitian, its spectrum is real (thus the eigenvalues of iL are imaginary) which makes

an expansion in Chebyshev polynomials especially suitable.

Another stability condition for the Chebyshev expansion is that all eigenvalues are either

in the range [−1, 1] or in [−i, i]. For this reason the Liouville operator has to be scaled

and shifted as L̃ = 2(L− L0)/∆L in order to restrict its eigenvalues in one of these ranges.

Therefore, the lower and the upper bounds Lmin and Lmax of the L spectrum have to be

known. Generally it is not possible to find the largest and the lowest eigenvalues of L. Then

the half span ∆L/2 = (Lmax − Lmin)/2 and the middle point L0 = Lmin + ∆L/2 of the

spectrum can be regarded as adjustable parameters. Previously it has been shown that the

spectrum of the Liouville operator is always symmetric with respect to zero [52]. For this

reason, it is assumed that L0 = 0 in the following without loss of generality. The Chebyshev

expansion for the thus scaled Liouville operator, truncated after order N , will read

z(t) ≈
N∑

n=0

an(α)Φ̃n(iL̃z(0)) (5)

where α = t∆L/2 and Φ̃n(ix) = inΨ̃n(x) are the scaled modified Chebyshev polynomials [53]

(see Appendix A). The expansion coefficients are an(α) = (2 − δn0)Jn(α) with Jn(α) the

Bessel functions of the first kind. A mathematically equivalent expansion of the propagator

eiHt, i.e. with the Hamiltonian instead of the Liouville operator, has been performed in

the context of quantum dynamics [28, 29, 54]. The scaled modified Chebyshev polynomials

Φ̃n(iL̃z) are computed using a recurrence relation [28, 29, 54]:

Φ̃n+1(iL̃z) = 2iL̃Φ̃n(iL̃z) + Φ̃n−1(iL̃z). (6)

The recursion is started with Φ̃0(iL̃z) = z and Φ̃1(iL̃z) = iL̃z. Before starting the time

propagation, the Φ̃n(iL̃z) are evaluated symbolically in advance using the recursion formula

(6) and stored in memory as expressions.

The time integration is carried out on a discrete time grid {tk} with k = 0, 1, . . . equally

spaced by a time step with size ∆t = tk+1 − tk. To compute z(tk+1) the vector Φ̃n(iL̃z) is

numerically evaluated with the current z(tk). Because the vector Φ̃n(iL̃z) does not depend

explicitly on time, it is possible to compute z(t) at any time between tk and tk+1 without

recomputing the vector. Only the expansion coefficients an(α) with α = ∆t∆L/2 have to be

computed and stored in advance for different time step sizes. Such additional calculations

consist of a single inner product with computational cost scaling only linearly with the vector
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length of Φ̃n(iL̃z). It is known that Chebyshev expansion has uniform accuracy in the range

[−1, 1] and thus the accuracy of the Chebyshev polynomial propagator will be uniform over

the whole spectrum of the Liouville operator provided that L is properly scaled [29, 32].

Therefore this propagation method is especially suitable for problems without separation of

scales and poses no principal limitations on the choice of the time step size. In particular,

the expansion (5) converges exponentially for N > α [28–30] due to the properties of the

Bessel functions Jn(α). The only price to pay is the proportional increase of the minimum

N necessary for convergence with increasing the time step.

B. Newton polynomial interpolation

By analogy with the quantum mechanical propagator [30, 38–40], the classical propagator

in Eq. (2) can be approximated by interpolation with a Newton polynomial

eiLtz ≈
N∑

n=0

Dn(t)Pn(iLz) =
N∑

n=0

Dn(t)
n−1∏

k=0

(iL − λk)z (7)

where Pn(iL) are the Newton basis polynomials. The coefficients Dn(t) are the nth divided

differences of the function f(λ) = eλt with argument λ and parameter t at the interpolation

points {λ0, . . . , λN−1}: D0 = f [λ0], D1 = f [λ0, λ1], ..., Dk = f [λ0, . . . , λk]. The divided

differences are calculated recursively based on their definition:

f [λk] = f(λk) (8a)

f [λk−1, λk] =
f [λk]− f [λk−1]

λk − λk−1
(8b)

. . .

f [λl, . . . , λk] =
f [λl+1, . . . , λk]− f [λl, . . . , λk−1]

λk − λl
. (8c)

The interpolation points, also called Leja points [30, 38–40, 55–57], are here determined using

the algorithm by Ashkenazi et al. [30] described briefly in the following. An initial domain is

chosen so that its capacity is close to unity to avoid overflows. The interpolation points {λk}
are chosen from a set of trial points uniformly distributed in the initial domain in such a way

to maximize the denominators of the divided differences. The chosen interpolation points

are scaled by ρ = N

√∏N−1
j=0 |λc − λj|, i.e. λ̃k = λk/ρ. This adjustment is necessary to avoid

overflow or underflow in the numerical evaluation of the product on the right hand side of
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Eq. (7). Additionally, the Liouville operator is scaled and shifted, so that all its eigenvalues

are inside the scaled interpolation domain, by making the following substitutions in Eq. (7):

{λk} → {λ̃k}, L → L̃ = (L−L0)/σ, Dn({λ̃k}, t)→ D̃n({σλ̃k +L0}, t), σ = ∆Lρ, where L0

and ∆L are the center and the width of the L spectrum, respectively. Because the spectrum

of the Liouville operator is symmetric with respect to zero [52] it is assumed that L0 = 0

and no shift is performed in the following.

Before the propagation in time begins, the scaled basis polynomials P̃n(iL̃z) are evaluated

by carrying out the product on the right hand side of Eq. (7) recursively by the formula

P̃n(iL̃z) = (iL̃ − λ̃n−1)P̃n−1(iL̃z) (9)

where the recursion starts with P̃0(iL̃z) = z and iL̃P̃n is evaluated according to Eq. (1) as

it will be outlined in Section II D.

The arithmetic operations in the scaled version of Eq. (7) are performed numerically on

a grid of equally spaced time points {tk} to get the numerical solution z(tk). Because the

vector P̃n(iL̃z) is not explicitly time-dependent, it is possible to compute z(t) at any time

between two arbitrary time grid points tk and tk+1 without recomputing the vector. Only

the divided differences coefficients D̃n(∆t) have to be computed and stored in advance for

all needed time step sizes. The necessary additional calculations are the multiplications and

the summation in Eq. (7) and therefore scale only linearly with the length of the vector.

Similarly to the Chebyshev propagator, the Newton polynomial propagator has uniform

accuracy over the whole spectral range of L [58] provided that L is properly scaled as

described above.

C. Expansion in Krylov subspace

In the following, an alternative strategy for expansion of the propagator eiLt is presented

which is based on the Krylov subspace. In the following, the scaled versions of all quantities,

defined in Sections II A and II B, will be used but the tilde (˜) will be omitted for the sake

of readability. The elements of the Krylov subspace are generated by successive application

of the Liouville operator to a dynamic variable z : {z, iLz, (iL)2z, . . . , (iL)Nz}, where N is

the dimension of the Krylov subspace. Then the time evolution of z can be approximated
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as

z(t) = eiLtz(0) ≈
N∑

n=0

Kn(t)(iL)nz(0). (10)

Depending on the choice of the expansion coefficients Kn(t) various propagation methods

can be derived. For example, the choice Kn(t) = tn/n!, corresponding to a Taylor expansion

of eiLt in time around t = 0, yields the commonly used Euler method (for N = 1) and the

Runge-Kutta method (e.g. for N = 4). The Taylor expansion is non-uniform, i.e. the error

becomes large for larger eigenvalues of L unless the time step is adaptively reduced. This is

the reason why the Runge-Kutta method is generally limited to small time steps determined

by the largest eigenvalue of L.

The expansion in Krylov subspace suggests an alternative strategy to symbolically eval-

uate the expansion terms in Eqs. (5) and (7) without having to use the scheme-specific

recurrence relations Eqs. (6) and (9). Particularly, it can be shown that Chebyshev and

Newton polynomial propagators can also be represented as Eq. (10) whereby Kn(t) be-

come scheme-specific and the problem is reduced to a recursive evaluation of the monomials

(iL)nz. This is achieved when the scaled Chebyshev polynomials Φn(iL)z in Eq. (6) are

rewritten into their explicit form

Φn(iL)z =
n∑

k=0

C
(n)
k (iL)kz (11)

where the coefficients C
(n)
k form a triangle with the formula [59]

C
(n)
k =





0 if n+ k is odd

1 if k = 0 and n is even

2k−1 n
k

(n+k
2
−1

k−1
)

otherwise.

(12)

Analogously, the Newton basis polynomials Pn(iLz) can be represented as

Pn(iLz) =
n−1∏

k=0

(iL − λk)z =
n∑

k=0

C
(n)
k (iL)n−kz . (13)

The expansion coefficients can be derived by induction:

C
(n)
k = (−1)k

∑

c∈S

∏

x∈c
x = (−1)k

(nk)∑

l=1

[λ0λ1 . . . λn−1]k (14)

where S is the set of all k-combinations of the set of the first n interpolation points

{λ0, . . . , λn−1}. An alternative way to compute C
(n)
k is to expand the polynomial

∏n−1
j=0 (1−

λjx) =
∑n

k=0C
(n)
k xk.
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D. Evaluation of the basis vectors

The expansions in Eqs. (11) and (13) are equivalent to Eqs. (6) and (9), respectively.

Eqs. (6) and (9) require the evaluation of the Chebyshev and the Newton basis polynomials

of iL, respectively, whereas Eqs. (11) and (13) require evaluating the Krylov subspace basis

vectors, i.e. the monomials (iL)n. Therefore, the two approaches yield expressions implying

different number of symbolic evaluations and number of numeric operations during prop-

agation. Depending on the specific interaction potentials, either the former or the latter

expressions may have performance benefits. In the following, the evaluation of the mono-

mials (iL)n will be outlined. As introduced above, it is assumed that the potential energy

V depends only on the positions and the kinetic energy T depends only on the momenta,

i.e. the Hamiltonian reads H(q1, . . . , qM , p1, . . . , pM) = V (q1, . . . , qM) + T (p1, . . . , pM). The

following compact notation is introduced:

aj =
∂

∂qj
, bj =

∂

∂pj
, A

(1)
j =

∂V

∂qj
, B

(1)
j =

∂T

∂pj
(15)

where qj is the jth Cartesian position and pj is the pertinent momentum. Using the above

notation, the Poisson bracket in Eq. (1) can now be applied to a variable zl (e.g. ql or pl):

iLzl =
M∑

µ=1

(
B(1)
µ aµ − A(1)

µ bµ
)
zl . (16)

Using the definition in Eq. (16) and that T (p1, . . . , pM) =
∑M

j=1 p
2
j/(2mj) in Cartesian

coordinates (with mj the mass pertinent to the jth degree of freedom), the operator iL is

recursively applied symbolically as many times as necessary to compute (iL)nzl, i.e.

(iL)nzl =
n∏

k=1

M∑

νk=1

(
B(1)
νk
aνk − A(1)

νk
bνk
)
zl (17a)

= K(n)
l (B

(1)
1 , . . . , B

(1)
M , B

(2)
1 , . . . , B

(2)
M , {A(1)

ν1
, A(2)

ν1,ν2
. . . , A(n)

ν1,...,νn
}) (17b)

where K(n)
l are multivariate arithmetic polynomial expressions with the variables denoted

in the brackets. For illustration, the explicit forms of these expressions for the one-particle

case are derived in Appendix B. In the practical implementation used in the numerical

experiments below the expressions are evaluated using a system for symbolic computation

and then compiled in a just-in-time fashion. In Eq. (17b) the variables B
(1)
j = pj/mj,

B
(2)
j = 1/mj for j = 1, . . . ,M are the velocities and the inverted masses respectively, and
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A
(n)
ν1,...,νn are the partial derivatives of the potential energy with respect to the Cartesian

positions

A(n)
ν1,...,νn

=
∂nV (q1, . . . , qM)

∂qν1 . . . ∂qνn
(18)

with {ν1, . . . , νn} being n-combinations with repetition of M degrees of freedom. In general,

the quantities A
(n)
ν1,...,νn form nth-order tensors. In the special cases for n = 1 and n = 2, the

A
(1)
j and A

(2)
j,l are the elements of the gradient vector and of the Hessian matrix, respectively.

Analogous expressions to Eq. (17b) can also be derived for the Chebyshev polynomials

Φn(iLzl) = 2
M∑

j=1

(
B

(1)
j aj − A(1)

j bj

)
Φn−1(iLzl) + Φn−2(iLzl) (19a)

= F (n)
l (B

(1)
1 , . . . , B

(1)
M , B

(2)
1 , . . . , B

(2)
M , {A(1)

ν1
, A(2)

ν1,ν2
. . . , A(n)

ν1,...,νn
}) (19b)

for n = 2, . . . , N and for the Newton basis polynomials

Pn(iLzl) =
M∑

j=1

(
B

(1)
j aj − A(1)

j bj

)
Pn−1(iLzl)− λn−1Pn−1(iLzl) (20a)

= P(n)
l (B

(1)
1 , . . . , B

(1)
M , B

(2)
1 , . . . , B

(2)
M , {A(1)

ν1
, A(2)

ν1,ν2
. . . , A(n)

ν1,...,νn
}) (20b)

for n = 1, . . . , N . Note that the expressions (17b), (19b) and (20b) include derivatives of

the kinetic energy only up to the second order and all higher derivatives are vanishing.

The classical force fields used in molecular dynamics are commonly expressed in internal

coordinates, such as Z-matrix coordinates. In such coordinates, every potential energy term

depends on a single internal coordinate Qα:

V (Q1, . . . , QMint
) =

Mint∑

α=1

Vα(Qα(qµα,1 , . . . , qµα,Mα )). (21)

Every Qα depends on only a small subset of Cartesian coordinates {qµα,1 , . . . , qµα,Mα} ⊆
{q1, . . . , qM} whereby Mα � M in large many-particle systems. Differentiating Eq. (21)

with respect to the Cartesian coordinates up to the nth order

A(n)
ν1,...,νn

=

Mint∑

α=1

∂nVα(Qα(qµα,1 , . . . , qµα,Mα ))

∂qν1 . . . ∂qνn
(22)

yields, compared to Eq. (18), a strongly reduced number of Cartesian derivatives

∂nQα(qµα,1 , . . . , qµα,Mα )

∂qν1 . . . ∂qνn
(23)
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where {ν1, . . . , νn} are n-combinations with repetition from the subset {qµα,1 , . . . , qµα,Mα}.
The full derivatives on the right hand side of Eq. (22) can be evaluated using a generalized

chain formula for a multivariate composite function [60, 61]. In this work, an alternative

approach is adopted using a system for symbolic computation outlined in Section II E below.

In the following, a computational complexity analysis will be provided. The total number

of Cartesian derivatives (23) up to order N is given by

N∑

n=1

Mint∑

α=1

(
Mα + n− 1

Mα − 1

)
. (24)

In practice, there are only a few internal coordinates with different symbolic expressions

for which the derivatives have to be evaluated symbolically. For example, if the potential

energy includes only pair interactions, then the derivatives for only one internal coordinate,

i.e. the inter-particle distance, have to be evaluated symbolically.

In the numerical experiments in Section III, the method will be applied to model systems

described by potentials for which correlations giving rise to mixed derivatives occur in pairs

of particles. Such potentials can be the Lennard-Jones, Coulomb or gravitational potentials.

For such potentials, Eq. (21) takes the form

V (q1x, q1y, . . . , qNx, qNy, qNz) =
∑

j<k

v(qjx, qjy, qkz, qkx, qky, qkz) =
∑

j<k

v(rjk) (25)

where the internal coordinates rjk are the elements of the distance matrix

rjk = |rj − rk| =
√

(qjx − qkx)2 + (qjy − qky)2 + (qjz − qkz)2 . (26)

Replacing Mα = 6 in Eq. (24) and omitting the sum due to identical derivatives expressions

for different α, the total number of Cartesian derivatives (23) that have to be evaluated

symbolically is reduced to

N∑

n=1

(
n+ 5

n

)
=

N∑

n=1

(
n+ 5

5

)
∝ O(N6). (27)

The number of derivatives can be further reduced by examining the potential energy terms

for vanishing or identical derivatives. In the case of pair interaction potentials, the number of

numerical evaluations of the expressions (17b), (19b) and (20b) scales only quadratically, i.e.

O(M2), with the number of particles. This scaling can be further reduced to O(M logM)

or O(M) using elaborated potential truncation schemes.
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FIG. 1. Workflow for constructing and using the Chebyshev and Newton polynomial propagators

drawn in light grey and dark grey, respectively. The white boxes contain steps that are used in

both polynomial methods and dashed lines denote alternative routes based on the monomials (iL)n

(cf. Section II C).

E. Computational workflow

The overall computational workflow is graphed in Figure 1. To compute the expressions

(iL)nzl, Φn(iLzl) and Pn(iLzl) in the first stage of the workflow, the Cartesian partial deriva-

tives have been evaluated symbolically according to Eq. (22) and substituted in Eqs. (17b),

(19b) and (20b), respectively, using the system for symbolic computation SymPy [62]. In the

second stage, before starting the propagation, the final expressions have been compiled into

highly optimized numerical kernel functions, whereby the packages NumPy [63], Theano [64]

and TensorFlow [65] have been used as backends. The use of Theano or TensorFlow allows

the execution on heterogeneous computing resources including GPUs. In the third propa-
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gation stage, the inter-particle distance matrix (26) has been computed using standard fast

methods and used as input to evaluate the expressions from Eqs. (17b), (19b) and (20b)

numerically. The latter enter the propagator expansions Eqs. (5) and (7) that have been

performed numerically as scalar products.

The suggested computation strategy has some advantages compared to a traditional

approach based on implementing explicit analytic expressions, e.g. the forces of different

force fields. The method can be employed with any force fields that have smooth high

derivatives. As of now the method is realized in the important case of pair interaction force

fields, such as Lennard-Jones and Coulomb interactions, because of the low implementation

effort. Furthermore, the numerical expressions evaluation in every propagation time step

can be readily parallelized through splitting the expressions into chunks and distributing the

chunks over the available computing elements. Finally, the computation of the chunks can

be optimized and vectorized with the generation of the kernel functions.

III. NUMERICAL MEASUREMENTS

In the following, numerical experiments will be presented in the cases of one-particle

and many-particle dynamics. The energy drift has been used as an accuracy measure for

several reasons: To calculate the root mean square deviation (RMSD) of the positions or

momenta, a very accurate reference solution of the equation of motion is necessary. The

analytical solution can be used as reference but it is mostly not available, particularly for

many-particle systems. Other error measures, e.g. the relative deviation from the reference

solution, may not be finite at all times of integration for one-particle systems that are used

in the following as test models. The energy drift has been regarded as criterion for long-term

stability of time integration in molecular dynamics simulations [66]. The energy drift ∆Ek

can be computed without external reference using only the trajectories, i.e. the sets {qj(tk)}
and {pj(tk)} for j = 1, . . . ,M ,

∆Ek =

∣∣∣∣
E0 − Ek
E0

∣∣∣∣ =

∣∣∣∣
E0 − V (q1(tk), . . . , qM(tk))− T (p1(tk), . . . , pM(tk))

E0

∣∣∣∣ (28)

where E0 is the total energy of the physical system, which is known and must be constant for

the microcanonical ensemble considered in this paper, and Ek is the energy at the discrete

times tk at which the numerical integration has been performed. It is noted that the potential
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energy can always be shifted so that E0 6= 0.

For comparison, a simple implementation of the velocity Verlet integrator, defined as

pj(tk + ∆t/2) := pj(tk)−
∆t

2
A

(1)
j (q1(tk), . . . , qM(tk)) (29a)

qj(tk+1) := qj(tk) + ∆t
1

mj

pj(tk + ∆t/2) (29b)

pj(tk+1) := pj(tk + ∆t/2)− ∆t

2
A

(1)
j (q1(tk+1), . . . , qM(tk+1)) (29c)

has been used, where −A(1)
j (q1, . . . , qM) is the force (cf. Eqs. (18) and (22)) and ∆t = tk+1−tk

is the time step size.

The code has been implemented in Python 3.6 and made available as open source [67].

Every simulation has been performed on one core of an Intel(R) Xeon(R) CPU E5-2670

processor at 2.60 GHz.

A. One-particle system: classical Morse oscillator

For a general validation the implemented polynomial propagators have been first tested

with the classical harmonic potential, constant-force potential (ballistic motion) and Morse

potentials comparing the position q and momentum p of the particle to the analytic solutions

of the equations of motion. In addition, the numerical solutions by the polynomial propa-

gators for anharmonic double-well and Lennard-Jones potentials were validated against the

solutions obtained with the velocity Verlet integrator.

In the following, only measurement results for a particle in one spacial dimension in Morse

potential will be discussed. The Morse potential

V (q) = D
[
e−2κ(q−q0) − 2e−κ(q−q0)

]
(30)

is an effective potential used to describe the dynamics of a covalent chemical bond in a

diatomic molecule. D is the dissociation energy, q0 is the equilibrium bond length and κ

describes the spatial extent (the “softness”) of the bond. The high-order derivatives of the

Morse potential have closed analytic forms. The parameters used in the simulations are

summarized in Table I.

There is an analytic solution for the classical Morse oscillator [68, 69] that allows estab-

lishing a scaling relation between the maximum energy drift and the maximum root mean
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FIG. 2. Correlation between the maximum energy drift and the maximum RMSD for one particle

in a Morse potential. The maxima are taken over the whole time grid t0, . . . , tend. The energy drift

∆E(tk) and the RMSD are calculated using Eq. (28) and the formula |q(tk)−qref(tk)|, respectively,

where q(tk) are the computed positions in time and qref(tk) is the analytical solution taken from

Refs. 68, 69. The measurement points (shown as circles) are connected by straight lines as guides

for the eye.

square deviation (RMSD) of the numerical solution from the analytical solution. As it is

shown in Figure 2 for the RMSD of the computed positions, these two accuracy measures

provide equivalent views of the accuracy within a constant prefactor.

In the following, the influence of the time step size ∆t and the spectral width param-

eter ∆L, and the behavior of the polynomial propagators in long-time integration will be

discussed.

TABLE I. Morse potential and integrator parameters that were constant throughout this study if

not specified otherwise.

D κ q0 t0 tend q(t0) p(t0) ∆L

1 1 1 0 10 3 0 1
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FIG. 3. Convergence with time step (A and C) and relation between accuracy and computational

performance (B and D) for the Chebyshev (A and B) and Newton (C and D) polynomial propaga-

tors applied to one-particle Morse oscillator. The convergence and the computational performance

of the velocity Verlet integrator applied to the same problem are displayed for comparison as black

squares.

1. Effect of the time step

In Figure 3, A and C the convergence with the time step size for several expansion orders

is displayed. The energy drifts with the second-order polynomial propagators decrease in a

quadratic way with time step size and have therefore the same slope as the velocity Verlet

integrator. The polynomial propagator of seventh order, i.e. N = 7, yields an accuracy

improvement of 14 orders with decreasing the time step 100 times. Overall, the measured

order of accuracy is determined by the expansion order, i.e the order of polynomial after

which the series expansion is truncated. Compared to the Verlet integrator, the simulation
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with the polynomial propagators can be performed with much larger time steps at a given

accuracy provided that sufficiently high number of terms in the expansion are taken (see

Figure 3, A and C).

In Figure 3, A the measured energy drift for N = 7 and N = 8 at ∆t = 10−4 deviates

from the systematic O((∆t)N) convergence. This is due to round-off errors that become

dominating at short time steps and high expansion orders. In double precision these round-

off effects occur for energy drifts of the order of 10−14 and 10−12 with the Chebyshev and

Newton propagators, respectively. To eliminate these effects, all calculations shown in Fig-

ure 3 have been performed with 30 decimal digits of precision, using the mpmath library [70].

Thus, the round-off effects start limiting the accuracy of the Chebyshev propagator only as

the energy drift becomes of the order of 10−25. With the Newton propagator these round-off

effects (cf. Figure 3, C) appear already for energy drifts below 10−23. With increasing the

numerical precision to 60 digits (data shown in Figure 2 in the supplementary material) no

round-off effects are detected within the chosen ranges of expansion orders and time step

size.

From the available results it can be concluded that the present realization of the Newton

propagator is generally more sensitive to round-off effects that the Chebyshev propagator.

This is also supported by experiments with other test systems, e.g. for a particle in anhar-

monic double-well potential and in Lennard-Jones potential (data provided in Figures 3-6

in supplementary material). Provided that there are no round-off effects, the accuracy of

the two polynomial propagators is practically the same, as it is seen in Figure 3, A and C.

Realistic applications of high-order polynomial propagators aim at large time steps and thus

are not affected by round-off effects even in double or in single precision. Here, the high

precision has been chosen to study the order of accuracy for which the time step must be

decreased.

The high-order expansion will increase the computational effort per time step compared

to a lower-order expansion. To assess the overall efficiency of the polynomial propagators a

performance measure typically used in molecular dynamics simulations is employed, i.e. the

total time of integration divided by the elapsed total computing time. This computational

performance is usually measured in nanoseconds per day but here the unit s−1 is used.

Figure 3, B and D, shows the energy drift vs. computational performance. Higher-order

propagators become more efficient if high accuracy is required, i.e. the high computational
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FIG. 4. The effect of the spectral width ∆L on the accuracy in terms of the maximum energy drift

for the Chebyshev polynomial propagator applied to one-particle Morse oscillator. The number of

expansion terms in plot A is fixed to N = 9. The time step in all other plots (B, C, and D) is fixed

to ∆t = 0.5. The red dashed lines denote the optimal ∆L values for different N .

costs per time step are compensated by the large time steps of integration. For this test

model the computational effort with the Newton propagator is up to twice larger than with

the Chebyshev propagator for the same accuracy.

2. Effect of the spectral width ∆L

While in quantum dynamics ∆L can be estimated by analyzing the matrix representation

of L using standard numerical methods, in classical dynamics the determination of the

eigenvalues of L is an issue [47–50]. Moreover, the spectral bounds of L may even not exist

in some cases, as has been claimed in previous studies [50, 52]. Therefore, ∆L is treated in
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this study as a fit parameter and in Figure 3 it is fixed arbitrarily to unity. This raises the

question how ∆L can optimally be chosen a priori in practical applications of the polynomial

propagators. The ∆L parameter has indirect influence on the computational effort through

the minimum number of expansion terms N necessary for convergence via N > ∆t∆L/2

(see Section II A.

The parameter ∆L has no influence on the accuracy convergence behavior with varying

∆t, as indicated by the parallel lines for different ∆L in the region of sufficiently small ∆t in

Figure 4, A. The increase of energy drift for larger ∆L is due to insufficient convergence with

the chosen fixed expansion order N = 9. The convergence behavior is shown in Figure 4, B

where the maximum energy drift is calculated for increasing expansion order. The time step

∆t = 0.5 is chosen sufficiently large to render the effect of ∆L and to ensure stable numerical

evaluation within a precision of 60 decimal digits. This high numerical precision was also

necessary to avoid numerical issues, such as round-offs and overflows, that occur for large

∆L and N and mask the behavior of the numerical scheme.

With increasing ∆L more expansion terms are needed for convergence because the Bessel

function Jn(α) starts decreasing exponentially for n > α, where α = ∆t∆L/2. This behavior

is already known [29] but has not been studied in the case of classical dynamics, where ∆L

cannot be determined a priori. If the spectrum of L is bounded then the optimal choice of

∆L is the difference of the spectral bounds and larger ∆L will bring no further accuracy

improvement but more expansion terms, i.e. more computational effort, will be needed for

convergence. If the L spectrum is not bounded, then a trade-off between the selected ∆t and

∆L has to be made to ensure convergence and long-term stability with a feasible number of

expansion terms.

For sufficiently large N , when the polynomial expansion is converged, increasing ∆L can

yield better accuracy. This is the case for the Morse oscillator example shown in Figure 4, B.

For N = 100 the best accuracy is achieved with ∆L = 150 while the expansion with

∆L = 200 is not converged, whereas for N = 120 then ∆L = 200 yields the best accuracy.

The same behavior is depicted on the contour plot in Figure 4, C. For example, with N = 160

an energy drift of the order 10−30 can be realized for ∆L = 25. With the same number of

terms, i.e. the same computational effort, the energy drift is further reduced to 10−35 for

∆L = 200. In contrast, for N = 60 approx. 5 orders of magnitude better accuracy is

obtained with ∆L = 25 than with ∆L = 200.
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For each number of terms there exists a different critical value for ∆L to satisfy conver-

gence. The location of the critical value can be better analyzed by normalizing ∆L with the

expansion order at fixed time step, i.e. using α/N which is shown in Figure 4, C and D.

With decreasing ∆L for any fixed N the energy drift steeply decreases for α/N & 0.5 due

to the minimal number of terms necessary to converge the expansion for given ∆L. Further

decrease of ∆L does not lead to lower energy drift presumably because smaller part of the

L spectrum is included in ∆L. This gives rise to an energy drift minimum occurring for

α/N in the range between 0.4 and 0.5. The position of this minimum with increasing N is

marked by red dashed lines in Figure 4, C and D.

Considering the results from the measurements the following two practical cases of using

the polynomial propagators can be suggested: 1) With pre-selected numerical costs, i.e. N

and ∆t are fixed a priori, the optimal choice of ∆L should be such that α/N is slightly

smaller than 0.5. In this mode it is not possible to control the accuracy whereas the optimal

possible accuracy at fixed costs, i.e. ∆t and N , can be realized. This method can be used

as a coarse first-pass propagator to yield the input for a parallel-in-time integration scheme

to achieve refined accuracy; 2) the expansion order N , the time step size ∆t and ∆L can

be adapted in the course of propagation so that a predefined accuracy is achieved with

applying additional conditions, such as minimum ∆t and maximum N , in order to restrict

the optimization search.

The measurements discussed in Figure 4 have been performed with the Chebyshev propa-

gator. Because the parameter ∆L enters the Newton propagator through the scaling factor,

it can be assumed that it may have similar performance implications. Therefore, the recipes

of choosing ∆L, suggested above might be helpful as well for practical applications using

the Newton propagator. Nevertheless, the Newton propagator is more sensitive to round-off

errors due to limited numerical precision, which prevents the analysis of the energy drift for

very large expansion orders and small values of ∆L. Measurement data with the Newton

propagator applied to two test models, the Morse oscillator and the anharmonic double-well

potential, can be found in Figures 7-12 in the supplementary material.
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FIG. 5. Accuracy of the Chebyshev (A and C) and Newton (B and D) polynomial propagators

measured by the energy drift (A and B) and the running maximum of the energy drift (C and

D) for a long period of integration with 105 time steps with size ∆t = 0.01. For comparison, the

energy drift and the running maximum of the energy drift were measured with the velocity Verlet

method with the same time step size.

3. Long-time behavior

The maximum energy drift for a relatively short, fixed period of time was used for mea-

suring the accuracy in the discussion above. An important quality aspect of time integrators

is the energy stability over long periods of integration. To study the behavior of the poly-

nomial propagators over long time, the energy drift at every time step and the running

maximum of the energy drift were plotted in Figure 5, A and C in the case of the Chebyshev

propagator. For a comparison, these accuracy measures were plotted for the same problem

integrated with the symplectic velocity Verlet method. With the first 200 time steps the
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energy drift with the Verlet method increases about 5 orders of magnitude from 10−11 up

to 10−6. After this the energy drift starts strongly oscillating and becomes temporarily as

small as 10−16, but stays constantly limited by 2× 10−4 until the end of the simulation.

The third-order (N = 3) Chebyshev propagator yields a slow initial increase in the energy

drift, but after t ≈ 2 the energy drift increases rapidly and after t ≈ 4 begins oscillating but

stays limited by 1×10−5 and smaller than that produced with the velocity Verlet integrator

until t ≈ 12. After this the maximum energy drift starts increasing nearly linearly with

the time step and after t ≈ 150 exceeds the energy drift of the Verlet integrator. At the

end of the simulation the maximum energy drift of the third-order Chebyshev propagator is

approx. 10−3.

Chebyshev propagators of higher orders N = 4, 5, 6 have similar behavior to that with

N = 3. Particularly the time of the beginning of the plateau-like region is t ≈ 4 for all

orders. However, the overall accuracy is improved with increasing expansion order. At

t = 103 the Chebyshev propagators with N ≥ 4 yield smaller maximum energy drifts

than the velocity Verlet integrator. The long-term accuracy of the Newton propagator,

shown in Figure 5, B and D, behaves similarly to the Chebyshev propagator. The accuracy

improvements with increasing expansion order for short times after t0 are equally spaced

for the Newton propagator while the odd orders of the Chebyshev propagator yield less

accuracy gain than the even orders. This is clearly identified comparing the gaps between

the green and the red lines for t < 2 on the left and the right panels of Figure 5.

It should be noted that there are two striking variations in the behavior of both Chebyshev

and Newton polynomial propagators for even and odd orders. Firstly, the energy drifts of

even-order propagators exhibit oscillations with larger amplitudes than those of odd orders,

as seen in Figure 5, A and B. Secondly, the propagators of even orders result in longer

plateau-like regions in the maximum energy drift and thus yield more stable accuracy at

long integration times (cf. Figure 5, C and D). According to these observations, even-order

polynomial propagators behave more similar to velocity Verlet in long-time integration.

The Chebyshev and Newton polynomial propagators exhibit very similar long-time be-

havior for the anharmonic double-well potential. These results are available in Figures 11

and 12 in the supplementary material.
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B. Many-particles system: Lennard-Jones gas

In the following, the polynomial propagators will be demonstrated on a simple example

system with interacting argon atoms in Lennard-Jones potential

v(rjk) = 4ε

[(
σ

rjk

)12

−
(
σ

rjk

)6
]
. (31)

The parameters ε and σ in Eq. (31), and the masses mj have been chosen for argon atoms

and are unities in the Lennard-Jones units used in the simulation.

For the many-particle systems, the measured orders of accuracy are very similar to those

presented above for the one-particle system and will not be discussed. These data are pro-

vided in Figures 15-18 in the supplementary material. The most relevant questions arising

from using the polynomial propagators for many-particle systems is the scaling of compu-

tation time and allocated memory with the number of particles and number of expansion

terms.

Generally, the computing time for propagation scales exponentially with the number of

expansion terms. While for one-particle systems the expansion is still feasible for expansion

orders, as high as 160 (cf. Figure 4), this unfavorable scaling will generally limit the order of

propagators used for many-particle systems. However, in Section II D it was shown that for

a system with pair interactions the scaling should be rather O(N6) in the limit of M � 6.

The measured propagation times are in agreement with this theoretically estimated scaling

as seen in Figure 6, A. The measured scaling is slightly improved and deviates from the

exponential scaling, characterized by a straight line, with increasing the number of particles

from two (M = 6) to six (M = 18).

The computing time scales quadratically with the number of particles (see Figure 6, B),

as expected, due to the pair interaction potentials without potential truncation. Because

the focus of this study is on the time integration the interactions were evaluated “naively”,

i.e. without potential truncation. Pair interaction potentials (cf. Eq. (25)) that become

constant in the limit of long distance allow potential truncation which will result in a linear

scaling with the number of particles.

Figure 6, C shows that the computing time correlates linearly with the number of opera-

tions determined using static analysis of the symbolic expressions before compiling. There-

fore, the computing time necessary for propagation can be estimated reliably by performing
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FIG. 6. Performance of the Chebyshev propagator in a simulation of interacting Ar atoms in

Lennard-Jones potential measured for 10,000 time integration steps from t0 = 0 to tend = 10 using

lambdifed expression (19b) with the NumPy backend in double precision arithmetic. The initial

conditions can be found in Table 1 in the supplementary material.

analysis of the expressions and using timings and memory allocations, measured for smaller

systems. Because the computing time also correlates linearly with the number of atomic

objects in the expressions (not shown) the order of polynomial propagators used in practical

calculations might become limited due to excessive memory allocation needed to store the

expressions. The memory consumption can be reduced by partitioning of the full expressions

into sub-expressions and avoid repeated storage of sub-expressions that are either identical

or have the same symbolic form and only different numerical parameters. Also the kernel

function compiling times will be reduced in this way.

Another important aspect of using the polynomial propagators is the preparation time

which includes the computing time for i) constructing the symbolic expressions according
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to Eqs. (17b), (19b) and (20b) and ii) compiling the high-performance kernel functions

for numerical expression evaluation. In the current implementation, these two preparation

stages are performed “from scratch” before beginning of every simulation. The preparation

time shown in Figure 6, D scales exponentially with the expansion order and thus can

become very long for high expansion orders and many particles. Fortunately, this obvious

limitation can be overcome using approaches to skip the two preparation stages. First, the

expressions (17b), (19b), and (20b) do not depend on the specific potential energy before

substitution with the explicit A and B expressions. The former expressions can be generated

for different numbers of particles and orders and stored in libraries. On the other hand, the

derivative expressions (22) depend only on the order N and the specific potential. These

expressions can be generated for different orders and all supported force fields and stored

in libraries. Upon initialization all necessary expressions can be loaded from the library

and the computational costs for symbolic construction in the first preparation stage will be

saved. Because the final expressions are specific for every system, the kernel functions for

numerical evaluation have to be compiled after defining a new model system. However, if a

simulation with the same system has to be continued from a previous run or started with

different positions and momenta, the already compiled kernel functions can be reused, i.e.

also the second preparation stage can be bypassed.

IV. SUMMARY

Classical numerical propagators have been devised based on expansions of the time evo-

lution operator in series of Newton and Chebyshev polynomials. The principal advantage of

the method is the possibility to increase the time step size up to several orders of magnitude

with no loss of accuracy and stability. The proposed method does not require separation

of time scales and is generally applicable also to problems with significant mixing of time

scales because of the uniform accuracy of the proposed propagators. However, a minimum

expansion order is required to achieve convergence. This minimum expansion order is pro-

portional to the time step size ∆t and the spectral width ∆L of the Liouville operator.

This gives rise to the main drawback of the method: High expansion orders are necessary in

order to increase the time step for systems with large spectral width. After this convergence

threshold, the accuracy converges exponentially with the number of terms included in the
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expansion after a certain number of leading terms, necessary for convergence determined by

the time step size ∆t and the spectral width ∆L. Higher orders of accuracy beyond the

convergence threshold are usually not necessary for molecular dynamics simulations based

on approximate empirical force fields.

The method has been applied to a test model with one particle in Morse potential and

many particles with Lennard-Jones interactions. In the numerical experiments it has been

shown that the polynomial propagators have orders of accuracy identical with the highest

polynomial order in the truncated expansion, i.e. O((∆t)N) whereby the Newton and Cheby-

shev propagators exhibit the same accuracy convergence. Additionally it has been shown

that the polynomial propagators exhibit long-time stability for the test models already for

low expansion orders, e.g. for N = 4.

The influence of the spectral width ∆L, which is varied arbitrarily in this work, on the

accuracy has been investigated. Large eigenvalues of the Liouville operator may not be

included in ∆L and thus limit the accuracy and long-time stability. A practical recipe has

been suggested to choose this parameter properly. The proper bound of this parameter

is essential for the stability of the algorithm, and, when the parameter is too large, for

the applicability of the method. Therefore, an extended theoretical study of propagator’s

properties related to this parameter and to the spectrum of the Liouville operator for classical

systems is needed.

The proposed method is suitable for integrating the equations of motion of any model

system described by classical force fields with potential energy in analytic form. Thereby,

an issue arises from the rapidly increasing number of mixed partial derivatives when the

method is applied to many-particle systems. It was shown that in the case of pair-interaction

potentials the mixing in high-order derivatives is limited to only six degrees of freedom

reducing the scaling with the expansion order N to only O(N6) for sufficiently large number

of particles, i.e. for M � 6. In future work, the scheme can be extended to treat bonded

interactions to fully adopt the classical force fields used in molecular dynamics.

V. OUTLOOK

Besides increased accuracy and time step size, the polynomial propagators provide the

possibility to perform the numerical evaluations within every time step in parallel and thus
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to reduce the time to solution. With the velocity Verlet integrator this is also possible but

the computational workload that can effectively be parallelized is the evaluation of the forces

−A(1)
j (q1, . . . , qM) which is obviously much smaller than that of the polynomial propagators

in Eq. (17b), (19b) and (20b). The high number of numerical evaluations of the expression

terms can be readily performed asynchronously on computing accelerators such as GPUs

by compiling the expression evaluation kernels using generic packages such as Theano and

TensorFlow. Although the parallelization of the polynomial propagators is beyond the scope

of this work it is clearly a benefit that should be exploited to speed up molecular dynamics

on high performance computing clusters.

Properties of the propagators that have not been discussed in this paper are the time

reversal symmetry, U(t)U(−t) = 1, and the related unitarity, U(t)U †(t) = 1 where U is the

propagator approximating eiLt. Time reversal symmetry has been shown to improve long-

term stability in terms of energy conservation [71–76]. It can be shown (see Appendix C)

that the infinite-order Chebyshev propagator is unitary and time-reversible. However, in

practice the series is truncated after some order N and therefore the time reversal symmetry

and unitarity are not preserved. Furthermore, the Newtonian propagator does not have

time reversal symmetry even in the limit of infinite expansion order. The lack of time

reversal symmetry is the reason for the energy drifts observed in the long-time runs for

both propagators. To achieve time reversal symmetry, midpoint or central difference time-

symmetric two-step propagators can be constructed using Chebyshev polynomials of even

and odd parity, respectively. Alternatively, an implicit self-starting (one-step) symmetric

propagator can be constructed by following the strategy of Hut et al. [74].

The current study is restricted to the microcanonical ensemble for which the spectrum of

the Liouville operator is real. However, the polynomial propagator approach is not limited

to this specific case. In the presence of a thermostat, the spectrum of the Liouville operator

is complex. The Newton polynomial propagator can be employed in this more general case

without modifications, however, the set of interpolation points (on the complex plane) has

to be constructed with care. Furthermore, Chebyshev polynomials can be replaced by Faber

polynomials that can be regarded as a generalization of the Chebyshev polynomials on

the complex plane. Faber polynomials have been successfully used in dissipative quantum

dynamics simulations [34, 38, 39].
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Appendix A: Approximating eiax using Chebyshev polynomials

1. Identities of Bessel functions and Chebyshev polynomials

The following identities will be used. The Bessel functions of the first kind Jn(a) and the

modified Bessel functions of the first kind In(a) are related by the following identities:

In(ia) = inJn(a), Jn(a) = (−i)nIn(ia) (A1)

and

Jn(ia) = inIn(a), In(a) = (−i)nJn(ia), (A2)

where a ∈ R.

The Chebyshev polynomials of the first kind Ψn(x) are defined for x ∈ [−1, 1] and have

the recurrence relation

Ψn(x) = 2xΨn−1(x)−Ψn−2(x) (A3)

with recursion starting with Ψ0(x) = 1 and Ψ1(x) = x. The Chebyshev polynomials are

orthogonal:
1∫

−1

Ψn(x)Ψm(x)√
1− x2

dx = δnm(1 + δn0)
π

2
(A4)

2. Derivation of the expansion coefficients

The exponential function eiax can be expanded in two different ways

eiax =
∞∑

n=0

cn(ia)Ψn(x) (A5)

eiax =
∞∑

n=0

c′n(a)Ψn(ix) (A6)

While the two expansions are equivalent and the expansion coefficients will be of the same

form, the expansion (A5) is more suitable for determination of the coefficients cn whereas
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expansion (A6) is more suitable to expand the time evolution operator (the exponential

propagator) by applying the operator iL using the recurrence relation (A3).

The coefficients in Eq. (A5) can be determined when it is multiplied on both sides with

Ψm(x)/
√

1− x2 and integrated over the interval [−1, 1]:

1∫

−1

eiaxΨm(x)√
1− x2

dx =
∞∑

n=0

cn(ia)

1∫

−1

Ψn(x)Ψm(x)√
1− x2

dx. (A7)

The integral on left hand side yields πimJm(a) and the one on the right hand side yields

δnm(1 + δm0)π/2 so that

πimJm(a) = cm(ia)(1 + δm0)π/2. (A8)

The thus obtained coefficients cn(ia) = (2− δn0)inJn(a) are inserted in Eq. (A5) resulting in

eiax =
∞∑

n=0

(2− δn0)inJn(a)Ψn(x). (A9)

The modified Chebyshev polynomials Φ(ix) are defined as Φn(ix) = inΨn(x) [53]. The

recurrence relation for these polynomials can be derived in a straightforward way from the

definition

Φn(ix) = 2ixΦn−1(ix) + Φn−2(ix) (A10)

and the recursion is started with Φ0(ix) = 1 and Φ1(ix) = ix. Using the polynomials Φn(ix)

Eq. (A9) takes the form

eiax =
∞∑

n=0

(2− δn0)Jn(a)Φn(ix). (A11)

Similarly, it can be shown that in Eq. (A6) the coefficients c′n(a) = In(a), i.e.

eiax =
∞∑

n=0

(2− δn0)In(a)Ψn(ix). (A12)

Therefore, Eq. (A12) can be used alternatively to Eq. (A11) to approximate eiax.

Appendix B: Derivation of (iL)n in the case of one particle

The evaluation of the monomials (iL)n for the case of one particle with position q and

momentum p will be shown as an example. Assuming H(q, p) = V (q) + T (p) and using the

notation

ak =
∂k

∂qk
, bk =

∂k

∂pk
, Ak =

∂kV

∂qk
, Bk =

∂kT

∂pk
(B1)
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equation (1) is transformed to

iLz = (B1a1 − A1b1)z. (B2)

By using the properties for the differential operators, and akal = ak+l, bkbl = bk+l, akAl =

Ak+l, bkBl = Bk+l, akBl = 0 and bkAl = 0, the first powers of iL can be derived by successive

applications of iL, i.e. (iL)nz = iL(iL)n−1z. Assuming that z(q, p) = zq(q) + zp(p), so that

all terms with akblz cancel, the following expressions are obtained:

(iL)2z = B2
1a2z + A2

1b2z − A1B2a1z − A2B1b1z, (B3)

(iL)3z = B3
1a3z − A3

1b3z − 3A1B1B2a2z + 3A1A2B1b2z

+(A2
1B3 − A2B1B2)a1z + (A1A2B2 − A3B

2
1)b1z, (B4)

(iL)4z = B4
1a4z + A4

1b4z − 6A1B
2
1B2a3z − 6A2

1A2B1b3z

+(4A2
1B1B3 − 4A2B

2
1B2 + 3A2

1B
2
2)a2z + (4A1A3B

2
1 + 3A2

2B
2
1 − 4A2

1A2B2)b2z

+(3A1A2B1B3 − A3B
2
1B2 − A3

1B4 + A1A2B
2
2)a1z

+(3A1A3B1B2 − A2
1A2B3 − A4B

3
1 + A2

2B1B2)b1z. (B5)

Equations (B2-B5) can be generalized by induction in the following:

(iL)naz =
n∑

l=1

∑

{α,β}l

Fl,{α,β}l

n∏

k=1

Aαklk Bβkl
k alz (B6)

(iL)nb z =(−1)n
n∑

l=1

∑

{α,β}l

Fl,{α,β}l

n∏

k=1

Bαkl
k Aβklk blz (B7)

where (iL)naz + (iL)nb z = (iL)nz and the powers αkl and βkl are non-negative solutions of

the Diophantine equations

n∑

k=1

kαkl + l = n;
n∑

k=1

kβkl = n;
n∑

k=1

(αkl + βkl) = n (B8)

for every term of order l and the summation index {α, β}l denotes the set of all non-negative

integer solutions of Eq. (B8).

The expressions (B6) and (B7) can be simplified when (iL)n is applied to q and to p

because only the terms for l = 1 are remaining:

(iL)nq =
∑

{α,β}
F{α,β}

n∏

k=1

Aαkk B
βk
k , (iL)np = (−1)n

∑

{α,β}
F{α,β}

n∏

k=1

Bαk
k Aβkk (B9)
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Finally, the expressions for (iL)nq and (iL)np in Eq. (B9) are symbolically equivalent, i.e.

(iL)np can be obtained from (iL)nq with replacing all B symbols with A symbols, and A

symbols with B symbols. After that, futher simplifications can be performed taking into

account that Bk = 0 for k > 2 if T (p) = p2/(2m) with m being the mass of the particle.

Appendix C: Time reversal symmetry and unitarity

Considering the truncated series UN(t) =
N∑
n=0

(2− δn0)inJn(a)Ψn(x) the identity U †N(t) =

UN(−t) is fulfilled for any N :

U †N(t) =

[
N∑

n=0

(2− δn0)Jn(t)inΨn(L)

]†
=

N∑

n=0

(2− δn0)Jn(t)(−i)nΨn(L) (C1)

=
N∑

n=0

(2− δn0)(Jn(t)(−1)n)inΨn(L) =
N∑

n=0

(2− δn0)Jn(−t)inΨn(L) (C2)

= UN(−t) (C3)

Here it is used that L is Hermitian, i.e. L† = L. It will be shown now that U∞(t)U∞(−t) = 1.

After replacing L → λ and integrating both sides, one gets:
∞∑

m,n=0

(2− δn0)Jn(t)inΨn(λ)(2− δm0)Jm(−t)imΨm(λ) = 1 (C4)

∞∑

m,n=0

(2− δn0)(2− δm0)i
m+n(−1)mJm(t)Jn(t)

1∫

−1

Ψm(λ)Ψn(λ)√
1− λ2

dλ =

1∫

−1

1√
1− λ2

dλ (C5)

∞∑

n=0

(2− δn0)2i2n(−1)nJ2
n(t)(1 + δn0)

π

2
= π (C6)

∞∑

n=0

(2− δn0)J2
n(t) = 1 (C7)

Eq. (C7) is an identity for the Bessel functions which is exact only for the infinite series.

From this it follows that U∞(t)U †∞(t) = 1, i.e. the Chebyshev polynomial propagator is

unitary for N → ∞. Because unitarity implies U †∞(t) = U−1∞ (t) the Chebyshev polynomial

propagator is time-symmetric according to the definition U−1∞ (t) = U∞(−t) [71, 75, 76].
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FIG. 1. Convergence with time step (A, C) and relation between accuracy and computational

efficiency (B, D) for the Chebyshev (A, B) and Newton (C, D) polynomial propagators applied

to the Morse oscillator. The convergence and the computational efficiency of the velocity Verlet

integrator applied to the same problem are shown for comparison as black squares. The expressions

were evaluated in standard double precision.
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FIG. 2. Convergence with time step (A, C) and relation between accuracy and computational

efficiency (B, D) for the Chebyshev (A, B) and Newton (C, D) polynomial propagators applied

to the Morse oscillator. The convergence and the computational efficiency of the velocity Verlet

integrator applied to the same problem are shown for comparison as black squares. The expressions

were evaluated in precision of 60 digits using mpmath.
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FIG. 3. Convergence with time step (A, C) and relation between accuracy and computational

efficiency (B, D) for the Chebyshev (A, B) and Newton (C, D) polynomial propagators applied

to the anharmonic oscillator. The convergence and the computational efficiency of the velocity

Verlet integrator applied to the same problem are shown for comparison as black squares. The

expressions were evaluated in precision of 30 digits using mpmath.
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FIG. 4. Convergence with time step (A, C) and relation between accuracy and computational

efficiency (B, D) for the Chebyshev (A, B) and Newton (C, D) polynomial propagators applied

to the anharmonic oscillator. The convergence and the computational efficiency of the velocity

Verlet integrator applied to the same problem are shown for comparison as black squares. The

expressions were evaluated in precision of 60 digits using mpmath.
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FIG. 5. Convergence with time step (A, C) and relation between accuracy and computational

efficiency (B, D) for the Chebyshev (A, B) and Newton (C, D) polynomial propagators applied

to a particle in Lennard-Jones potential. The convergence and the computational efficiency of the

velocity Verlet integrator applied to the same problem are shown for comparison as black squares.

The expressions were evaluated in precision of 30 digits using mpmath.
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FIG. 6. Convergence with time step (A, C) and relation between accuracy and computational

efficiency (B, D) for the Chebyshev (A, B) and Newton (C, D) polynomial propagators applied

to a particle in Lennard-Jones potential. The convergence and the computational efficiency of the

velocity Verlet integrator applied to the same problem are shown for comparison as black squares.

The expressions were evaluated in precision of 60 digits using mpmath.

7



10−3 10−2 10−1

Δt

10−28

10−24

10−20

10−16

10−12

10−8

10−4

100
m

ax
(Δ
E)

(A)

ΔL:Δ1
ΔL:Δ5
ΔL:Δ10
ΔL:Δ20
ΔL:Δ40

ΔL:Δ60
ΔL:Δ80
ΔL:Δ100
ΔL:Δ200

25 50 75 100 125 150
N

10−28

10−24

10−20

10−16

10−12

10−8

10−4

100

m
ax

(Δ
E)

(B)

ΔL:Δ20
ΔL:Δ40
ΔL:Δ60

ΔL:Δ80
ΔL:Δ100
ΔL:Δ120

ΔL:Δ150
ΔL:Δ180
ΔL:Δ200

0 50 100 150 200
ΔL

20

40

60

80

100

120

140

160

N

(C)

-15

-12

-10

-7

-5

-2

0.0 0.1 0.2 0.3 0.4
α/N

20

40

60

80

100

120

140

160

N

(D)

-15

-12

-10

-7

-5 -2

FIG. 7. The effect of the spectral width ∆L on the accuracy in terms of the maximum energy

drift for the Newton polynomial propagator applied to the Morse oscillator. (A) The number of
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were evaluated in precision of 60 digits using mpmath.
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FIG. 8. The effect of the spectral width ∆L on the accuracy in terms of the maximum energy

drift for the Newton polynomial propagator applied to the Morse oscillator. (A) The number of
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for the Chebyshev polynomial propagator applied to the anharmonic oscillator. (A) The number
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for the Chebyshev polynomial propagator applied to the anharmonic oscillator. (A) The number

of expansion terms is fixed to N = 10. (B, C and D) The time step is fixed to ∆t = 0.5. The

expressions were evaluated in precision of 60 digits using mpmath.
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of expansion terms is fixed to N = 10. (B, C, and D) The time step fixed to ∆t = 0.5. The
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by the energy drift (A, B) for the anharmonic oscillator and the running maximum of the energy
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the energy drift and the running maximum of the energy drift were measured with the velocity

Verlet method with the same time step size. The expressions were evaluated in precision of 30

digits using mpmath.
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FIG. 15. Convergence with time step (A, C) and relation between accuracy and computational

efficiency (B, D) for the Chebyshev (A, B) and Newton (C, D) polynomial propagators applied

to two particles interacting through a Morse potential. The convergence and the computational

efficiency of the velocity Verlet integrator applied to the same problem are shown for comparison

as black squares. The expressions were compiled with the lambdify tool and evaluated in precision

of 30 digits with the mpmath backend.
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FIG. 16. Convergence with time step (A, C) and relation between accuracy and computational effi-

ciency (B, D) for the Chebyshev (A, B) and Newton (C, D) polynomial propagators applied to two

particles interacting through a Lennard-Jones potential. The convergence and the computational

efficiency of the velocity Verlet integrator applied to the same problem are shown for comparison

as black squares. The expressions were compiled with the lambdify tool and evaluated in precision

of 30 digits with the mpmath backend.
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FIG. 17. Convergence with time step (A, C) and relation between accuracy and computational effi-

ciency (B, D) for the Chebyshev (A, B) and Newton (C, D) polynomial propagators applied to two

particles interacting through a Lennard-Jones potential. The convergence and the computational

efficiency of the velocity Verlet integrator applied to the same problem are shown for comparison

as black squares. The expressions were compiled with lambdify and evaluated in double precision

with the numpy backend.
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FIG. 18. Convergence with time step (A, C) and relation between accuracy and computational effi-

ciency (B, D) for the Chebyshev (A, B) and Newton (C, D) polynomial propagators applied to two

particles interacting through a Lennard-Jones potential. The convergence and the computational

efficiency of the velocity Verlet integrator applied to the same problem are shown for comparison

as black squares. The expressions were compiled and numerically evaluated with theano in double

precision.
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FIG. 19. Performance of the Newton propagator in a simulation of Ar atoms interacting through

a Lennard-Jones potential measured for with time step size of ∆t = 0.001. The lambdify tool was

used to compile the expressions that were evaluated with the numpy backend in double precision.

20



T
A
B
L
E
S T
A

B
L

E
I.

S
u
m

m
ar

y
of

th
e

sy
st

em
an

d
si

m
u
la

ti
on

p
ar

am
et

er
s

fo
r

th
e

d
iff

er
en

t
sy

st
em

s
u
se

d
in

th
e

m
ea

su
re

m
en

ts
.

S
y
st

em
P

ot
en

ti
a
l

en
er

gy
m

i
t 0

t e
n
d

In
it

ia
l

p
os

it
io

n
s

In
it

ia
l

m
o
m

en
ta

M
or

se
1p

V
(q

)
=

e−
2
(q
−
1
)
−

2e
−
(q
−
1
)

1
0

10
3

0

A
n
h
ar

m
on

ic
1p

V
(q

)
=

1 2
q4

−
q2

1
0

10
0

0
.1

L
en

n
ar

d
-J

on
es

1p
V

(q
)

=
4[

(1
/q

)1
2
−

(1
/q

)6
]

1
0

2
2

-1

M
or

se
2p

V
(r

1
2
)

=
e−

2
(r

1
2
−
1
)
−

2
e−

(r
1
2
−
1
)

2
0

10
(1

,
0,

0)
,

(4
,

0
,

0
)

(0
,

0
,

0
),

(0
,

0
,

0
)

L
en

n
ar

d
-J

on
es

2p
V

(r
1
2
)

=
4[

(1
/r

1
2
)1

2
−

(1
/r

1
2
)6

]
1

0
10

(1
,

2,
3)

,
(3

,
2
,

3
)

(0
,

0
,

0
),

(-
1
,

0
,

0
)

L
en

n
ar

d
-J

on
es

m
p

V
=

∑
i<

j
4[

(1
/r

ij
)1

2
−

(1
/r

ij
)6

]
a

1
0

10
(0

,
0,

0)
,

(2
,

0,
0)

,
(0

,
2
,

0
),

(0
,

0,
2)

,
(2

,
2,

0)
,

(0
,

2
,

2
)

(0
,

0
,

0
),

(-
1
,

0
,

0
),

(0
,

-1
,

0
),

(0
,

0
,

-1
),

(-
1
,

-1
,

0
),

(0
,

-1
,

-1
)

a
T

h
e

d
is

ta
n
ce

s
r i

j
ar

e
d
efi

n
ed

a
s
r i

j
=

√
(q

ix
−

q j
x
)2

+
(q

iy
−

q j
y
)2

+
(q

iz
−

q j
z
)2

.

21



TABLE II. Overview of the figures in the supplementary information.

Figure System (cf. Tab. I) Propagator Precisiona Toolb Backendc

1 Morse 1p CHEB/NEWT 16 subs/evalf math

2 Morse 1p CHEB/NEWT 60 subs/evalf mpmath

3 Anharmonic 1p CHEB/NEWT 30 subs/evalf mpmath

4 Anharmonic 1p CHEB/NEWT 60 subs/evalf mpmath

5 Lennard-Jones 1p CHEB/NEWT 30 subs/evalf mpmath

6 Lennard-Jones 1p CHEB/NEWT 60 subs/evalf mpmath

7 Morse 1p NEWT 60 subs/evalf mpmath

8 Morse 1p NEWT 90 subs/evalf mpmath

9 Anharmonic 1p CHEB 30 subs/evalf mpmath

10 Anharmonic 1p CHEB 60 subs/evalf mpmath

11 Anharmonic 1p NEWT 30 subs/evalf mpmath

12 Anharmonic 1p NEWT 60 subs/evalf mpmath

13 Anharmonic 1p CHEB/NEWT 16 subs/evalf math

14 Anharmonic 1p CHEB/NEWT 30 subs/evalf mpmath

15 Morse 2p CHEB/NEWT 30 lambdify mpmath

16 Lennard-Jones 2p CHEB/NEWT 30 lambdify mpmath

17 Lennard-Jones 2p CHEB/NEWT 16 lambdify numpy

18 Lennard-Jones 2p CHEB/NEWT 16 theano theano

19 Lennard-Jones mp NEWT 16 lambdify numpy

a In decimal digits. 16 digits corresponds to standard double precision.
b For numerical expression evaluation,

see https://docs.sympy.org/latest/modules/numeric-computation.html
c For numerical expression evaluation,

see https://docs.sympy.org/latest/modules/numeric-computation.html
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