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Abstract

Abstract

In the first part of this thesis we establish dimension bounds for spaces of polynomial growth
solutions to divergence form parabolic partial differential equations with time-dependent co-
efficients as well as sharp bounds in the case of time-independent coefficients.
The second, main part of this thesis is devoted to smooth, harmonic maps of low index, in
particular to the classification of such maps into round spheres.
Towards this we first study the change of the index of smooth, harmonic submersions into
round spheres upon consideration as maps into higher-dimensional round spheres, that is
after composition with the totally geodesic inclusion map into a higher-dimensional sphere.
This is illustrated by the examples of the Hopf maps S3 → S2 and S1 → S1.
As an application we can describe for n ≥ 3 a class of harmonic morphisms of low index
from the round n-sphere into submanifolds of the round n-sphere arising from smooth maps
of constant rank.
Finally we prove an El Soufi-type index bound for smooth, harmonic maps from simply
connected Riemannian manifolds satisfying the Killing property into round spheres. This
bound depends only on the domain manifold, in particular it does not depend on the di-
mension of the codomain sphere. Focussing thereafter on the case that the codomain is the
round two-sphere, we can show that every smooth, harmonic map of low index with respect
to this new index bound must be a harmonic morphism.
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Introduction

Chapter 1

Introduction

Given smooth, compact Riemannian manifolds (M, g), (N,h) without boundary, the Dirich-
let energy of a map u ∈W 1,2(M,N) is given by

E(u) =
1

2

∫
M

|du|2

with respect to the volume element of M . Formally, we can define E(u) in this way also for
non-compact domains M , however E(u) may then not be finite.
Critical points u of the Dirichlet energy are referred to as (weakly) harmonic maps, and
they are characterized by the vanishing of their tension field, that is

τ(u) := tr [∇du] = 0.

If the target manifold N is isometrically embedded in some Euclidean space Rl, they also
satisfy the so-called harmonic map equation

∆u+B(u) (du, du) = 0,

where B denotes the second fundamental form of the embedding N → Rl and ∆ is the
Laplace-Beltrami operator of M . Moreover, for a (weakly) harmonic function u : M → R
this is consistent with the notion of harmonicity defined via the Laplacian ∆ = div (∇), i.e.
that for any φ ∈ C∞c (M,R) the function u satisfies∫

M

∇u∇φ = 0.

Considering general elliptic operators in divergence form

L := div (A∇) , (1.1)

where A is smooth in the time variable t, and for any fixed t ∈ R− the coefficient A(t, ·)
is a smooth section of the bundle of symmetric automorphisms of the tangent bundle TM
which fulfills for any r > 0, q ∈M and X ∈ TM

‖A‖L∞(Qr(t,q)) ≤ c as well as c1 g (X,X) ≤ g (AX,X) (1.2)

for universal constants 1
2 < c1 < +∞ and 0 < c < +∞ and with

Qr(t, q) :=
]
t− r2, t

]
×Br(q)
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the parabolic cylinder of radius r at (t, q), we can define L-harmonic maps. Namely, a map
u ∈W 1,2(M,R) is called L-harmonic if we have for any φ ∈ C∞c (M,R)∫

M

A∇u∇φ = 0.

It should be noted that the assumption c1 >
1
2 on the ellipticity constant c1 holds up to

re-scaling of A for any such divergence form elliptic operator L and can hence be made
without loss of generality.
In particular, if A is the identity section, then L reduces to the Laplacian and L-harmonicity
reduces to harmonicity.
Furthermore, a function u : M → R is of polynomial growth of order at most d ≥ 0 if there
exists a constant Cu > 0 such that for some p ∈M and any r > 0 we get

sup
Br(p)

|u(x)| ≤ Cu (1 + r)
d
.

The set of all L-harmonic functions of polynomial growth of order at most d is denoted by
Hd (M ;L). In case L = ∆ we also simply write Hd(M).
The spaces Hd(M) became a subject of interest after Yau conjectured in 1981 (e.g. [78])
that for Mn an open, non-compact Riemannian manifold with non-negative Ricci curvature
Hd(M) is finite-dimensional. Li and Tam proved this for both the case of linear growth
d = 1 ([51]) and the case of surfaces n = 2 ([52]). The latter was independently also shown
by Donnelly and Fefferman in [24].
Eventually, in 1997, the conjecture was settled completely by Colding and Minicozzi in [19]
by proving for d ≥ 1

dim (Hd(M)) ≤ C eC̃(d)

for any non-compact Riemannian manifold M which has the volume doubling property and a
scale-invariant Neumann-Poincaré inequality, both of which hold on Riemannian manifolds
with non-negative Ricci curvature (cf. [9, 14]). Soon after they refined their proof and
obtained in [20] the sharp bound

dim (Hd(M)) ≤ C dCV −1

for d ≥ 1, assuming a scale-invariant Neumann-Poincaré inequality and the relative volume
comparison property with constant CV . The key to proving both these bounds and only
place where harmonicity is explicitly used is a reverse Poincaré inequality, sometimes also
called Caccioppoli inequality, for harmonic functions, which incidentally was already estab-
lished by Yau in [77].
An alternative proof of the sharp dimension bound, using a mean value inequality for har-
monic functions instead of a Neumann-Poincaré inequality and a reverse Poincaré inequality,
was given by Li in [50]. This approach led to a vast number of results concerning more gen-
eral elliptic operators, systems of equations or polynomial growth solutions on groups and
graphs, for example [16, 39, 40, 41, 53, 54, 71, 79].
The natural next step is to consider dimension bounds for spaces of polynomial growth
ancient solutions to parabolic partial differential equations, that is dimension bounds for
Pd (M ;L) , d ≥ 0, where for every u : R−×M → R in Pd (M ;L) we have ∂tu = Lu and
there exists a constant Cu > 0 so that for some p ∈M and any r > 0 we obtain

sup
Qr(0,p)

|u(t, x)| ≤ Cu (1 + r)
d
.

The first result in this direction was given by Lin and Zhang in [56] who proved, adapting Li’s
approach to the parabolic setting, under the assumptions of the volume doubling property
with constant CD and a mean value inequality for ancient solutions to ∂tu = ∆u that

dim (Pd(M)) ≤ C dCD+1.
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Using a reverse Poincaré inequality for ancient solutions of the heat equation, Colding and
Minicozzi subsequently sharpened this bound in [21] for d = 2k, k ≥ 1, to

dim (Pd(M)) ≤ C dCV ,

assuming a scale-invariant Neumann-Poincaré inequality and the relative volume comparison
property with constant CV . In Chapter 2 we consider the spaces Pd (M ;L) , d ≥ 1, with L
defined as in (1.1). As a preparation for the first dimension bound we prove in section 2.2 a
mean value inequality for solutions to ∂tu = Lu. In section 2.3 we then adapt the reasoning
of Lin and Zhang’s proof for the Laplacian to our operator L and obtain the same dimension
bound as they did for the heat operator.

Theorem 1.0.1. Let M be a complete, non-compact Riemannian manifold on which the
volume doubling property with constant CD and a Neumann-Poincaré inequality with con-
stant CN hold. Then, there is a constant 0 < C < +∞, depending only on CD and CN ,
such that for any integer q ≥ 1

dim (Pq(M ;L)) ≤ C qCD+1.

Section 2.4 deals with the case when the coefficient A is independent of the time variable.
In this situation we can transfer the arguments of [21] from ∆ to L, giving us an improved
dimension bound.

Theorem 1.0.2. Suppose that M is a complete, non-compact Riemannian manifold which
satisfies the relative volume comparison property with constant CV and a Neumann-Poincaré
inequality with constant CN . Suppose that A is time-independent. Then, there exists a
constant 0 < C < +∞ so that for any integer k ≥ 1

dim (P2k (M ;L)) ≤ C (2k)
CV .

Returning to harmonic maps between compact Riemannian manifolds, the second variation
of the Dirichlet energy at a critical point u : (M, g)→ (N,h) is given by

(
δ2
uE
)

(w) =

∫
M

h (Ju(w), w) ,

where Ju is the linear, elliptic, self-adjoint operator called the Jacobi operator of u and w
is a section of the pull-back bundle u−1TN → M with

u−1TN :=
{

(x, v) ∈M × TN | v ∈ Tu(x)N
}
⊆M × TN.

The connection on u−1TN induced by the Levi-Civita connection on TN is called the
pull-back connection and denoted by ∇u. To be precise, ∇u is defined for any section
s ∈ Γ

(
u−1TN

)
, x ∈M and X ∈ TxM by

∇uXs := ∇du(X)σ,

where ∇ is the Levi-Civita connection on TN and the vector field σ ∈ X (N) satisfies
s = u∗σ. This gives rise to e.g. the pull-back Laplacian ∆u := − tr [∇u· ∇u· ] or the pull-back
Riemann curvature tensor Ru. With this the Jacobi operator of u is given by

Ju : Γ
(
u−1TN

)
→ Γ

(
u−1TN

)
,

w 7→ − tr [∇u· ∇u· ] (w)− tr RN (w, du·) du· = ∆uw − tr RN (w, du·) du·,

where RN denotes the Riemann curvature tensor of N and Γ
(
u−1TN

)
the space of sections

of u−1TN . Then the index of a harmonic map u : M → N with respect to E, denoted
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ind(u), is the dimension of the maximal subspace of Γ
(
u−1TN

)
on which the Hessian

Hessu(v, w) :=

∫
M

h (Ju(v), w)

is negative definite. This is also equal to the sum of the dimensions of the eigenspaces of
Ju corresponding to negative eigenvalues. In addition, the nullity of u, denoted null(u),
is defined as the dimension of the kernel of Ju or equivalently as the dimension of the
eigenspace of Ju corresponding to the eigenvalue zero.
If the domain manifold M is non-compact, we can define the index and nullity of a harmonic
map on each relatively compact domain D in M .
Given a harmonic map u : M → N between compact Riemannian manifolds, we further
call u (energy-)stable if ind(u) = 0 and otherwise (energy-)unstable.
The stability of harmonic maps between Riemannian manifolds, respectively the non-exis-
tence of non-constant stable harmonic maps, is quite well-studied, cf. e.g. [13, 43, 49, 59,
62, 68, 73, 75, 76]. However, concerning unstable harmonic maps there mostly exist only
bounds on their index (e.g. [5, 28, 29, 30, 63, 73]) and explicit computations of the index
and nullity exist for just a few (simple) maps such as identity maps, the Hopf map S3 → S2

([73], note [60],Ex. 5.6) or the standard inclusion maps between spheres ([57]). One of these
index bounds was established by El Soufi, saying that the index of a non-constant, smooth,
harmonic map on a round sphere must be at least the index of the identity map of that
round sphere.

Theorem 1.0.3. ([30])
Any non-constant, smooth, harmonic map φ : (Sm, can)→ (N,h) , m ≥ 3, into a Rieman-
nian manifold N satisfies

ind (φ) ≥ ind (idSm) = m+ 1.

We are particularly interested in the equality case, that is in non-constant, smooth, har-
monic maps Sm → N, m ≥ 3, of index m + 1. For brevity we will refer to such maps as
harmonic maps of low index. When studying harmonic maps of low index, an important
class of harmonic maps to be considered is the class of harmonic morphisms. A harmonic
morphism φ : M → N is a smooth map such that for every harmonic function f : V → R
defined on an open subset V of N with φ−1(V ) 6= ∅ the composition f ◦ φ : φ−1(V )→ R is
again a harmonic function. They appeared first in an 1848 paper by Jacobi ([45]), where he
gave a method to construct complex-valued such maps on domains in R3.
After playing a central role as the morphisms of Brelot harmonic spaces in potential theory,
the theory of harmonic morphisms between Riemannian manifolds was initiated by three
independent works in the years 1978/79 by Fuglede ([32]), Ishihara ([44]) as well as Bernard,
Campbell and Davie ([8]). In the first two the following characterization of harmonic mor-
phisms was shown.

Theorem 1.0.4. ([32, 44])
A smooth map φ : M → N between Riemannian manifolds is a harmonic morphism if and
only if φ is both harmonic and horizontally weakly conformal.

Recall for this that φ : M → N horizontally weakly conformal means that for every x ∈M
either dφx = 0 or dφx maps (ker dφx)

⊥
conformally onto Tφ(x)N . In the special case that

φ is a submersion and its conformality factor is constant φ is referred to as a Riemannian
submersion up to scale. Further, a Riemannian submersion up to scale with conformality
factor 1 is simply called a Riemannian submersion.
From this characterization of harmonic morphisms as harmonic, horizontally weakly confor-
mal maps it can be seen that they are solutions to overdetermined, non-linear systems of
equations. Contrary to the theory of harmonic maps, thus the existence of harmonic mor-
phisms between given Riemannian manifolds is not even locally guaranteed. As it turns out,
existence depends on the topology of the manifolds and Riemannian structures on them.
Examples of simple harmonic morphisms are constant maps, isometries and hence in par-
ticular identity maps or the Hopf maps S1 → S1, S3 → S2, S7 → S4 and S15 → S8.
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Whenever we need properties of and results on harmonic morphisms we will in most cases
cite for simplicity the monograph by Baird and Wood ([4]). A list of works on the topic of
harmonic morphisms is maintained by Sigmundur Gudmundsson ([35]).
Our interest in harmonic morphisms arises from a classification of low index smooth har-
monic maps from the round three-sphere into the round two-sphere established by Rivière
([65]), where he shows that all such maps must already be harmonic morphisms.
This classification result sparks a number of questions such as

(1) Is any low index smooth harmonic map necessarily a harmonic morphism?

(2) Conversely what can be said about the index of a given harmonic morphism?

(3) What is the interplay between low index and maximal rank, i.e. can maps into lower-
dimensional submanifolds contribute to the set of low index maps with respect to a given
codomain?

(4) Can we prove El Soufi-type index bounds for domain manifolds which are not round
spheres?

Throughout Chapter 3 we will address these questions in specific cases. Starting off, the
focus of section 3.1 will lie on comparing the index and nullity of a given smooth harmonic
submersion into a round sphere with the index and nullity of the composition of said sub-
mersion with the canonical totally geodesic inclusion map into a higher-dimensional round
sphere. Seeing that the conformality and total geodesicity of the inclusion map imply that
eigenvalues and eigensections of the Jacobi operator are preserved under composition with
the inclusion map, we first show in 3.1.2, based on the approach of Loubeau and Oniciuc in
[58], that both index and nullity of the composition are forced to increase in comparison to
the index and nullity of the submersion.

Theorem 1.0.5. Let Mn be a compact, connected, smooth Riemannian manifold without
boundary and ψ : Mn → Sm, n ≥ m ≥ 1, be a smooth, harmonic submersion. Let i : Sm →
Sp for some p > m be the canonical inclusion map of round spheres and set φ := i ◦ ψ :
Mn → Sp. Then we obtain

ind (φ) ≥ ind (ψ) and null (φ) ≥ null (ψ) .

Restricting to harmonic Riemannian submersions up to scale allows us to determine (count-
ing with multiplicity) the additional eigenvalues of the Jacobi operator after composition
with i, hence improving the bounds on the index and nullity of the composition.

Corollary 1.0.6. Let Mn be a compact, connected, smooth Riemannian manifold without
boundary and ψ : Mn → Sm, n ≥ m ≥ 1, be a smooth, harmonic Riemannian submersion
up to scale. Moreover for p > m let i : Sm → Sp be the canonical inclusion map and set
φ := i ◦ ψ : Mn → Sp.
For k ≥ 0 denote by λk the k-th eigenvalue of ∆ : C∞ (M)→ C∞ (M).
Then, in addition (counting with multiplicity) to the eigenvalues of Jψ, Jφ has eigenvalues{
λk − |dψ|2

∣∣∣ k ≥ 0
}

of multiplicities (p−m) mult (λk), where mult (λk) is the multiplicity of

λk as an eigenvalue of ∆. In particular ind (φ) > ind (ψ). Furthermore, null (φ) > null (ψ)

if and only if |dψ|2 is in the spectrum of ∆. In that case the nullity of φ is given by

null (φ) = null (ψ) + (p−m) mult
(
λk̃
)
,

where k̃ ≥ 1 is such that λk̃ = |dψ|2.

In 3.1.3 we apply these bounds to the (second) Hopf map ψ : S3 → S2, which is a harmonic
Riemannian submersion up to scale. Making use of the well-known spectrum of the Jacobi
operator of ψ and thus index and nullity of ψ, we not only can provide bounds for the index
and nullity of φ but calculate them explicitly.

5
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Theorem 1.0.7. Let ψ : S3 → S2 be the Hopf map, i : S2 → Sp, p ≥ 3, the canonical
inclusion map and φ := i ◦ ψ : S3 → Sp.
Then, we obtain ind (φ) = 5p− 6 as well as null (φ) = 9p− 10.

We also add for comparison a proof of this in case p = 3 by explicitly computing all of the
eigenvalues based on the approach of Loubeau and Oniciuc in [58], that is without using
the results of 3.1.2. Adapting this explicit approach, we then calculate in 3.1.4 the Jacobi
operator of the composition of the Hopf map ψ : S3 → S2 with an arbitrary conformal
transformation v of S2. This is of interest as, due to a characterization by Baird and Wood,
every non-constant submersive harmonic morphism S3 → S2 is, up to an isometry of S3,
given this way. To be precise, we provide for an orthonormal frame {X2, X3} of (ker dψ)

⊥

which will be defined in Lemma 3.1.9 a complete description of the Jacobi operator Jξ of
the composition ξ := v ◦ ψ.

Lemma 1.0.8. Let ψ : S3 → S2 be the Hopf map, v : S2 → S2 be a conformal transfor-
mation of S2 and ξ := v ◦ ψ : S3 → S2. Then, the Jacobi operator of ξ is determined for
any f2, f3 ∈ C∞

(
S3
)

by

Jξ (f2 dξ (X2)) = dv
(
Jψ (f2 dψ (X2))

)
− 2 (X2f2)∇dv (dψ (X2) , dψ (X2))

− 2 (X3f2)∇dv (dψ (X2) , dψ (X3)) ,

Jξ (f3 dξ (X3)) = dv
(
Jψ (f3 dψ (X3))

)
− 2 (X2f3)∇dv (dψ (X2) , dψ (X3))

+ 2 (X3f3)∇dv (dψ (X2) , dψ (X2)) .

In the special case that ξ is horizontally homothetic, that is when the gradient of the con-
formality factor of ξ lies in the kernel of dξ, these expressions simplify, yielding in particular
that composition of ξ with the inclusion map i results in a strict increase in index.

Corollary 1.0.9. Let ξ : S3 → S2 be a globally defined, submersive, horizontally homothetic
harmonic morphism. Then, ξ = v ◦ ψ ◦ Φ, where Φ : S3 → S3 and v : S2 → S2 are
isometries and ψ : S3 → S2 is the Hopf map. Moreover, the Jacobi operator of ξ is
determined by

Jξ (fj dξ (Xj)) = dv
(
Jψ (fj dψ (Xj))

)
for j ∈ {2, 3} and any function fj ∈ C∞

(
S3
)
. Furthermore, the spectra of Jξ and Jψ

coincide. In particular, letting i : S2 → Sp, p ≥ 3, denote the canonical inclusion map, we
find

ind (i ◦ ξ) > ind (ξ) = ind (ψ) = 4.

Finally, in 3.1.5, we briefly treat the case of smooth, harmonic submersions between one-
dimensional, compact, connected, smooth Riemannian manifolds and compute their indices
and nullities in the same way as for the (second) Hopf map S3 → S2. An example of such
a harmonic submersion is the (first) Hopf map S1 → S1.

Theorem 1.0.10. Let (M, g) and (N,h) be one-dimensional, compact, connected, smooth
Riemannian manifolds so that M admits a non-vanishing unit vector field X and let ψ :
M → N be any smooth, harmonic submersion. Then the Jacobi operator of ψ is determined
by

Jψ (f dψ (X)) = (∆f) dψ (X) , f ∈ C∞ (M) .

Consequently, the spectrum of Jψ coincides with the spectrum of ∆ : C∞ (M)→ C∞ (M).
In particular, ind (ψ) = 0 and null (ψ) = 1.

In section 3.2 we shortly turn to submersive harmonic morphisms from the round n-sphere
into immersed submanifolds of the round n-sphere for n ≥ 3 which arise from smooth maps
Sn → Sn of constant rank. For n = 3 we get a full description of such maps by rank.

Theorem 1.0.11. Let u :
(
S3, can

)
→
(
S3, can

)
be a non-constant, smooth map of constant

rank k. Suppose that its image N := u
(
S3
)

is an immersed submanifold of S3 and endow

it with the inherited metric g. Assume further that u :
(
S3, can

)
→ (N, g) is a harmonic

morphism. Then, k ∈ {2, 3} and u is given as follows

6
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(a) For k = 2 there exist an isometry Φ : S3 → S3 and a conformal, surjective map
v : S2 → N2 so that u = v ◦ψ ◦Φ, where ψ : S3 → S2 is the Hopf map. Moreover, N2

is conformally equivalent to S2 or RP 2, and we obtain ind (u) ≥ 4.

(b) For k = 3 we find N3 = S3 and that u : S3 → S3 is an isometry. In particular,
ind (u) = 4.

Restricting to images N which are totally geodesic submanifolds of Sn and maps with
constant conformality factors, we can determine, using Corollary 1.0.6, for any n ≥ 3 those
harmonic morphisms of constant rank that are of low index.

Theorem 1.0.12. Let u : (Sn, can) → (Sn, can) , n ≥ 3, be a non-constant, smooth map
of constant rank k. Let N denote the image u (Sn), suppose that N is a totally geodesic
immersed submanifold of Sn and endow it with the inherited metric g.
Assume that u : (Sn, can) →

(
Nk, g

)
is a harmonic Riemannian submersion up to scale

with ind (i ◦ u) ≤ n+ 1, where i : Nk → Sn denotes the canonical inclusion map.
Then, we have ind (i ◦ u) = n+ 1 and u is an isometry of Sn.

Finally, in section 3.3, we consider non-constant, smooth, harmonic maps from simply con-
nected Riemannian manifolds M admitting a frame consisting of Killing vector fields into
round spheres Sp, p ≥ 2.
Recall for this that a vector field X on a Riemannian manifold (M, g) is called Killing if
LXg = 0, where L denotes the Lie derivative, or equivalently if for all vector fields Y,Z on
M we find

g (∇YX,Z) + g (Y,∇ZX) = 0.

So, for a simply connected Riemannian manifold M admitting a frame of such vector fields,
denoting by M = M0 × . . . ×Mm the Riemannian product decomposition of M with M0

a Euclidean space and Mµ, µ ∈ {1, . . . ,m}, simply connected, compact, irreducible Rie-
mannian manifolds, we first establish in the subsections 3.3.2-3.3.5, adapting the approach
used by Rivière in [65], constructively an El Soufi-type index bound in the case where the
Riemannian product decomposition of M is trivial, i.e. consists only of one factor.
For this we take an orthogonal eigenbasis f1, . . . , fN of the eigenspace of the Laplacian
∆ : C∞(M) → C∞(M) corresponding to its first non-zero eigenvalue λ1(M). Taking the
gradients of the basis elements we obtain gradient vector fields X1, . . . , XN on M . Then we
find for any non-constant, smooth, harmonic map u : M → Sp that, under some technical
constraints specified below, the du

(
Xj
)
’s are linearly independent eigensections of the Ja-

cobi operator of u with negative eigenvalues. Therefore we obtain a lower index bound for
u that only depends on M .

Theorem 1.0.13. Let M be a simply connected, complete Riemannian manifold of dimen-
sion at least three satisfying the Killing property, harmonically unstable if compact and with
trivial Riemannian product decomposition. Let u : M → Sp, p ≥ 2, be a non-constant, glob-
ally defined, smooth, harmonic map of finite Dirichlet energy over M . Then, M is compact
and either S7 with its round metric or a simple Lie group of type Al, l ≥ 1, or Cl, l ≥ 2,
with a bi-invariant metric. Suppose in addition

(1) in case M = Al that u : M → Sp is locally injective;

(2) in case M = Cl that u : M → Sp is locally injective and satisfies for some orthonormal

frame {νk}2l
2−l

k=1 of the normal bundle NM for every k ∈ {1, . . . , 2l2 − l}

tr [∇du (·,∇·νk)] = 0,

where ∇Xνk denotes the projection of (dνk) (X) onto TM for any X ∈ X (M).

Then we find in either case
ind(u) ≥ N ,

where N denotes the multiplicity of the first non-zero eigenvalue of ∆ : C∞ (M)→ C∞ (M),
i.e. N = 8 for M = S7, N = (l + 1)2 for M = Al and N = 4l2 for M = Cl.
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Introduction

Thereafter we use in 3.3.6 these lower bounds to prove index bounds for product maps of
sphere-valued harmonic maps on domains with trivial Riemannian product decomposition
as described in Theorem 1.0.13.

Corollary 1.0.14. Let M be a simply connected, complete Riemannian manifold of dimen-
sion at least three satisfying the Killing property and with corresponding Riemannian product
decomposition

M = M0 × . . .×Mm

so that all of the Mµ, µ = 1, . . . ,m, are harmonically unstable.
Let further uµ : Mµ → Spµ , pµ ≥ 2, for all µ = 0, . . . ,m be as in Theorem 1.0.13.
Then, M is compact and harmonically unstable, the product map u := (u1, . . . , um) : M →
Sp1 × . . .× Spm is non-constant, globally defined, smooth, harmonic and satisfies the index
bound

ind(u) ≥
m∑
µ=1

ind (uµ) ≥
m∑
µ=1

Nµ,

where Nµ denotes the multiplicity of the first non-zero eigenvalue of ∆ : C∞ (Mµ) →
C∞ (Mµ).

Continuing to adapt the ideas of [65], we focus in 3.3.7 on the case p = 2, even further on
non-constant, smooth, harmonic maps u : M → S2 of index N satisfying the constraints of
Theorem 1.0.13, where M is a simply connected, compact, harmonically unstable Rieman-
nian manifold admitting a Killing frame with trivial Riemannian product decomposition and
N is the multiplicity of λ1(M) as an eigenvalue of ∆ : C∞(M)→ C∞(M). We prove that
any such map must be horizontally weakly conformal and hence a harmonic morphism.

Theorem 1.0.15. Consider the setting of Theorem 1.0.13 with p = 2 and let N denote the
multiplicity of the first non-zero eigenvalue of the Laplacian ∆ : C∞(M)→ C∞(M).
Assume also that u : M → S2 is of index at most N .
Then, the index of u is equal to N and u is a harmonic morphism.

Remark. Due to the duality between the theory of harmonic morphisms to a surface and the
theory of conformal minimal immersions from a surface ([3]), Theorem 1.0.15 in particular
yields that given a non-constant, smooth, harmonic map of low index u : M → S2 as in
1.0.15 its fibres u−1(x), x ∈ S2, are minimal submanifolds of M of codimension two.
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Preliminaries

Chapter 2

Dimension Estimates for Spaces
of Polynomial Growth Solutions

Given an n-dimensional, complete, non-compact Riemannian manifold (M, g), we prove
in this chapter dimension bounds for the spaces Pd (M ;L) of polynomial growth ancient
solutions to ∂tu = Lu.
To this end we prove in section 2.2 an L2-mean value inequality for solutions to ∂tu = Lu,
which we use in section 2.3, where we adapt the reasoning of Lin and Zhang for the heat
operator ∂t − ∆ from [56] to our operator ∂t − L. In 2.4 we see that in the case of time-
independent coefficients A, thus time-independent L, we can improve this bound using the
same approach as Colding and Minicozzi in [21] for the heat equation.

2.1 Preliminaries

In the following we introduce some notions and results that will be needed in order to prove
the dimension bounds.
First, a Riemannian manifold (M, g) is said to have the weak volume comparison property
with constant CV if for universal constants C,CV < +∞ and any r > s > 0 and p ∈M we
have

r−CV Vol (Br(p)) ≤ C s−CV Vol (Bs(p)) .

In the case where C = 1 this is referred to as the relative volume comparison property.
Moreover, if C = 1, and this is only satisfied for r = 2s, s > 0, then (M, g) is said to possess
the volume doubling property.
In fact, the volume doubling property with comparison constant CD is actually equivalent
to the weak volume comparison property with the same comparison constant, i.e. CV = CD
(e.g. [50]). Due to this the volume doubling property and thus also the weak volume
comparison property imply that (M, g) has polynomial volume growth, that is there are
constants dV , V > 0 so that for any r > 0 and p ∈M we obtain

Vol (Br(p)) ≤ V (1 + r)dV .

Moreover, let us recall the definition of a scale-invariant Neumann-Poincaré inequality on
M .

Definition 2.1.1. A Riemannian manifold M has a scale-invariant Neumann-Poincaré in-
equality if there exists a constant CN < +∞ so that for all r > 0, p ∈M and f ∈ H1

loc (M)
we find ∫

Br(p)

(f −A)
2 ≤ CN r

2

∫
Br(p)

|∇f |2 , where A :=
1

Vol (Br(p))

∫
Br(p)

f.

9



Mean Value Inequality

It is a well-known fact that the volume doubling property and Neumann-Poincaré inequality
yield a local Sobolev inequality.

Lemma 2.1.2. ([66])
Suppose that M satisfies a Neumann-Poincaré inequality and the volume doubling property.
Then, there exist constants ν > 2 and S > 0 such that for all r > 0, p ∈ M and f ∈
C∞0 (Br(p)) we get ∫

Br(p)

|f |
2ν
ν−2


ν−2
ν

≤ S Vol (Br(p))
− 2
ν r2

∫
Br(p)

(
|∇f |2 + r−2 |f |2

)
.

In particular ν = max {3, CD}, where CD denotes the volume doubling constant.

2.2 Mean Value Inequality

Towards the first dimension bound we establish an L2-mean value inequality for solutions to
∂tu = Lu with L as defined in (1.1) in the introduction using the methods of [67]. For this
we note that, due to the smoothness of the coefficient A, standard regularity theory gives
us that any weak solution to ∂tu = Lu on Qr(s, x) must already be smooth.

Lemma 2.2.1. Suppose that M satisfies a Sobolev inequality and take r ≥ 1, (s, x) ∈
R−×M . Then, any solution u to ∂tu = Lu on the parabolic cylinder Qr(s, x) satisfies

sup]
s− r22 ,s

[
×B r

2
(x)

{
u2
}
≤ CM

r2 Vol (Br(x))

∫
Qr(s,x)

u2

for a constant 0 < CM < +∞ independent of u, s and Br(x).

Due to the smoothness of u on Qr(s, x) we can conclude from this the mean value inequality.

Corollary 2.2.2. Let M be as in Lemma 2.2.1, s ∈ R−, x ∈M, r ≥ 1 and u be a solution
to ∂tu = Lu. Then,

u2(s, x) ≤ CM
r2 Vol (Br(x))

∫
Qr(s,x)

u2.

Since we have seen that the volume doubling property and the Neumann-Poincaré inequal-
ity together give us a Sobolev inequality, we can replace the latter by the former in the
assumptions for the mean value inequality, that is the volume doubling property and a
Neumann-Poincaré inequality imply a mean value inequality for solutions to ∂tu = Lu.
We will split the proof of the mean value inequality into two parts. First we derive for the
solutions an estimate for the right-hand side of the Sobolev inequality. In the second part
we find that those together give us Lemma 2.2.1 and thus a mean value inequality.

Derivation of the estimate

Let u be a solution to ∂tu = Lu on Qr(s, x) and let p ≥ 1. Then up is a solution to

(∂t − L) (up) = −p(p− 1)up−2A∇u∇u,

that means for any φ ∈ H1
0 (Br(x)) we have∫

Br(x)

(φ∂t(u
p) +A∇ (up)∇φ) = −p(p− 1)

∫
Br(x)

φup−2A∇u∇u. (2.1)
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Mean Value Inequality

Then we take ψ ∈ C∞0 (Br(x)) to be a cutoff function on Br(x) such that

0 ≤ ψ ≤ 1, supp(ψ) ⊆ B(1−σ)r(x), ψ|B(1−σ′)r(x) ≡ 1, |∇ψ| ≤ 1

τ r
,

where 0 < σ < σ′ < 1 are arbitrary but fixed and τ := σ′ − σ.
Hence, setting φ = ψ2up in (2.1) and multiplying (2.1) by two gives us at any fixed t ∈
]s− r2, s[

2p

∫
Br(x)

ψ2u2p−1∂tu+

∫
Br(x)

A∇ (ψ up)∇ (ψ up)

=− 2

∫
Br(x)

A∇ (up)∇
(
ψ2up

)
− 2p(p− 1)

∫
Br(x)

ψ2u2p−2A∇u∇u+

∫
Br(x)

A∇ (ψ up)∇ (ψ up)

=− p2

∫
Br(x)

ψ2u2p−2A∇u∇u− 2p

∫
Br(x)

ψ u2p−1A∇u∇ψ − 2p(p− 1)

∫
Br(x)

ψ2u2p−2A∇u∇u

+

∫
Br(x)

u2pA∇ψ∇ψ

≤− c1 p2

∫
Br(x)

ψ2u2p−2 |∇u|2 + 2c p

∫
Br(x)

ψ |u|2p−1 |∇u| |∇ψ|

− 2c1 p(p− 1)

∫
Br(x)

ψ2u2p−2 |∇u|2 + c

∫
Br(x)

u2p |∇ψ|2 ,

having used our assumptions (1.2) on the coefficient A of L. As by definition of our cutoff
function supp(ψ) ⊆ B(1−σ)r(x), we obtain, estimating the second term on the right-hand side
with Young’s inequality and noting that the third term on the right-hand side is negative,

2p

∫
Br(x)

ψ2u2p−1∂tu+

∫
Br(x)

A∇ (ψ up)∇ (ψ up)

≤
(

1

2
− c1

)
p2

∫
Br(x)

ψ2u2p−2 |∇u|2 +
(
2c2 + c

) ∫
Br(x)

u2p |∇ψ|2

− 2c1p(p− 1)

∫
Br(x)

ψ2u2p−2 |∇u|2

≤
(

1

2
− c1

)
p2

∫
B(1−σ)r(x)

ψ2u2p−2 |∇u|2 +
(
2c2 + c

) ∫
B(1−σ)r(x)

u2p |∇ψ|2 .

Since c1 >
1
2 by assumption the first term on the right-hand side is non-positive as well and

thus we can bound it from above by zero, so that we have

2p

∫
B(1−σ)r(x)

ψ2u2p−1∂tu+

∫
B(1−σ)r(x)

A∇ (ψup)∇ (ψup)

= 2p

∫
Br(x)

ψ2u2p−1∂tu+

∫
Br(x)

A∇ (ψup)∇ (ψup)

≤ 2c2 + c

τ2r2

∫
B(1−σ)r(x)

u2p,

(2.2)
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Mean Value Inequality

where in the last inequality we also used the gradient bound for the cutoff function ψ. Next,
we also need a cutoff function for the time variable. Therefore, let χ ∈ C∞0 (R) be a cutoff
function on R, which satisfies

0 ≤ χ ≤ 1, χ|]−∞,s−(1−σ)r2[ ≡ 0, χ|]s−(1−σ′)r2,+∞[ ≡ 1, |χ′| ≤ 1

τ r2
.

With this and (2.2) we obtain

∂t

∫
B(1−σ)r(x)

χ2ψ2u2p + χ2

∫
B(1−σ)r(x)

A∇ (ψ up)∇ (ψ up)

= 2χχ′
∫

B(1−σ)r(x)

ψ2u2p + 2pχ2

∫
B(1−σ)r(x)

ψ2u2p−1∂tu

+ χ2

∫
B(1−σ)r(x)

A∇ (ψ up)∇ (ψ up)

≤ 2

τ r2
χ

∫
B(1−σ)r(x)

ψ2u2p +
2c2 + c

τ2r2
χ2

∫
B(1−σ)r(x)

u2p

≤ χ

τ2r2

(
2 + χ

(
2c2 + c

)) ∫
B(1−σ)r(x)

u2p,

(2.3)

using τ < 1 in the last inequality. Set Iσ′ :=]s − (1 − σ′)r2, s[ and fix some t ∈ Iσ′ . Note
that restricted to Iσ′ the cutoff function χ is constantly equal to one. Moreover, since we
took σ < σ′ we have s− (1− σ)r2 < t.
By the mean value theorem there exists some s′ ∈ [s− r2, s− (1− σ)r2] so that

∫
B(1−σ)r(x)

χ2ψ2u2p

∣∣∣∣∣∣∣
s′

=
1

σ r2

s−(1−σ)r2∫
s−r2

∫
B(1−σ)r(x)

χ2ψ2u2p ≤ C̃

τ2r2

t∫
s−r2

∫
B(1−σ)r(x)

χ2ψ2u2p

for some constant C̃ = C̃ (σ, σ′) > 0.
Therefore, integrating (2.3) in time from s′ to t yields, together with the properties of ψ and
χ as well as the definition of s′,

∫
B(1−σ)r(x)

χ2ψ2u2p

∣∣∣∣∣∣∣
t

+

t∫
s′

∫
B(1−σ)r(x)

χ2A∇ (ψ up)∇ (ψ up)

≤ (τ r)
−2

t∫
s′

χ
(
2 + χ

(
2c2 + c

)) ∫
B(1−σ)r(x)

u2p +

∫
B(1−σ)r(x)

χ2ψ2u2p

∣∣∣∣∣∣∣
s′

≤ (τ r)
−2

t∫
s−(1−σ)r2

χ
(
2 + χ

(
2c2 + c

)) ∫
B(1−σ)r(x)

u2p +
C̃

τ2r2

t∫
s−(1−σ)r2

χ2

∫
B(1−σ)r(x)

ψ2u2p

≤ 2 + 2c2 + c+ C̃

τ2r2

t∫
s−(1−σ)r2

∫
B(1−σ)r(x)

u2p
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Mean Value Inequality

≤ 2 + 2c2 + c+ C̃

τ2r2

s∫
s−(1−σ)r2

∫
B(1−σ)r(x)

u2p. (2.4)

In the last inequality we also used that by definition of Iσ′ we have t < s for any t ∈ Iσ′ . As
the right-hand side of (2.4) is independent of the choice of t ∈ Iσ′ , taking the supremum over
t ∈ Iσ′ and using that χ is equal to one on Iσ′ as well as s′ ≤ s− (1− σ)r2 < s− (1− σ′)r2

give us

sup
t∈Iσ′

 ∫
B(1−σ)r(x)

ψ2u2p

+

s∫
s−(1−σ′)r2

∫
B(1−σ)r(x)

A∇ (ψup)∇ (ψup)

= sup
t∈Iσ′

 ∫
B(1−σ)r(x)

χ2ψ2u2p

+

s∫
s−(1−σ′)r2

∫
B(1−σ)r(x)

χ2A∇ (ψup)∇ (ψup)

≤ sup
t∈Iσ′

 ∫
B(1−σ)r(x)

χ2ψ2u2p

+

s∫
s′

∫
B(1−σ)r(x)

χ2A∇ (ψup)∇ (ψup)

≤ 2 + 2c2 + c+ C̃

τ2r2

s∫
s−(1−σ)r2

∫
B(1−σ)r(x)

u2p.

(2.5)

This finishes the first part of the proof of the mean value inequality.

Concluding the mean value inequality

In the following we denote by E(Br) the Sobolev constant for the ball Br(x), that is E(Br) =

S Vol (Br(x))
− 2
ν r2, and set for brevity q := ν

ν−2 .
Using these notations, we get from Hölder and Sobolev inequality for any w ∈ C∞0 (Br(x))

∫
Br(x)

w2(1+ 2
ν ) ≤

 ∫
Br(x)

w2q


1
q
 ∫
Br(x)

w2


2
ν

≤

 ∫
Br(x)

w2


2
ν

E(Br)

∫
Br(x)

(
|∇w|2 + r−2w2

)

≤

 ∫
Br(x)

w2


2
ν

2E(Br)

∫
Br(x)

(
A∇w∇w + r−2w2

)
as g (X,X) ≤ 1

c1
g (AX,X) < 2 g (AX,X) by assumption (1.2) on A. Hence, using this with

w = ψ up and integrating in time from s− (1−σ′)r2 to s yields with the notation θ := 1 + 2
ν

s∫
s−(1−σ′)r2

∫
B(1−σ′)r(x)

u2pθ ≤
s∫

s−(1−σ′)r2

∫
B(1−σ)r(x)

(ψup)
2θ

≤ 2E(Br)

 sup
t∈Iσ′

 ∫
B(1−σ)r(x)

ψ2u2p



θ−1
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Mean Value Inequality

×
s∫

s−(1−σ′)r2

∫
B(1−σ)r(x)

(
A∇ (ψup)∇ (ψup) + r−2ψ2u2p

)
. (2.6)

Note that we have

s∫
s−(1−σ′)r2

∫
B(1−σ)r(x)

ψ2u2p < r2 sup
t∈Iσ′

 ∫
B(1−σ)r(x)

ψ2u2p

 .

Therefore we obtain from (2.6)

s∫
s−(1−σ′)r2

∫
B(1−σ′)r(x)

u2pθ ≤ 2E(Br)

 sup
t∈Iσ′

 ∫
B(1−σ)r(x)

ψ2u2p



θ−1

×

 s∫
s−(1−σ′)r2

∫
B(1−σ)r(x)

A∇ (ψup)∇ (ψup) + sup
t∈Iσ′

 ∫
B(1−σ)r(x)

ψ2u2p


 .

(2.7)

Now we can estimate both factors on the right-hand side of (2.7) by the inequality (2.5) and
get as a result

s∫
s−(1−σ′)r2

∫
B(1−σ′)r(x)

u2pθ ≤ 2E(Br)

(2 + 2c2 + c+ C̃
)

(τ r)−2

s∫
s−(1−σ)r2

∫
B(1−σ)r(x)

u2p


θ

≤E(Br)

 K

τ2r2

s∫
s−(1−σ)r2

∫
B(1−σ)r(x)

u2p


θ

(2.8)

for a constant K ≥ 1, which may in the following change from line to line. Now we take
τi := 2−(i+1), so

∑∞
i=1 τi = 1

2 , and moreover we set

σ0 := 0, σi := σi−1 + τi =

i∑
j=1

τj , pi := θi.

Thus, taking in (2.8) p = pi, σ = σi and σ′ = σi+1 yields τ = τi and

s∫
s−(1−σi+1)r2

∫
B(1−σi+1)r(x)

u2θi+1

≤ E(Br)

K 4i+1r−2

s∫
s−(1−σi)r2

∫
B(1−σi)r(x)

u2θi


θ

≤ E(Br)

Ki+1r−2

s∫
s−(1−σi)r2

∫
B(1−σi)r(x)

u2θi


θ

.

(2.9)
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Proof of the dimension bound for time-dependent coefficients

Hence, potentiating (2.9) with θ−(i+1) gives us s∫
s−(1−σi+1)r2

∫
B(1−σi+1)r(x)

u2θi+1


θ−(i+1)

≤ E(Br)
θ−(i+1)

Ki+1r−2

s∫
s−(1−σi)r2

∫
B(1−σi)r(x)

u2θi


θ−i

≤ E(Br)
∑i
j=0 θ

−(j+1)

K
∑i
j=0(j+1)θ−jr−2

∑i
j=0 θ

−j
s∫

s−r2

∫
Br(x)

u2.

(2.10)

So, taking the limit i→ +∞ yields

∞∑
j=0

θ−j =
ν + 2

2
,

∞∑
j=0

θ−(j+1) =
ν

2
,

∞∑
j=0

(j + 1)θ−j =
(ν + 2)2

4

and therefore taking i → +∞ in the estimate (2.10) implies, noting that
∥∥u2
∥∥
Lθi+1 →∥∥u2

∥∥
L∞

as i→ +∞,

sup]
s− r22 ,s

[
×B r

2
(x)

{
u2
}
≤ KE(Br)

ν
2 r−(ν+2)

s∫
s−r2

∫
Br(x)

u2 =
K S

ν
2

r2 Vol (Br(x))

∫
Qr(s,x)

u2,

which proves Lemma 2.2.1 and as a result also the mean value inequality.

2.3 Proof of the dimension bound for time-dependent
coefficients

As announced in the introduction, we adapt the proof of Lin and Zhang’s dimension bound
for polynomial growth ancient solutions of the heat equation to polynomial growth ancient
solutions of ∂tu = Lu. Note that taking the coefficient A to be the identity section in the
operator L reduces ∂t − L to the heat operator ∂t −∆.
Since Lin and Zhang’s proof uses truncated paraboloids Pr(t, x) instead of parabolic cylinders
Qr(t, x), we recall that for any r > 0 and (t, x) ∈ R−×M , the truncated paraboloid is defined
as

Pr(t, x) := { (s, y)| dp((t, x), (s, y)) ≤ r, s ≤ t} ,

where, denoting by d the Riemannian distance function on M , the parabolic distance func-
tion dp on R−×M is given for any (t, x), (s, y) ∈ R−×M by

dp((t, x), (s, y)) :=
√
|t− s|+ d(x, y).

For their dimension bound Lin and Zhang assume the volume doubling property as well
as an L1-mean value inequality, in their proof however they only use an L2-mean value
inequality, which follows from the L1-mean value inequality by squaring it and applying the
Cauchy-Schwarz inequality. As we have shown in the previous section, an L2-mean value
inequality for ∂t − L follows from the volume doubling property together with a Neumann-
Poincaré inequality, thus we will assume those throughout this section.
The main idea of the proof is, given an orthonormal basis {ui}ki=1 of an arbitrary k-
dimensional subspace K of Pq (M ;L), to prove an upper and a lower bound on∑k
i=1

∫
PR(t0,x0)

u2
i , so that combination of these yields an upper bound for k independent of

the choice of K.

15



Dimension bound for time-independent coefficients

As in [56] the heat operator ∂t −∆ only enters through the mean value inequality its solu-
tions are assumed to satisfy, it suffices for us, up to minor modification, to insert our mean
value inequality into their proof to obtain the same dimension bound. For completeness and
convenience of the reader however we add the proofs of [56] in the appendix A.1. We begin
with stating the upper bound, which is Lemma 3.1 in [56] for L = ∆.

Lemma 2.3.1. Let q ≥ 1, K be a k-dimensional subspace of Pq(M ;L) and {ui}ki=1 be any
basis of K. Given (t0, x0) ∈ R−×M, R ≥ 1 and ε ∈]0, 1], we find

k∑
i=1

∫
PR(t0,x0)

u2
i ≤ C(CD, CM ) ε−(CD+1) sup

u∈<Λ,U>

∫
P(2+ε)R(t0,x0)

u2,

where < Λ, U >=
{
v =

∑k
i=1 λiui

∣∣∣∑k
i=1 λ

2
i = 1, λi ∈ [0, 1]

}
.

In order to get the lower bound, we first need an inner product on the finite-dimensional
subspaces K of Pq (M ;L).

Lemma 2.3.2. (cf. [56], Lem. 3.2 for L = ∆)
Let q ≥ 1, K be a finite-dimensional subspace of Pq(M ;L). There exists a constant R0 =
R0(K) such that for all R ≥ R0 and all (t0, x0) ∈ R−×M

< u, v >:=

∫
PR(t0,x0)

u v

is an inner product on K.

Since in [56] only the proof of the upper bound uses the mean value inequality and the
proof of the lower bound only needs the volume doubling property as well as the polynomial
growth of the solutions, this transfers without any changes to our setting.

Lemma 2.3.3. (cf. [56],p. 2019 for L = ∆)

Let q ≥ 1, K be a k-dimensional subspace of Pq(M ;L) and {ui}ki=1 be an orthonormal basis
of K with respect to the inner product

AβR(u, v) =

∫
PβR(t0,x0)

u v

for some (t0, x0) ∈ R−×M and β > 1. Then, for any δ > 0 and R0 ≥ 1 there exists some
R > R0 such that

k∑
i=1

∫
PR(t0,x0)

u2
i ≥ k β−(2q+CD+2+δ).

Therefore, combination of the lower bound with β = 2 + ε and the upper bound with ε = 1
q ,

then taking δ → 0 implies the dimension bound for Pq (M ;L).

Theorem 2.3.4. Let M be a complete, non-compact Riemannian manifold on which the
volume doubling property with constant CD and a Neumann-Poincaré inequality with con-
stant CN hold. Then, there is a constant 0 < C < +∞, depending only on CD and CN ,
such that for any integer q ≥ 1

dim (Pq(M ;L)) ≤ C qCD+1.

2.4 Dimension bound for time-independent coefficients

In the special case that the coefficient A of L is independent of the time-variable, i.e. A =
A(x), we can improve the dimension bound for Pd (M ;L) we have just shown in the same
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way as Colding and Minicozzi improved in [21] the bound by Lin and Zhang for the heat
operator. For this we take in the following p ∈ M to be arbitrary but fixed and denote for
brevity Br := Br(p) and Qr := Qr(0, p) for any r > 0.
Following the proof in [21], the main ingredient for proving the dimension bound will be a
reverse Poincaré inequality for solutions to ∂tu = Lu.

Lemma 2.4.1. Let r > 0 and u be a solution to ∂tu = Lu on Qr.
Then there exists a constant 0 < K < +∞ such that

r2

∫
Q r

2

|∇u|2 + r4

∫
Q r

2

|∂tu|2 ≤ K
∫
Qr

u2.

Proof. Let r > 0 and u be a solution to ∂tu = Lu on Qr.
Let φ ∈ C∞0 (M) be a cutoff function on M , which satisfies for some constant α ∈

[
4
5 , 1
]

to
be fixed later

0 ≤ φ ≤ 1, supp(φ) ⊆ Bαr, φ|B r
2

≡ 1 and |∇φ|2 ≤ 100

9r2
.

Then we obtain by testing with φ2u and using the assumptions (1.2) on A as well as Young’s
inequality and the gradient bound on φ

∂t

∫
Bαr

φ2u2 = 2

∫
Bαr

φ2u (∂tu) = −2

∫
Bαr

φ2A∇u∇u− 4

∫
Bαr

φuA∇u∇φ

≤− (2c1 − 1)

∫
Bαr

φ2 |∇u|2 +
400c2

9r2

∫
Br

u2.

So integrating in time over
[
−α2r2, 0

]
yields∫

Qαr

φ2 |∇u|2 ≤ 1

2c1 − 1

∫
Br×{t=−α2r2}

u2 +
400c2

9(2c1 − 1)
r−2

∫
Qr

u2. (2.11)

Now we fix α ∈
[

4
5 , 1
]

by applying the mean value theorem so that∫
Br×{t=−α2r2}

u2 ≤ 25

9r2

∫
Qr

u2.

Thus, putting this into (2.11) we find as φ was taken to be equal to one on B r
2

r2

∫
Q r

2

|∇u|2 ≤ r2

∫
Qαr

φ2 |∇u|2 ≤ 400c2 + 25

9(2c1 − 1)

∫
Qr

u2 =: κ

∫
Qr

u2. (2.12)

Now it remains to prove a corresponding bound for the time derivative. For this we take
ψ ∈ C∞0 (M) to be another cutoff function on M so that for a constant β ∈

[
3
5 ,

4
5

]
, which

will be determined later, we have

0 ≤ ψ ≤ 1, supp(ψ) ⊆ Bβr, ψ|B r
2

≡ 1 and |∇ψ|2 ≤ 100

r2
.

The weak formulation for u with test function φ2ψ2∂tu, Young’s inequality and our bounds
(1.2) on A give us

∂t

∫
Bβr

φ2ψ2A∇u∇u = 2

∫
Bβr

A∇u∇
(
φ2ψ2∂tu

)
− 4

∫
Bβr

φψ2 (∂tu)A∇u∇φ

17



Dimension bound for time-independent coefficients

− 4

∫
Bβr

ψ φ2 (∂tu)A∇u∇ψ

= − 2

∫
Bβr

φ2ψ2 |∂tu|2 − 4

∫
Bβr

φψ2 (∂tu)A∇u∇φ

− 4

∫
Bβr

ψ φ2 (∂tu)A∇u∇ψ

≤ −
∫
Bβr

φ2ψ2 |∂tu|2 +
800c2

9r2

∫
Bαr

ψ2 |∇u|2 +
800c2

r2

∫
Bαr

φ2 |∇u|2 ,

where in the last inequality we also used the gradient bounds for our cutoff functions φ and
ψ. Now integration in time from −β2r2 to 0 yields, as β ≤ α,∫
Qβr

φ2ψ2 |∂tu|2 ≤
∫

Bβr×{t=−β2r2}

φ2ψ2A∇u∇u+
800c2

9r2

∫
Qαr

ψ2 |∇u|2 +
800c2

r2

∫
Qαr

φ2 |∇u|2

≤ c
∫

B 4
5
r
×{t=−β2r2}

φ2 |∇u|2 +
800c2

9r2

∫
Qαr

ψ2 |∇u|2 +
800c2

r2

∫
Qαr

φ2 |∇u|2 .

(2.13)

We pick now β ∈
[

3
5 ,

4
5

]
, using again the mean value theorem, such that∫

B 4
5
r
×{t=−β2r2}

φ2 |∇u|2 ≤ 25

7r2

∫
Q 4

5
r

φ2 |∇u|2 ≤ 25

7r2

∫
Qαr

φ2 |∇u|2 ≤ 25κ

7r4

∫
Qr

u2.

Proceeding as for the gradient bound (2.12) with cutoff function φ, we can also show, now
with cutoff function ψ,

∂t

∫
Br

ψ2u2 = ∂t

∫
Bβr

ψ2u2 ≤ −(2c1 − 1)

∫
Bβr

ψ2 |∇u|2 +
400c2

r2

∫
Br

u2.

Thus, since we chose β ≤ α, we obtain after integrating from −α2r2 to 0∫
Qαr

ψ2 |∇u|2 ≤ 1

2c1 − 1

∫
Br×{t=−α2r2}

u2 +
400c2

(2c1 − 1)r2

∫
Qr

u2 ≤ κ̃

r2

∫
Qr

u2, (2.14)

where κ̃ := 1
2c1−1

(
400c2 + 25

9

)
. Hence, combining (2.13) with (2.12) and (2.14) as well as

using that φ and ψ were chosen so that they are equal to one on B r
2
, we find

r4

∫
Q r

2

|∂tu|2 ≤ r4

∫
Qβr

φ2ψ2 |∂tu|2 ≤
(

25κ c

7
+

800c2κ̃

9
+ 800c2κ

)∫
Qr

u2 =: κ̄

∫
Qr

u2. (2.15)

Therefore, summing (2.12) and (2.15), we conclude

r2

∫
Q r

2

|∇u|2 + r4

∫
Q r

2

|∂tu|2 ≤ (κ+ κ̄)

∫
Qr

u2 =: K

∫
Qr

u2.

Due to the supposed time-independence of A and thus of L we now find that the operators

18
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∂t and ∂t − L commute, implying that the time derivatives of a solution u to ∂tu = Lu are
again solutions, i.e. for any integer k ≥ 1 we find

∂t
(
∂kt u

)
= ∂kt (∂tu) = ∂kt (Lu) = L

(
∂kt u

)
.

Thus the reverse Poincaré inequality applies also to the time derivatives of solutions, giving
us for any solution u on Qr and integer k ≥ 1

r2

∫
Q r

2

∣∣∇ (∂kt u)∣∣2 + r4

∫
Q r

2

∣∣∂k+1
t u

∣∣2 ≤ C

∫
Qr

∣∣∂kt u∣∣2 .
Iterated application of this reverse Poincaré inequality yields that for any integer k ≥ 1
there exists a constant 0 < ck < +∞ so that for any solution u to ∂tu = Lu on Qr we get

r4k

∫
Q r

2k

∣∣∂kt u∣∣2 ≤ ck

∫
Qr

u2.

Hence, if u is of polynomial growth of order at most d ≥ 1 and M has polynomial volume
growth of order at most dV > 0, we find∫

Q r
2k

∣∣∂kt u∣∣2 ≤ ck r
−4kr2 Vol (Br) sup

Qr

{
u2
}
≤ ck V C

2
ur

2−4k (1 + r)
dV +2d

.

Therefore, choosing k so that 4k > 2d + dV + 2 and taking the limit r → +∞ gives us
∂kt u = 0. So we have shown

Corollary 2.4.2. Suppose that M has polynomial volume growth of order at most dV . Then,
given u ∈ Pd(M ;L) and an integer k ≥ 1 so that 4k > 2d+ dV + 2, we obtain ∂kt u = 0.

Now, ∂kt u = 0 implies, as in [56] and [21] for the heat equation, that there exist functions
p1, . . . , pk on M such that for any t ∈ R− and x ∈M the solution u is of the form

u(t, x) =

k∑
l=0

tlpl(x).

Arguing as in Lemma 1.24 in [21], we obtain for each of the functions pj that they are of
polynomial growth of order at most 2(k − j). Furthermore, as A is time-independent, the
dimension-counting argument in the proof of Theorem 0.3 in [21] remains valid upon replac-
ing the Laplacian ∆ with our elliptic operator L, so we can conclude the same dimension
bound for Pd (M ;L) as for Pd (M ; ∆).

Theorem 2.4.3. Suppose that M has polynomial volume growth of order at most dV > 0
and let k ≥ 1 be an integer. Then

dim (P2k(M ;L)) ≤
k∑
i=0

dim (H2i(M ;L)) ≤ (k + 1) dim (H2k(M ;L)) .

Remark. For completeness let us recall the key steps in proving this bound.
First, we conclude from Corollary 2.4.2 that each u ∈ P2k (M ;L) can be written as a

polynomial in time, i.e. there exist functions p0, . . . , pk on M so that u(t, x) =
∑k
l=0 t

lpl(x).
Next, we obtain that each pj has polynomial growth of order at most 2(k−j). Furthermore,
as u is a solution to ∂tu = Lu and A is independent of the time variable, we have by
comparing coefficients Lpk = 0 and Lpj = (j + 1)pj+1 for each j ∈ {0, . . . , k − 1}. Hence,
we get a linear map P2k(M ;L) → H0(M ;L), u 7→ pk. This yields that the dimension of
P2k is bounded by the sum of the dimension of H0 and the dimension of the kernel. The
latter can be estimated by considering the map from the kernel into H2 given by u 7→ pk−1.
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Continuing like this yields the first inequality. The second inequality follows directly from
the fact that Hd1(M ;L) ⊆ Hd2(M ;L) for any d1 ≤ d2.

As a result, to obtain an explicit dimension bound for P2k (M ;L) it suffices to bound the
dimension of H2k (M ;L). In fact, for the latter, under some conditions on the geometry
of M , there is a dimension bound already known (cf. [19, 20] or [50]). As this bound was
only explicitly proven in the case of M = Rn and, except for the reverse Poincaré inequality
for solutions, the proof can be executed exactly as for harmonic maps, we briefly prove said
reverse Poincaré inequality to justify stating the dimension bound for the spaces H2k (M ;L).

Lemma 2.4.4. Let r, s > 0 and u be a solution to Lu = 0 on B(1+s)r. Then, there exists a

constant 0 < K̃ < +∞ such that

r2

∫
Br

|∇u|2 ≤ K̃

s2

∫
B(1+s)r

u2.

Proof. Let ψ ∈ C∞0 (M) be a cutoff function on M , which satisfies the properties

0 ≤ ψ ≤ 1, supp (ψ) ⊆ B(1+s)r, ψ|Br ≡ 1 and |∇ψ|2 ≤ 1

s2r2
.

Then we obtain, using that u is a solution to Lu = 0, our assumptions (1.2) on A and
Young’s inequality,

0 =−
∫

B(1+s)r

ψ2A∇u∇u− 2

∫
B(1+s)r

ψ uA∇u∇ψ

≤−
(
c1 −

1

2

) ∫
B(1+s)r

ψ2 |∇u|2 + 2c2
∫

B(1+s)r

u2 |∇ψ|2

≤−
(
c1 −

1

2

) ∫
B(1+s)r

ψ2 |∇u|2 +
2c2

s2r2

∫
B(1+s)r

u2.

Thus, given the choice of cutoff function ψ and c1 >
1
2 , this yields after multiplication by r2

r2

∫
Br

|∇u|2 ≤ r2

∫
B(1+s)r

ψ2 |∇u|2 ≤ 2c2

c1 − 1
2

s−2

∫
B(1+s)r

u2 =:
K̃

s2

∫
B(1+s)r

u2,

which is the claimed reverse Poincaré inequality.

This justifies the dimension bound on Hd (M ;L).

Theorem 2.4.5. ([20])
Suppose that M is a complete, non-compact Riemannian manifold which has a scale-invari-
ant Neumann-Poincaré inequality with constant CN and the relative volume comparison
property with constant CV . Then there exists a constant 0 < K̄ < +∞ such that for d ≥ 1

dim (Hd (M ;L)) ≤ K̄dCV −1.

As the relative volume comparison property with constant CV implies the volume doubling
property with CD = CV and thus also polynomial volume growth of M with dV = CV , we
get an explicit dimension bound for P2k (M ;L) by combining the Theorems 2.4.3 and 2.4.5.

Theorem 2.4.6. Suppose that M is a complete, non-compact Riemannian manifold which
satisfies the relative volume comparison property with constant CV and a Neumann-Poincaré
inequality with constant CN . Suppose that A is time-independent. Then, there exists a
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constant 0 < C < +∞ so that for any integer k ≥ 1

dim (P2k (M ;L)) ≤ C (2k)
CV .

Proof. Noting that the relative volume comparison property implies the volume doubling
property with constant CD = CV , we get from combining the dimension bound on P2k (M ;L)
in terms of the dimension of H2k (M ;L) with the dimension bound for the latter, given any
integer k ≥ 1,

dim (P2k (M ;L)) ≤ (k + 1) dim (H2k (M ;L)) ≤ K̄(k + 1) (2k)
CV −1 ≤ K̄ (2k)

CV .

Remark. To end this chapter with an example, it is well-known that a manifold M with non-
negative Ricci curvature satisfies the volume doubling property with constant n = dim(M)
(e.g. [9]) and also a Neumann-Poincaré inequality with CN = CN (n) (e.g. [14]). So we
obtain in this case a constant 0 < C < +∞, depending only on n, such that for any integer
k ≥ 1

dim (P2k (M ;L)) ≤ C (2k)
n
.
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Notation and Preliminaries

Chapter 3

Harmonic Maps of low Index

As we outlined in the introduction, in this chapter we consider various aspects connected
to smooth, harmonic maps of low index taking values in a sphere equipped with its round
Riemannian metric. Contrary to Chapter 2 we will denote throughout this Chapter by
∆ the negative Laplace operator(s), that is for the Laplacian ∆ = −div (∇), respectively
∆ = − tr [∇·∇·].

3.1 Index bounds for harmonic submersions

The first question we will address is the contribution of maps into lower-dimensional sub-
manifolds to the set of harmonic maps of low index as maps into a given codomain.
For this we take smooth, harmonic submersions ψ : (M, g)→ (Sm, can) and compare their
indices and nullities to the indices and nullities of the composition φ := i ◦ ψ : (M, g) →
(Sp, can) , p > m, where i : Sm → Sp is the canonical, totally geodesic inclusion map, that
is for any x = (x1, . . . , xm+1) ∈ Sm we have i (x) = (x1, . . . , xm+1, 0, . . . , 0) ∈ Sp.
To illustrate how this gives us information on the role of maps into submanifolds, suppose
for now that Mn = Sn and g = can. Then we know from El Soufi’s index bound that
ind (ψ) ≥ n + 1 as well as ind (φ) ≥ n + 1 independent of the choice of p > m. So, if we
are interested in low index maps Sn → Sp for fixed n and p, we aim to find harmonic maps
Sn → Sp of index n + 1. Thus, if we have for m < p harmonic maps ψ : Sn → Sm and
φ := i ◦ ψ : Sn → Sp such that ind (φ) > ind (ψ), then φ cannot be of index n + 1 as this
would mean that ψ is of index at most n, contradicting El Soufi’s index bound. Conse-
quently, such maps ψ cannot contribute to low index maps Sn → Sp through i.
In 3.1.4 we also approach the question of the indices of harmonic morphisms, i.e. whether
harmonic morphisms are necessarily of lowest possible index for the case of submersive har-
monic morphisms from the round three-sphere into the round two-sphere by using their
characterization established by Baird and Wood.

3.1.1 Notation and Preliminaries

For a given submersion ψ : (M, g) → (N,h) between Riemannian manifolds M and N
we denote at each point x ∈ M its vertical space ker (dψx) by Vx and its horizontal space

(ker (dψx))
⊥

by Hx.
Moreover, for any tangent vector v ∈ TxM we let vV , respectively vH, denote its vertical,
respectively horizontal, part so that v = vV + vH. In the case vV = 0, respectively vH = 0,
we say that v is horizontal, respectively vertical.
In light of this, we can also decompose the metric g on M as g = gV + gH with respect to
the submersion ψ, that is for any x ∈M and X,Y ∈ TxM

g (X,Y ) = g
(
XV , Y V

)
+ g

(
XH, Y H

)
=: gV (X,Y ) + gH (X,Y ) .
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Furthermore, we also need the notion of the vertical Laplacian associated to a Riemannian
submersion.

Definition 3.1.1. ([7])
Let ψ : (M, g)→ (N,h) be a Riemannian submersion. The vertical Laplacian ∆V associated
to ψ is the differential operator defined on C∞ (M, g) by(

∆V f
)

(p) :=
(

∆Fp
(
f |Fp

))
(p), f ∈ C∞ (M) ,

where ∆Fp is the Laplace operator of the fibre Fp = ψ−1 (ψ(p)).

In [7] it is shown that when the fibres are totally geodesic, the Laplacian ∆ on C∞(M) and
the vertical Laplacian ∆V commute, which implies

Theorem 3.1.2. ([7])
L2 (M) admits a Hilbert basis consisting of simultaneous eigenfunctions for ∆ and ∆V .

3.1.2 The general case

Let throughout this subsection M denote an n-dimensional, compact, connected, smooth
Riemannian manifold without boundary and ψ : Mn → Sm, n ≥ m ≥ 1, be a smooth,
harmonic submersion from M into the round m-sphere. Taking for any point x ∈ M an
orthonormal basis {v1(x), . . . , vm(x)} of the tangent space Tψ(x)S

m, there must exist for
each j ∈ {1, . . . ,m} some ej(x) ∈ TxM so that vj(x) = dψx (ej(x)). Thus the vj ’s are
orthonormal sections of the pull-back bundle ψ−1TSm, which yields a decomposition of the
space of sections of ψ−1TSm as

Γ
(
ψ−1TSm

)
=

m⊕
j=1

{fj dψ (ej)| fj ∈ C∞ (M)} .

Consider now for any p > m the canonical inclusion map i : Sm → Sp and denote

φ := i ◦ ψ : Mn → Sp.

Moreover, take ηm+1, . . . , ηp unit sections of the normal bundle of i (Sm) in Sp such that
for every x ∈ M the set {ηm+1 (φ(x)) , . . . , ηp (φ(x))} gives us an orthonormal basis of the
normal space Nφ(x)i (Sm).
Due to the conformality of the inclusion map i, the space of sections of φ−1TSp inherits a
decomposition from the decomposition of Γ

(
ψ−1TSm

)
, namely

Γ
(
φ−1TSp

)
=

m⊕
j=1

{fj dφ (ej)| fj ∈ C∞ (M)} ⊕
p⊕

l=m+1

{fl ηl ◦ φ| fl ∈ C∞ (M)} .

Therefore, in order to compare the indices of ψ and φ, it suffices to compute Jψ on the span
of the dψ (ej)’s and Jφ on the spans of the dφ (ej)’s and the ηl ◦ φ’s.
Since the inclusion map i is totally geodesic, we find for any j ∈ {1, . . . ,m}

∇φ· (dφ (ej)) = ∇di (dψ·, dψ (ej)) + di
(
∇ψ· (dψ (ej))

)
= di

(
∇ψ· (dψ (ej))

)
and consequently

∆φ (dφ (ej)) = − tr
[
∇φ· ∇φ· (dφ (ej))

]
= − tr

[
∇φ·
(
di
(
∇ψ· (dψ (ej))

))]
= − tr

[
∇di

(
dψ·,∇ψ· (dψ (ej))

)
+ di

(
∇ψ· ∇ψ· (dψ (ej))

)]
= di

(
∆ψ (dψ (ej))

)
.
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So, for any function fj ∈ C∞ (M), we compute with this

∆φ (fj dφ (ej)) = (∆fj) dφ (ej) + fj∆
φ (dφ (ej))− 2 tr

[
(∇·fj)∇φ· (dφ (ej))

]
= (∆fj) dφ (ej) + fj di

(
∆ψ (dψ (ej))

)
− 2 tr

[
(∇·fj) di

(
∇ψ· (dψ (ej))

)]
= di

(
(∆fj) dψ (ej) + fj∆

ψ (dψ (ej))− 2 tr
[
(∇·fj)∇ψ· (dψ (ej))

])
= di

(
∆ψ (fj dψ (ej))

)
.

Moreover, as round spheres are space forms, the curvature term in the Jacobi operators Jφ

and Jψ simplifies so that we obtain, for any j ∈ {1, . . . ,m} and any orthonormal frame
{X1, . . . , Xn} on Mn, denoting by (·, ·) the round metrics on the spheres Sp and Sm,

tr RS
p

(dφ (ej) , dφ·) dφ· =
n∑
k=1

[
|dφ (Xk)|2 dφ (ej)− (dφ (ej) , dφ (Xk)) dφ (Xk)

]
= |dφ|2 dφ (ej)−

n∑
k=1

(dφ (ej) , dφ (Xk)) dφ (Xk)

= |dψ|2 dφ (ej)−
n∑
k=1

(dψ (ej) , dψ (Xk)) dφ (Xk)

= di

(
|dψ|2 dψ (ej)−

n∑
k=1

(dψ (ej) , dψ (Xk)) dψ (Xk)

)
= di

(
tr RS

m

(dψ (ej) , dψ·) dψ·
)
.

Here we also used that i is isometric as well as the linearity of di. Therefore, we can compare
the Jacobi operators of ψ and φ for any j ∈ {1, . . . ,m}, to be precise for any fj ∈ C∞(M)

Jφ (fj dφ (ej)) = ∆φ (fj dφ (ej))− trRS
p

(fj dφ (ej) , dφ·) dφ·

= di
(

∆ψ (fj dψ (ej))− trRS
m

(fj dψ (ej) , dψ·) dψ·
)

= di
(
Jψ (fj dψ (ej))

)
.

(3.1)

As a result, given an eigensection V of Jψ with eigenvalue λ we know from the decomposition
of Γ

(
ψ−1TSm

)
that V =

∑m
j=1 fj dψ (ej) for functions f1, . . . , fm ∈ C∞ (M) such that this

yields

λ

m∑
j=1

fj dφ (ej) =λ di (V ) = di
(
Jψ (V )

)
=

m∑
j=1

di
(
Jψ (fj dψ (ej))

)

=

m∑
j=1

Jφ (fj dφ (ej)) = Jφ

 m∑
j=1

fj dφ (ej)

 .

Hence di (V ) is an eigensection of Jφ with eigenvalue λ. As this does not depend on the
choice of eigensection or eigenvalue of Jψ, we obtain that every eigenvalue of Jψ is an
eigenvalue of Jφ with at least the same multiplicity. In particular this means that the index,
respectively nullity, of φ cannot be smaller than the index, respectively nullity, of ψ.
In addition, let W be an eigensection of Jφ restricted to

⊕m
j=1{fj dφ(ej)| fj ∈ C∞(M)} with

eigenvalue µ. Then W =
∑m
j=1 fj dφ(ej) for some functions fj ∈ C∞(M). Furthermore we

find, using (3.1),

µdi

 m∑
j=1

fj dψ (ej)

 =µ

m∑
j=1

fj dφ (ej) = Jφ (W ) =

m∑
j=1

Jφ (fj dφ (ej))
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=

m∑
j=1

di
(
Jψ (fj dψ (ej))

)
= di

Jψ
 m∑
j=1

fj dψ (ej)

 ,

which yields that V :=
∑m
j=1 fj dψ (ej) is an eigensection of Jψ with eigenvalue µ since i is

an immersion.
From this we can conclude that Jψ and Jφ restricted to

⊕m
j=1{fj dφ(ej)| fj ∈ C∞(M)}

possess the same eigenvalues with the same multiplicities. In particular, any additional
eigenvalue of Jφ or additional multiplicity of an eigenvalue of Jψ must arise from a section
of the normal bundle. Summarizing all of this, we have just shown

Theorem 3.1.3. Let Mn be a compact, connected, smooth Riemannian manifold without
boundary and ψ : Mn → Sm, n ≥ m ≥ 1, be a smooth, harmonic submersion. Let i : Sm →
Sp for some p > m be the canonical inclusion map of round spheres and set φ := i ◦ ψ :
Mn → Sp. Then we obtain

ind (φ) ≥ ind (ψ) and null (φ) ≥ null (ψ) .

Naturally, we are interested in the case where we obtain strict inequalities at least for the
index. For this, as we have seen that (counting with multiplicity) any additional eigenvalue
of Jφ must arise from a linear combination of the ηl ◦ φ’s, we turn to finding Jφ (fl ηl ◦ φ)
for arbitrary fl ∈ C∞ (M).
As a preparation, note that at every point x ∈ i (Sm) the normal space with respect to Sp

is given by
Nxi (Sm) = span {εm+2, . . . , εp+1} \ {0},

where {ε1, . . . , εp+1} denotes the standard basis of Rp+1.
Therefore we can assume without loss of generality that for any l ∈ {m+ 1, . . . , p} and x ∈
i (Sm) the ηl’s are given by ηl(x) = εl+1. Then we have for every l ∈ {m+ 1, . . . , p}, x ∈M
and X(x) ∈ TxM , denoting by Pφ(x) the projection onto Tφ(x)S

p,

∇φX(x)ηl (φ(x)) =∇dφx(X(x))ηl (φ(x)) = Pφ(x) [(d (ηl (φ(x)))) (dφx (X(x)))]

=Pφ(x) [(dεl+1) (dφx (X(x)))] = Pφ(x)[0] = 0.

Thus, also ∆φ (ηl ◦ φ) = − tr
[
∇φ· ∇φ· (ηl ◦ φ)

]
= 0 for any l ∈ {m+ 1, . . . , p}.

So, given any fl ∈ C∞ (M), we get

∆φ (fl ηl ◦ φ) = (∆fl) ηl ◦ φ+ fl ∆
φ (ηl ◦ φ)− 2 tr

[
∇·fl∇φ· (ηl ◦ φ)

]
= (∆fl) ηl ◦ φ. (3.2)

For the curvature term in Jφ we find, since by definition the ηl ◦ φ’s are orthogonal to
the dφ (Xj)’s with respect to the round metric (·, ·) on Sp for any orthonormal frame
{X1, . . . , Xn} on M ,

tr RS
p

(ηl ◦ φ, dφ·) dφ· =
n∑
k=1

[
|dφ (Xk)|2 ηl ◦ φ− (ηl ◦ φ, dφ (Xk)) dφ (Xk)

]
= |dφ|2 ηl ◦ φ

= |dψ|2 ηl ◦ φ.
(3.3)

Combining (3.2) and (3.3) we have for Jφ on the span of the ηl ◦ φ’s

Jφ (fl ηl ◦ φ) = ∆φ (fl ηl ◦ φ)− tr RS
p

(fl ηl ◦ φ, dφ·) dφ· =
[
(∆fl)− |dψ|2 fl

]
ηl ◦ φ.

In light of this we suppose from now on that ψ is a Riemannian submersion up to scale, that
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is a conformal map with constant dilation. Then we consider the subspaces

Sφλk :=

p⊕
l=m+1

{fl ηl ◦ φ|∆fl = λk fl} ⊂ Γ
(
φ−1TSp

)
for any integer k ≥ 0, where λk denotes the k-th eigenvalue of the Laplacian ∆ : C∞ (M)→
C∞ (M). From the computation of the Jφ (fl ηl ◦ φ)’s and the conformality of ψ it follows
that any eigensection of Jφ restricted to

⊕p
l=m+1{fl ηl ◦ φ| fl ∈ C∞(M)} must be contained

in some Sφλk . So, let V =
∑p
l=m+1 fl ηl ◦ φ ∈ S

φ
λk

for some k ≥ 0. Then we have

Jφ (V ) =

p∑
l=m+1

Jφ (fl ηl ◦ φ) =

p∑
l=m+1

[
(∆fl)− |dψ|2 fl

]
ηl ◦ φ

=
(
λk − |dψ|2

) p∑
l=m+1

fl ηl ◦ φ =
(
λk − |dψ|2

)
V.

This means that, counting with multiplicity, the additional eigenvalues of Jφ are given by
λk − |dψ|2 , k ≥ 0, and have multiplicity (p − m) mult (λk), where mult (λk) denotes the
multiplicity of λk as an eigenvalue of ∆. In particular, as M is assumed to be compact and
connected, we know that λ0 = 0 with multiplicity mult (λ0) = 1. This yields that one of these

eigenvalues is λ0 − |dψ|2 = − |dψ|2 < 0, which has multiplicity (p−m) mult (λ0) = p−m.
Consequently, the index of φ must be strictly larger than the index of ψ, to be precise

ind (φ) ≥ ind (ψ) + p−m > ind (ψ) .

Regarding the nullity we find 0 ∈
{
λk − |dψ|2

∣∣∣ k ≥ 0
}

if and only if there exists some k̃ ≥ 1

such that λk̃ = |dψ|2. In this case the nullity of φ is given by

null (φ) = null (ψ) + (p−m) mult
(
λk̃
)
.

Otherwise the nullities of φ and ψ must coincide. Now, all in all we have shown

Corollary 3.1.4. Let Mn be a compact, connected, smooth Riemannian manifold without
boundary and ψ : Mn → Sm, n ≥ m ≥ 1, be a smooth, harmonic Riemannian submersion
up to scale. Moreover for p > m let i : Sm → Sp be the canonical inclusion map and set
φ := i ◦ ψ : Mn → Sp.
For k ≥ 0 denote by λk the k-th eigenvalue of ∆ : C∞ (M)→ C∞ (M).
Then, in addition (counting with multiplicity) to the eigenvalues of Jψ, Jφ has eigenvalues{
λk − |dψ|2

∣∣∣ k ≥ 0
}

of multiplicities (p−m) mult (λk), where mult (λk) is the multiplicity of

λk as an eigenvalue of ∆. In particular ind (φ) > ind (ψ). Furthermore, null (φ) > null (ψ)

if and only if |dψ|2 is in the spectrum of ∆. In that case the nullity of φ is given by

null (φ) = null (ψ) + (p−m) mult
(
λk̃
)
,

where k̃ ≥ 1 is such that λk̃ = |dψ|2.

Even though the proof of these strict bounds required ψ to have constant dilation and
so cannot be transferred to submersive harmonic morphisms in general, we can get strict
bounds up to a change of metric on the domain manifold.
From [4], Cor. 4.6.12 we know that given a submersive harmonic morphism ψ : (Mn, g)→
(Nm, h) with n > m and dilation λ : M → ]0,+∞[, defining

g̃ := λ2gH + λ
4−2m
n−m gV ,

the map ψ : (M, g̃) → (N,h) is a harmonic Riemannian submersion. In particular we can
apply the strict bounds we have just proven to ψ.
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Corollary 3.1.5. Let (Mn, g) be a compact, connected, smooth Riemannian manifold with-
out boundary and ψ : (Mn, g) → (Sm, can) , n > m ≥ 1, be a submersive harmonic mor-
phism with dilation λ : M → ]0,+∞[. Set

g̃ := λ2gH + λ
4−2m
n−m gV

and let φ := i ◦ ψ : (Mn, g̃)→ (Sp, can) be the composition of ψ : (M, g̃)→ (Sm, can) with
the canonical inclusion map i for some p > m.
Furthermore, let λk denote the k-th eigenvalue of ∆ : C∞ (M)→ C∞ (M) with respect to g̃.
Then Jφ has, in addition (counting with multiplicity) to the eigenvalues of Jψ, eigenvalues{
λk − |dψ|2

∣∣∣ k ≥ 0
}

of multiplicities (p−m) mult (λk). In particular ind (φ) > ind (ψ).

Moreover, null (φ) > null (ψ) if and only if |dψ|2 is in the spectrum of ∆. In that case the
nullity of φ is given by

null (φ) = null (ψ) + (p−m) mult
(
λk̃
)
,

where λk̃ = |dψ|2.

As a final remark in this general setting, in the codimension one case, that is m = n − 1,
for n ≥ 5 every harmonic, horizontally weakly conformal map Mn → Sn−1 has no critical
point, i.e. is already a submersion, cf. [4], Thm. 5.7.3. Furthermore, we note that there are
no non-constant harmonic morphisms Sn → Sn−1 for n ≥ 5 (cf. [4], Cor. 5.7.4), so in the
case of M = Sn and codimension one there are very few submersive harmonic morphisms.

3.1.3 Application to the Hopf map S3 → S2

In this subsection we apply the index bounds obtained in 3.1.2 to the Hopf map ψ : S3 → S2.
Recall that ψ is defined at any x = (x1, x2, x3, x4) ∈ S3 as

ψ(x) =
(
2 (x1x3 + x2x4) , 2 (x2x3 − x1x4) , x2

1 + x2
2 − x2

3 − x2
4

)
.

Furthermore, it is well-known that ψ is a harmonic Riemannian submersion up to scale with
dilation 2 so that we can apply our strict index bound to ψ.
Moreover, for any n ≥ 1, the spectrum of ∆ on C∞ (Sn) is known to be (e.g. [27, 69])

{λk = k(k + n− 1)| k ≥ 0}

with multiplicities

mult (λk) =

(
n+ k

n

)
−
(
n+ k − 2

n

)
.

So in this case Corollary 3.1.4 reads

Corollary 3.1.6. Let ψ : Sn → Sm, n ≥ m ≥ 1, be a smooth, harmonic Riemannian
submersion up to scale, i : Sm → Sp for some p > m the canonical inclusion map and
φ := i ◦ ψ : Sn → Sp. Denote for any k ≥ 0 by λk = k(k + n − 1) the k-th eigenvalue of
∆ : C∞ (Sn)→ C∞ (Sn).
Then, in addition (counting with multiplicity) to the eigenvalues of Jψ, Jφ has eigenvalues{
k(k + n− 1)− |dψ|2

∣∣∣ k ≥ 0
}

of multiplicities (p−m) mult (λk), where

mult (λk) =

(
n+ k

n

)
−
(
n+ k − 2

n

)
.

In particular ind (φ) > ind (ψ). Furthermore, null (φ) > null (ψ) if and only if |dψ|2 =

k̃
(
k̃ + n− 1

)
for some k̃ ≥ 1. In that case the nullity of φ is given by

null (φ) = null (ψ) + (p−m) mult
(
λk̃
)
.
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As the index and nullity of the Hopf map S3 → S2 were already computed to be 4 and
8 (e.g. [4, 58]), we can find the index and nullity of its composition with i for any p ≥ 3
explicitly from this by counting the negative and zero eigenvalues arising from the normal
sections.

Theorem 3.1.7. Let ψ : S3 → S2 be the Hopf map, i : S2 → Sp, p ≥ 3, the canonical
inclusion map and φ := i ◦ ψ : S3 → Sp.
Then, we obtain ind (φ) = 5p− 6 as well as null (φ) = 9p− 10.

Proof. Using Corollary 3.1.6 with n = 3 and m = 2 yields

ind (φ) > ind (ψ) = 4,

so we can get the exact index of φ by calculating the eigenvalues generated by the action of
Jφ on the sections of the form fl ηl ◦ φ, where fl ∈ C∞

(
S3
)
. For those we have seen in the

general case that

Jφ (fl ηl ◦ φ) =
(
λk − |dψ|2

)
ηl ◦ φ = (λk − 8) ηl ◦ φ

whenever ∆fl = λk fl for any k ≥ 0. Hence, we restrict Jφ to
⊕p

l=3 {fl ηl ◦ φ|∆fl = λk fl}
and run over k ≥ 0 to get the eigenvalues. Recall that for n = 3 the eigenvalues of the
Laplacian on smooth functions are given by λk = k(k + 2).
Starting with k = 0, we have λ0 = 0 of multiplicity one, so we obtain (counting with
multiplicity) an additional eigenvalue −8 of multiplicity p− 2.
For k = 1, we get λ1 = 3 of multiplicity four, hence each ηl ◦ φ gives us (counting with
multiplicity) an additional eigenvalue −5 of multiplicity 4p − 8. At this point we already
have the index of φ bounded from below by 4 + p− 2 + 4p− 8 = 5p− 6.
As for k = 2 we have λ2 = 8 = |dψ|2 of multiplicity nine, we get as eigenvalue 0. Since
λk > 8 for k ≥ 3, the Jacobi operator Jφ restricted to

⊕p
l=3 {fl ηl ◦ φ|∆fl = λk fl} gives

us only positive eigenvalues. Therefore, summing up yields that the index of φ is equal to
5p− 6 as claimed.
Moreover, as we have seen, we are in the situation |dψ|2 = λ2, so the nullity increases strictly
as well, namely

null (φ) = null (ψ) + (p− 2) mult (λ2) = 8 + 9p− 18 = 9p− 10.

In particular, if we consider p = 3 we get

Corollary 3.1.8. Let ψ : S3 → S2 be the Hopf map, i : S2 → S3 the canonical inclusion
map and φ := i ◦ ψ : S3 → S3. Then we have ind (φ) = 9 as well as null (φ) = 17.

Of course we can also avoid using the known index and nullity of ψ by determining its Jacobi
operator explicitly and calculating with this and the comparison to Jφ the eigenvalues of Jφ

explicitly. For the sake of comparison we will give this proof by explicit calculation in the
remainder of this subsection. We will follow the approach of Loubeau and Oniciuc in [58],

where they computed the index and nullity of the scaled Hopf map S3
(√

2
)
→ S2

(
1√
2

)
and the biharmonic index of its composition with the inclusion S2

(
1√
2

)
→ S3.

First we make use of the fact that S3 admits a global Killing frame, that is a global frame
consisting of Killing vector fields.

Lemma 3.1.9. For each x = (x1, x2, x3, x4) ∈ S3 we define

X1(x) := (−x2, x1,−x4, x3), X2(x) := (−x3, x4, x1,−x2),

X3(x) := (−x4,−x3, x2, x1).
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Then, {X1, X2, X3} is a global Killing frame on S3, which satisfies

∇X1
X1 = ∇X2

X2 = ∇X3
X3 = 0; ∇X1

X2 = −∇X2
X1 = −X3;

∇X1
X3 = −∇X3

X1 = X2; ∇X2
X3 = −∇X3

X2 = −X1;

[X1, X2] = −2X3; [X2, X3] = −2X1; [X3, X1] = −2X2.

Moreover, we have
X1 = XV1 , X2 = XH2 , X3 = XH3 .

Proof. The fact that {X1, X2, X3} is a global Killing frame is shown e.g. in [22]. For such a
frame we know, also from [22], ∇XjXk = −∇XkXj . This gives us immediately ∇XjXj = 0
for any j ∈ {1, 2, 3} and, since ∇ is torsion-free, also [Xj , Xk] = 2∇XjXk. Hence it suffices
to compute ∇X1X2,∇X1X3 and ∇X2X3 to complete the table. For this we first find from
the Killing frame condition for each j, k ∈ {1, 2, 3}(

∇XjXk, Xj

)
= −

(
Xj ,∇XjXk

)
,

yielding
(
∇XjXk, Xj

)
= 0, as well as(

∇XjXk, Xk

)
= − (Xj ,∇XkXk) = 0.

This means that e.g. ∇X1
X2 must be parallel to X3. Moreover, applying again the Killing

frame condition, we get

(∇X1
X2, X3) = − (∇X1

X3, X2) = (∇X2
X3, X1) .

Hence, it suffices to compute e.g. (∇X1X2, X3) =: c. Now, by [22], p. 404 we know

const. = (∇X1X2,∇X1X2) = c2 (X3, X3) = c2

as well as
(∇X1X2,∇X1X2) =

(
RS

3

(X1, X2)X2, X1

)
= (X1, X1) = 1,

which yields c2 = 1, therefore, as for manifolds admitting a Killing frame of dimension at
most six c must be constant (cf. [22]), c ∈ {±1}. Hence, to find the correct sign for our
choice of Xj ’s, it is enough to determine ∇X1

X2 at an arbitrary point x ∈ S3. So, taking
for any x ∈ S3 normal coordinates at x, we calculate

∇X1(x)X2(x) = − dx3 (X1(x)) ∂x1
+ dx4 (X1(x)) ∂x2

+ dx1 (X1(x)) ∂x1
− dx2 (X1(x)) ∂x4

=x4∂x1
+ x3∂x2

− x2∂x3
− x1∂x4

= −X3(x).

As a consequence we have as claimed

∇X1
X2 = −X3, ∇X1

X3 = X2 and ∇X2
X3 = −X1.

Furthermore, we obtain for every x ∈ S3

dψx (X1(x)) = 0,

dψx (X2(x)) = 2
(
x2

1 + x2
4 − x2

2 − x3
3, 2 (x1x2 + x3x4) , 2 (x2x4 − x1x3)

)
,

dψx (X3(x)) = 2
(
2 (x1x2 − x3x4) , x2

2 + x2
4 − x2

1 − x2
3, −2 (x1x4 + x2x3)

)
.

This implies, together with {X1, X2, X3} being an orthonormal frame on S3, that X1 is a
vertical vector field and that X2 and X3 are horizontal vector fields with respect to ψ.

Remark. Note that we have also shown that the Killing frame on S3 is unique up to sign
since the only place where we used the explicit definition of the Xj ’s was to determine
whether c = +1 or c = −1.
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As a result of Lemma 3.1.9, at every x ∈ S3 the vertical space with respect to ψ is spanned
by X1 and the horizontal space is spanned by X2 and X3.

Remark 3.1.10. We remark that, given a (conformal) submersion ψ : M → N , the existence
of a Killing frame on M which consists only of horizontal and vertical vector fields with
respect to ψ is in general not to be expected.
However, if M and N are equidimensional, then the submersion ψ : M → N is also an
immersion, implying for the vertical space Vx = {0} for any x ∈ M . So in this case if M
admits a Killing frame {X1, . . . , Xn}, then this frame consists of horizontal vector fields.

We state now some properties of Killing vector fields that we will need later on.

Lemma 3.1.11. ([58])
Let M be a compact Riemannian manifold, X a Killing vector field on M and f, f̃ ∈
C∞ (M). Then we have ∫

M

(Xf) f̃ = −
∫
M

f
(
Xf̃
)

as well as
∆ (Xf) = X (∆f) .

Moreover, the second fundamental form of the Hopf map is with respect to {X1, X2, X3}
particularly simple.

Corollary 3.1.12. Let ψ : S3 → S2 be the Hopf map and {X1, X2, X3} be the Killing
frame defined in Lemma 3.1.9. Then we have

∇dψ (X1, X1) = ∇dψ (X2, X2) = ∇dψ (X3, X3) = 0;

∇dψ (X2, X3) = ∇dψ (X3, X2) = 0;

∇dψ (X1, X2) = ∇dψ (X2, X1) = −dψ (X3) ;

∇dψ (X1, X3) = ∇dψ (X3, X1) = dψ (X2) .

Proof. We first note that Lemma A.2.1 in the appendix applies to our Killing frame since
we have seen in Lemma 3.1.9 that X1 is a vertical vector field and both X2 and X3 are
horizontal vector fields with respect to ψ. As ψ is of constant dilation 2, it is in particular
horizontally homothetic, so by (1) of Lemma A.2.1 its second fundamental form vanishes on
horizontal vector fields, i.e.

∇dψ (X2, X2) = ∇dψ (X3, X3) = ∇dψ (X2, X3) = ∇dψ (X3, X2) = 0.

Next, we know that ψ has round S1 as fibres, which are totally geodesic, thus we also get
from (2) of Lemma A.2.1

∇dψ (X1, X1) = 0.

For the remaining terms, due to the symmetry of the second fundamental form, it suffices
to compute ∇dψ (X2, X1) and ∇dψ (X3, X1). For those we get, using part (c) of Lemma
A.2.1 and the properties of our Killing frame,

∇dψ (X2, X1) = −dψ (∇X2
X1) = −dψ (X3) ,

∇dψ (X3, X1) = −dψ (∇X3
X1) = dψ (X2) .

As a consequence of the Killing frame consisting of horizontal and vertical vector fields we
obtain a decomposition of the space of sections of ψ−1TS2 as in the general case, namely

Γ
(
ψ−1TS2

)
=
{
f2 dψ (X2)| f2 ∈ C∞

(
S3
)}
⊕
{
f3 dψ (X3)| f3 ∈ C∞

(
S3
)}
.

Therefore, to determine Jψ completely it suffices to compute Jψ (f2 dψ (X2)) and
Jψ (f3 dψ (X3)) for arbitrary functions f2, f3 ∈ C∞

(
S3
)
.

31



Application to the Hopf map S3 → S2

Using the properties of the Killing frame as well as the computation of the second funda-
mental form of ψ, we obtain

∇ψX1
(dψ (X2)) =∇dψ (X1, X2) + dψ (∇X1

X2) = −2 dψ (X3) ,

∇ψX2
(dψ (X2)) =∇dψ (X2, X2) + dψ (∇X2

X2) = 0,

∇ψX3
(dψ (X2)) =∇dψ (X3, X2) + dψ (∇X3X2) = dψ (X1) = 0.

Thus, we find for the pull-back Laplacian

∆ψ (dψ (X2)) = −
3∑
j=1

∇ψXj∇
ψ
Xj

(dψ (X2)) = 2∇ψX1
(dψ (X3))

= 2 (∇dψ (X1, X3) + dψ (∇X1X3)) = 4 dψ (X2) .

For X3 we have just seen ∇ψX1
(dψ (X3)) = 2 dψ (X2). The two remaining covariant deriva-

tives are given by

∇ψX2
(dψ (X3)) =∇dψ (X2, X3) + dψ (∇X2X3) = −dψ (X1) = 0,

∇ψX3
(dψ (X3)) =∇dψ (X3, X3) + dψ (∇X3X3) = 0.

So we get for the pull-back Laplacian of dψ (X3)

∆ψ (dψ (X3)) = −2∇ψX1
(dψ (X2)) = 4 dψ (X3) .

Now take any function f2 ∈ C∞
(
S3
)
. Then we find

∆ψ (f2 dψ (X2)) = (∆f2) dψ (X2) + f2 ∆ψ (dψ (X2))− 2 tr
[
(∇·f2)∇ψ· (dψ (X2))

]
= [(∆f2) + 4 f2] dψ (X2)− 2 (X1f2)∇ψX1

(dψ (X2))

− 2 (X2f2)∇ψX2
(dψ (X2))− 2 (X3f2)∇ψX3

(dψ (X2))

= [(∆f2) + 4 f2] dψ (X2) + 4 (X1f2) dψ (X3) .

Similarly we find for X3, given any f3 ∈ C∞
(
S3
)
,

∆ψ (f3 dψ (X3)) = (∆f3) dψ (X3) + f3 ∆ψ (dψ (X3))− 2 tr
[
(∇·f3)∇ψ· (dψ (X3))

]
= [(∆f3) + 4 f3] dψ (X3)− 2 (X1f3)∇ψX1

(dψ (X3))

− 2 (X2f3)∇ψX2
(dψ (X3))− 2 (X3f3)∇ψX3

(dψ (X3))

= [(∆f3) + 4 f3] dψ (X3)− 4 (X1f3) dψ (X2) .

It then remains to calculate the curvature term of the Jacobi operator. As ψ is horizontally
conformal, it simplifies even further (e.g. [4], (4.8.3)) so that we obtain for any section
V ∈ Γ

(
ψ−1TS2

)
tr RS

2

(V, dψ·) dψ· = 4 RicS
2

(V ) = 4V.

Thus, we conclude for any f2, f3 ∈ C∞
(
S3
)

Jψ (f2 dψ (X2)) = ∆ψ (f2 dψ (X2))− tr RS
2

(f2 dψ (X2) , dψ·) dψ·
= (∆f2) dψ (X2) + 4 (X1f2) dψ (X3) ,

Jψ (f3 dψ (X3)) = ∆ψ (f3 dψ (X3))− tr RS
2

(f3 dψ (X3) , dψ·) dψ·
= (∆f3) dψ (X3)− 4 (X1f3) dψ (X2) .

Summarizing, we have proven
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Lemma 3.1.13. The Jacobi operator Jψ : Γ
(
ψ−1TS2

)
→ Γ

(
ψ−1TS2

)
is determined by

Jψ (f2 dψ (X2)) = (∆f2) dψ (X2) + 4 (X1f2) dψ (X3) ,

Jψ (f3 dψ (X3)) = (∆f3) dψ (X3)− 4 (X1f3) dψ (X2) ,

where f2, f3 ∈ C∞
(
S3
)

are arbitrary functions.

As in the general case we obtain, due to the conformality of i and the decomposition of
Γ
(
ψ−1TS2

)
, a decomposition for the space of sections of φ−1TS3, namely

Γ
(
φ−1TS3

)
=
{
f2 dφ (X2)| f2 ∈ C∞

(
S3
)}
⊕
{
f3 dφ (X3)| f3 ∈ C∞

(
S3
)}

⊕
{
f η ◦ φ| f ∈ C∞

(
S3
)}
,

where η is a unit section of the normal bundle of i
(
S2
)

as a submanifold of S3. In the same

way as in the general case of 3.1.2 we then get for j ∈ {2, 3} and any fj ∈ C∞
(
S3
)

Jφ (fj dφ (Xj)) = di
(
Jψ (fj dψ (Xj))

)
.

Furthermore, also as in the general case, we can assume without loss of generality that
η(x) = ε4 ∈ R4 for any x ∈ i

(
S2
)

so that for any f ∈ C∞
(
S3
)

we obtain

Jφ (f η ◦ φ) =
[
(∆f)− |dψ|2 f

]
η ◦ φ = [(∆f)− 8 f ] η ◦ φ.

Consequently Jφ is completely determined as well.

Lemma 3.1.14. The Jacobi operator Jφ : Γ
(
φ−1TS3

)
→ Γ

(
φ−1TS3

)
is given by

Jφ (f2 dφ (X2)) = (∆f2) dφ (X2) + 4 (X1f2) dφ (X3) ,

Jφ (f3 dφ (X3)) = (∆f3) dφ (X3)− 4 (X1f3) dφ (X2) ,

Jφ (f η ◦ φ) = [(∆f)− 8 f ] η ◦ φ.

For the calculation of the eigenvalues we consider the subspaces

Sφλk := {f2 dφ (X2)|∆f2 = λk f2} ⊕ {f3 dφ (X3)|∆f3 = λk f3} ⊕ {f η ◦ φ|∆f = λk f}

for any k ≥ 0, where λk = k(k + 2) is the k-th eigenvalue of ∆ : C∞
(
S3
)
→ C∞

(
S3
)
.

Since Killing vector fields preserve eigenspaces of ∆, the Jacobi operator Jφ leaves each Sφλk
invariant and we may restrict Jφ to ∪k≥0S

φ
λk

to find its eigenvalues.
However, before explicitly computing the eigenvalues, observe that for the Hopf map the
vertical Laplacian is given by ∆V = −X1X1. Hence, as X1 is Killing, the spectrum of ∆V

can be determined by considering simultaneous eigenfunctions of ∆ and ∆V , i.e. functions
f so that

∆f = λk f and ∆V f = cl f.

This was done by Loubeau and Oniciuc in [58], pp. 5244f. They obtained for each k ≥ 0
eigenvalues

cl = (k − 2l)2, l ∈ {0, . . . , k},

of multiplicity 2(k + 1) except for c k
2

= 0 for even k, which has multiplicity k + 1.

With this we finally have everything to give the proof by explicit computation for the index
and nullity of φ in case p = 3.

Proof. Let us shortly outline the structure of the proof.
We restrict Jφ to Sφλk , recalling that Jφ preserves Sφλk . Running over k ≥ 0, we define an

L2-orthonormal basis of Sφλk , determine the action of Jφ on it and compute the eigenvalues.
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Starting with λ0 = 0 we can define an L2-orthonormal basis of Sφλ0
by

Bφλ0
:=

{
1

2c
dφ (X2) ,

1

2c
dφ (X3) ,

1

c
η ◦ φ

}
,

where c2 := Vol
(
S3
)

= 2π2. The action of Jφ on Bφλ0
is given by0 0 0

0 0 0
0 0 −8

 .

So we have eigenvalues 0 of multiplicity two and -8 of multiplicity one.

Next for λ1 = 3 we get, setting a2 := π2

2 , an L2-orthonormal basis of Sφλ1
by defining

Bφλ1
:=

{
1

2
f1
i dφ (X2)

∣∣∣∣ i = 1, . . . , 4

}
∪
{

1

2
f1
j dφ (X3)

∣∣∣∣ j = 1, . . . , 4

}
∪
{
f1
kη ◦ φ

∣∣ k = 1, . . . , 4
}
,

where f1
i (x) := xi

a . The vector field X1 acts on the f1
i ’s in the following way

X1f
1
1 = −f1

2 , X1f
1
2 = f1

1 , X1f
1
3 = −f1

4 , X1f
1
4 = f1

3

Hence, the action of Jφ on Bφλ1
is given by

3 0 0 0 0 −4 0 0 0 0 0 0
0 3 0 0 4 0 0 0 0 0 0 0
0 0 3 0 0 0 0 −4 0 0 0 0
0 0 0 3 0 0 4 0 0 0 0 0
0 4 0 0 3 0 0 0 0 0 0 0
−4 0 0 0 0 3 0 0 0 0 0 0
0 0 0 4 0 0 3 0 0 0 0 0
0 0 −4 0 0 0 0 3 0 0 0 0
0 0 0 0 0 0 0 0 −5 0 0 0
0 0 0 0 0 0 0 0 0 −5 0 0
0 0 0 0 0 0 0 0 0 0 −5 0
0 0 0 0 0 0 0 0 0 0 0 −5



.

The eigenvalues are −5,−1, 7 each of multiplicity four. Note that at this point we already
have that the index is bounded from below by 9. So, in the rest of the proof we show that
we do not obtain further negative eigenvalues.
As for the case of λ2 = 8, we can define an L2-orthonormal basis of Sφλ2

by

Bφλ2
:=

{
1

2
f2
i dφ (X2)

∣∣∣∣ i = 1, . . . , 9

}
∪
{

1

2
f2
j dφ (X3)

∣∣∣∣ j = 1, . . . , 9

}
∪
{
f2
kη ◦ φ

∣∣ k = 1, . . . , 9
}
,

where for b2 := π2

6

f2
1 (x) :=

1

b
(x1x2 + x3x4) , f2

2 (x) :=
1

b
(x1x2 − x3x4) , f2

3 (x) :=
1

b
(x1x3 + x2x4) ,

f2
4 (x) :=

1

b
(x1x3 − x2x4) , f2

5 (x) :=
1

b
(x1x4 + x2x3) , f2

6 (x) :=
1

b
(x1x4 − x2x3) ,

f2
7 (x) :=

1

2b

(
x2

1 + x2
2 − x2

3 − x2
4

)
, f2

8 (x) :=
1

2b

(
x2

1 − x2
2 + x2

3 − x2
4

)
,

f2
9 (x) :=

1

2b

(
x2

1 − x2
2 − x2

3 + x2
4

)
.
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Applying X1 to the functions f2
i yields

X1f
2
1 = 2f2

8 , X1f
2
2 = 2f2

9 , X1f
2
3 = 0, X1f

2
4 = −2f2

5 , X1f
2
5 = 2f2

4 ,

X1f
2
6 = 0, X1f

2
7 = 0, X1f

2
8 = −2f2

1 , X1f
2
9 = −2f2

2 .

Consider the subspaces

B1 :=

{
1

2
f2

1 dφ (X2) ,
1

2
f2

6 dφ (X2) ,
1

2
f2

8 dφ (X2)

}
∪
{

1

2
f2

1 dφ (X3) ,
1

2
f2

6 dφ (X3) ,
1

2
f2

8 dφ (X3)

}
∪
{
f2

1 η ◦ φ, f2
6 η ◦ φ, f2

8 η ◦ φ
}
,

B2 :=

{
−1

2
f2

9 dφ (X2) ,
1

2
f2

3 dφ (X2) ,
1

2
f2

2 dφ (X2)

}
∪
{
−1

2
f2

9 dφ (X3) ,
1

2
f2

3 dφ (X3) ,
1

2
f2

2 dφ (X3)

}
∪
{
−f2

9 η ◦ φ, f2
3 η ◦ φ, f2

2 η ◦ φ
}
,

B3 :=

{
1

2
f2

4 dφ (X2) ,
1

2
f2

7 dφ (X2) ,−1

2
f2

5 dφ (X2)

}
∪
{

1

2
f2

4 dφ (X3) ,
1

2
f2

7 dφ (X3) ,−1

2
f2

5 dφ (X3)

}
∪
{
f2

4 η ◦ φ, f2
7 η ◦ φ,−f2

5 η ◦ φ
}
.

The action of Jφ spans for each of the three Bk’s the same matrix, namely

8 0 0 0 0 8 0 0 0
0 8 0 0 0 0 0 0 0
0 0 8 −8 0 0 0 0 0
0 0 −8 8 0 0 0 0 0
0 0 0 0 8 0 0 0 0
8 0 0 0 0 8 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


with eigenvalues 0 of multiplicity five, 8 of multiplicity two and 16 of multiplicity two.
Finally, we turn to the case k ≥ 3. We want to show that in this case all eigenvalues of Jφ

restricted to Sφλk are strictly positive. This can be done very similar to the case k ≥ 3 for Jψ

in [58]. For this let V := f2 dφ (X2) + f3 dφ (X3) + fη ◦ φ, where ∆f2 = λkf2, ∆f3 = λkf3

and ∆f = λkf , that is let V ∈ Sφλk be arbitrary. Then we obtain, using the expressions

for the action of Jφ from Lemma 3.1.14, the orthogonality of dφ (X2) , dφ (X3) , η ◦ φ and

|dφ (Xj)|2 = 4 for j ∈ {2, 3},

(
Jφ (V ) , V

)
=

∫
S3

(λkf2 dφ (X2) + 4 (X1f2) dφ (X3) , f2 dφ (X2) + f3 dφ (X3) + fη ◦ φ)

+

∫
S3

(λkf3 dφ (X3)− 4 (X1f3) dφ (X2) , f2 dφ (X2) + f3 dφ (X3) + fη ◦ φ)

+

∫
S3

((λk − 8) fη ◦ φ, f2 dφ (X2) + f3 dφ (X3) + fη ◦ φ)

=

∫
S3

|dφ (X2)|2
(
λk |f2|2 − 4 (X1f3) f2

)
+

∫
S3

|dφ (X3)|2
(
λk |f3|2 + 4 (X1f2) f3

)
+ (λk − 8)

∫
S3

|η ◦ φ|2 |f |2
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= 4λk

∫
S3

(
|f2|2 + |f3|2

)
+ (λk − 8)

∫
S3

|f |2 + 16

∫
S3

(X1f2) f3 − 16

∫
S3

(X1f3) f2.

Applying now that for a Killing vector field X and functions f, f̃ we have∫
S3

(Xf) f̃ = −
∫
S3

f
(
Xf̃
)

as well as that for k ≥ 3 the eigenvalue λk satisfies λk > 8, we can estimate this(
Jφ (V ) , V

)
= 4λk

∫
S3

(
|f2|2 + |f3|2

)
+ (λk − 8)

∫
S3

|f |2 − 32

∫
S3

(X1f3) f2

≥ 4λk

∫
S3

(
|f2|2 + |f3|2

)
− 32

∣∣∣∣∣∣
∫
S3

(X1f3) f2

∣∣∣∣∣∣ .
As we will show at the end of the proof, we obtain, denoting by c the maximum over the
eigenvalues of ∆V , ∣∣∣∣∣∣

∫
S3

(X1f3) f2

∣∣∣∣∣∣ ≤
√
c

2

∫
S3

(
|f2|2 + |f3|2

)
. (3.4)

With this we conclude(
Jφ (V ) , V

)
≥
(
4λk − 16

√
c
) ∫
S3

(
|f2|2 + |f3|2

)
.

Now, recall λk = k(k + 2) and cl = (k − 2l)2 < k2. Using this we find
√
c < k so that

4λk − 16
√
c ≥ 4k2 − 8k = 4k(k − 2) > 0

for any k ≥ 3. Consequently, restricted to Sφλk with k ≥ 3, the Jacobi operator Jφ can only
have positive eigenvalues, which shows the claim.

It remains to prove (3.4). For this let
{
fk1 , . . . , f

k
mλk

}
be an L2-orthonormal basis of the k-th

eigenspace of ∆ so that ∆V fki = cif
k
i for any i = 1, . . . ,mλk . Then there exist coefficients

a1, . . . , amλk such that f3 =
∑mλk
i=1 aif

k
i . Hence, we have ∆V f3 =

∑mλk
i=1 aicif

k
i . Upon

recalling that for the Hopf map the vertical Laplacian is given by ∆V = −X1X1 we get,
expanding f3 in the fki ,∫

S3

(X1f3)
2

=

∫
S3

(
∆V f3

)
f3 =

mλk∑
i,j=1

∫
S3

aiciajf
k
i f

k
j =

mλk∑
i,j=1

aiciajδij

=

mλk∑
i=1

ci (ai)
2 ≤ max{c1, . . . , cmλk }

mλk∑
i=1

(ai)
2 ≤ c

∫
S3

|f3|2 .

This and the Cauchy-Schwarz inequality then imply∣∣∣∣∣∣
∫
S3

(X1f3) f2

∣∣∣∣∣∣ ≤
∫
S3

(X1f3)
2

 1
2
∫
S3

|f2|2
 1

2

≤
√
c

∫
S3

|f3|2
 1

2
∫
S3

|f2|2
 1

2

≤
√
c

2

∫
S3

(
|f2|2 + |f3|2

)
,
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which shows the claimed estimate (3.4) and finishes the proof.

3.1.4 Composition with conformal transformation of S2

Continuing to denote by ψ : S3 → S2 the Hopf map, as defined at the beginning of 3.1.3,
we will now see that, with the same approach as for computing the Jacobi operator of
the composition of ψ with the canonical inclusion map i as well as employing ideas from
[57], we can also calculate the Jacobi operator of the composition of ψ with a conformal
transformation of S2.
This is of particular interest as Baird and Wood showed (e.g. [4], Thm. 6.7.7) that any
non-constant, globally defined harmonic morphism S3 → S2 is given, up to isometry of S3,
by the composition of the Hopf map with a weakly conformal map S2 → S2. This means
that being able to deduce the index of ψ composed with a conformal transformation of S2

from the index of the Hopf map ψ would enable us to compute the index of any submersive
harmonic morphism from the round S3 into the round S2.
For this, let v : S2 → S2 denote an arbitrary but fixed conformal map and ξ := v ◦ ψ :
S3 → S2. Furthermore, we continue to let {X1, X2, X3} denote the Killing frame on S3

defined in Lemma 3.1.9 such that the space of sections of ψ−1TS2 decomposes as

Γ
(
ψ−1TS2

)
=
{
f2 dψ (X2)| f2 ∈ C∞

(
S3
)}
⊕
{
f3 dψ (X3)| f3 ∈ C∞

(
S3
)}
.

Then, the conformality of v yields a decomposition for the sections of ξ−1TS2 as

Γ
(
ξ−1TS2

)
=
{
f2 dξ (X2)| f2 ∈ C∞

(
S3
)}
⊕
{
f3 dξ (X3)| f3 ∈ C∞

(
S3
)}
.

As a result, to determine Jξ : Γ
(
ξ−1TS2

)
→ Γ

(
ξ−1TS2

)
it suffices to compute

Jξ (f2 dξ (X2)) and Jξ (f3 dξ (X3)) for arbitrary f2, f3 ∈ C∞
(
S3
)
. So let j ∈ {2, 3} and

k ∈ {1, 2, 3}. Then we find

∇ξXk (dξ (Xj)) = ∇dv (dψ (Xk) , dψ (Xj)) + dv
(
∇ψXk (dψ (Xj))

)
.

Differentiating again, the second covariant derivative is given by

∇ξXk∇
ξ
Xk

(dξ (Xj)) =∇ξXk [∇dv (dψ (Xk) , dψ (Xj))] +∇ξXk
[
dv
(
∇ψXk (dψ (Xj))

)]
=∇ξXk [∇dv (dψ (Xk) , dψ (Xj))] +∇dv

(
dψ (Xk) ,∇ψXk (dψ (Xj))

)
+ dv

(
∇ψXk∇

ψ
Xk

(dψ (Xj))
)

=∇ξXk [∇dv (dψ (Xk) , dψ (Xj))] +∇dv (dψ (Xk) ,∇dψ (Xk, Xj))

+∇dv (dψ (Xk) , dψ (∇XkXj)) + dv
(
∇ψXk∇

ψ
Xk

(dψ (Xj))
)
.

Therefore the pull-back Laplacian of dξ (Xj) can be expressed as

∆ξ (dξ (Xj)) = −
3∑
k=1

∇ξXk∇
ξ
Xk

(dξ (Xj))

= −
3∑
k=1

[
∇ξXk [∇dv (dψ (Xk) , dψ (Xj))] +∇dv (dψ (Xk) ,∇dψ (Xk, Xj))

]
−

3∑
k=1

∇dv (dψ (Xk) , dψ (∇XkXj)) + dv
(
∆ψ (dψ (Xj))

)
.

(3.5)

Let us continue the calculation with j = 2, the case j = 3 can be done analogously.
First we have, using the properties of the Killing frame as well as the computations for the
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second fundamental form of ψ with respect to the Xk’s,

3∑
k=1

∇dv (dψ (Xk) ,∇dψ (Xk, X2)) = ∇dv (dψ (X1) ,∇dψ (X1, X2))

+ ∇dv (dψ (X2) ,∇dψ (X2, X2)) +∇dv (dψ (X3) ,∇dψ (X3, X2)) = 0.

(3.6)

Second we get

3∑
k=1

∇dv (dψ (Xk) , dψ (∇XkX2)) = ∇dv (dψ (X1) , dψ (∇X1
X2))

+∇dv (dψ (X2) , dψ (∇X2X2)) +∇dv (dψ (X3) , dψ (∇X3X2))

=∇dv (dψ (X3) , dψ (X1)) = 0.

(3.7)

Moreover, for ψ we have already seen ∆ψ (dψ (Xj)) = 4 dψ (Xj) in 3.1.3, so it remains to
compute the first term on the right-hand side of (3.5).
Since the second fundamental form is symmetric, we obtain

∇ξXk [∇dv (dψ (Xk) , dψ (X2))] = ∇ξXk [∇dv (dψ (X2) , dψ (Xk))]

=∇ξXk
[
∇ξX2

(dξ (Xk))− dv
(
∇ψX2

(dψ (Xk))
)]

=∇ξXk∇
ξ
X2

(dξ (Xk))−∇dv
(
dψ (Xk) ,∇ψX2

(dψ (Xk))
)
− dv

(
∇ψXk∇

ψ
X2

(dψ (Xk))
)

=∇ξXk∇
ξ
X2

(dξ (Xk))−∇dv (dψ (Xk) ,∇dψ (X2, Xk))−∇dv (dψ (Xk) , dψ (∇X2
Xk))

− dv
(
∇ψXk∇

ψ
X2

(dψ (Xk))
)
.

Using again the symmetry of ∇dψ as well as ∇XjXk = −∇XkXj , we have already calculated
in (3.6) and (3.7) that the second and third term on the right-hand side vanish for each
k ∈ {1, 2, 3}. Consequently, we find

∇ξXk [∇dv (dψ (Xk) , dψ (X2))] = ∇ξXk∇
ξ
X2

(dξ (Xk))− dv
(
∇ψXk∇

ψ
X2

(dψ (Xk))
)

=∇ξX2
∇ξXk (dξ (Xk)) +∇ξ[Xk,X2] (dξ (Xk)) +Rξ (Xk, X2) dξ (Xk)

− dv
(
∇ψX2
∇ψXk (dψ (Xk)) +∇ψ[Xk,X2] (dψ (Xk)) +Rψ (Xk, X2) dψ (Xk)

)
=∇ξX2

[∇dξ (Xk, Xk)]− dv
(
∇ψX2

[∇dψ (Xk, Xk)]
)

+∇dv (dψ ([Xk, X2]) , dψ (Xk))

+Rξ (Xk, X2) dξ (Xk)− dv
(
Rψ (Xk, X2) dψ (Xk)

)
.

(3.8)

Since v is conformal we can compare the curvature terms for ξ and ψ, using that ξ and ψ
take values in a round sphere,

Rξ (Xk, X2) dξ (Xk) = (dξ (X2) , dξ (Xk)) dξ (Xk)− |dξ (Xk)|2 dξ (X2)

= Λ (dψ (X2) , dψ (Xk)) dξ (Xk)− Λ |dψ (Xk)|2 dξ (X2)

= Λ dv
(

(dψ (X2) , dψ (Xk)) dψ (Xk)− |dψ (Xk)|2 dψ (X2)
)

= Λ dv
(
Rψ (Xk, X2) dψ (Xk)

)
,

(3.9)

where Λ denotes the square dilation, i.e. the squared conformality factor, of v. Putting this
back into (3.8) yields

∇ξXk [∇dv (dψ (Xk) , dψ (X2))] =∇ξX2
[∇dξ (Xk, Xk)]− dv

(
∇ψX2

[∇dψ (Xk, Xk)]
)

+∇dv (dψ ([Xk, X2]) , dψ (Xk))
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+ (Λ− 1) dv
(
Rψ (Xk, X2) dψ (Xk)

)
.

As both ξ and ψ are harmonic, ξ due to the composition of harmonic morphisms being
again a harmonic morphism (e.g. [4], Prop. 4.1.3 (i)), summing over k gives us, using the
description of the curvature tensor Rψ in (3.9),

3∑
k=1

∇ξXk [∇dv (dψ (Xk) , dψ (X2))] = ∇ξX2
[tr ∇dξ]− dv

(
∇ψX2

[tr ∇dψ]
)

+∇dv (dψ ([X1, X2]) , dψ (X1)) +∇dv (dψ ([X2, X2]) , dψ (X2))

+∇dv (dψ ([X3, X2]) , dψ (X3)) + (Λ− 1) dv
(
Rψ (X1, X2) dψ (X1)

)
+ (Λ− 1) dv

(
Rψ (X2, X2) dψ (X2)

)
+ (Λ− 1) dv

(
Rψ (X3, X2) dψ (X3)

)
= 2∇dv (dψ (X1) , dψ (X3)) + (1− Λ) dv

(
|dψ (X3)|2 dψ (X2)

)
= 4 (1− Λ) dξ (X2) .

(3.10)

Inserting (3.6),(3.7) and (3.10) into the expression (3.5) for the pull-back Laplacian, we end
up with

∆ξ (dξ (X2)) = 4 (Λ− 1) dξ (X2) + 4 dv (dψ (X2)) = 4 Λ dξ (X2) . (3.11)

Note that this is not surprising as this merely means that the induced Laplacian scales
under composition with a conformal map. A very similar calculation for j = 3 therefore also
results in

∆ξ (dξ (X3)) = 4 Λ dξ (X3) . (3.12)

Turning now to the calculation of ∆ξ on the span of dξ (X2), we take an arbitrary function
f2 ∈ C∞

(
S3
)
. Then, we get

∆ξ (f2 dξ (X2)) = (∆f2) dξ (X2) + f2∆ξ (dξ (X2))− 2 tr
[
(∇·f2)∇ξ· (dξ (X2))

]
= [∆f2 + 4 Λ f2] dξ (X2)− 2 (X1f2)∇ξX1

(dξ (X2))

− 2 (X2f2)∇ξX2
(dξ (X2))− 2 (X3f2)∇ξX3

(dξ (X2)) .

Recall that we have computed for an arbitrary k ∈ {1, 2, 3}

∇ξXk (dξ (X2)) =∇dv (dψ (Xk) , dψ (X2)) + dv
(
∇ψXk (dψ (X2))

)
=∇dv (dψ (Xk) , dψ (X2)) + dv (∇dψ (Xk, X2)) + dξ (∇XkX2) .

So, the individual values for k ∈ {1, 2, 3} are

(1) ∇ξX1
(dξ (X2)) = −2 dξ (X3),

(2) ∇ξX2
(dξ (X2)) = ∇dv (dψ (X2) , dψ (X2)),

(3) ∇ξX3
(dξ (X2)) = ∇dv (dψ (X3) , dψ (X2)).

Thus, we conclude that the pull-back Laplacian of f2 dξ (X2) is given by

∆ξ (f2 dξ (X2)) = [∆f2 + 4 Λ f2] dξ (X2) + 4 (X1f2) dξ (X3)

− 2 (X2f2)∇dv (dψ (X2) , dψ (X2))− 2 (X3f2)∇dv (dψ (X2) , dψ (X3)) .

(3.13)

As for the case j = 3, we find

(1) ∇ξX1
(dξ (X3)) = 2 dξ (X2),

(2) ∇ξX2
(dξ (X3)) = ∇dv (dψ (X2) , dψ (X3)),

(3) ∇ξX3
(dξ (X3)) = ∇dv (dψ (X3) , dψ (X3))
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so that we obtain in a similar fashion as for j = 2 for any function f3 ∈ C∞
(
S3
)

∆ξ (f3 dξ (X3)) = [∆f3 + 4 Λ f3] dξ (X3)− 4 (X1f3) dξ (X2)

− 2 (X2f3)∇dv (dψ (X2) , dψ (X3))− 2 (X3f3)∇dv (dψ (X3) , dψ (X3))

= [∆f3 + 4 Λ f3] dξ (X3)− 4 (X1f3) dξ (X2)

− 2 (X2f3)∇dv (dψ (X2) , dψ (X3)) + 2 (X3f3)∇dv (dψ (X2) , dψ (X2)) ,

(3.14)

where in the second equality we used the harmonicity of v as well as the surjectivity of ψ.
In order to determine Jξ it therefore remains to compute the curvature term appearing in
the Jacobi operator. Since ξ is horizontally conformal with square dilation 4 Λ, this term
simplifies so that we have for both j ∈ {2, 3}

tr RS
2

(dξ (Xj) , dξ·) dξ· = 4 Λ RicS
2

(dξ (Xj)) = 4 Λ dξ (Xj) . (3.15)

Hence, combining (3.15) with (3.13) and (3.14), we find Jξ to be given by

Jξ (f2 dξ (X2)) = (∆f2) dξ (X2) + 4 (X1f2) dξ (X3)

− 2 (X2f2)∇dv (dψ (X2) , dψ (X2))− 2 (X3f2)∇dv (dψ (X2) , dψ (X3)) ,

Jξ (f3 dξ (X3)) = (∆f3) dξ (X3)− 4 (X1f3) dξ (X2)

− 2 (X2f3)∇dv (dψ (X2) , dψ (X3)) + 2 (X3f3)∇dv (dψ (X2) , dψ (X2)) .

All in all, recalling the Jacobi operator Jψ of the Hopf map from Lemma 3.1.13, we have
shown

Lemma 3.1.15. Let ψ : S3 → S2 be the Hopf map, v : S2 → S2 be a conformal transfor-
mation of S2 and ξ := v ◦ ψ : S3 → S2. Then, the Jacobi operator of ξ is determined for
any f2, f3 ∈ C∞

(
S3
)

by

Jξ (f2 dξ (X2)) = dv
(
Jψ (f2 dψ (X2))

)
− 2 (X2f2)∇dv (dψ (X2) , dψ (X2))

− 2 (X3f2)∇dv (dψ (X2) , dψ (X3)) ,

Jξ (f3 dξ (X3)) = dv
(
Jψ (f3 dψ (X3))

)
− 2 (X2f3)∇dv (dψ (X2) , dψ (X3))

+ 2 (X3f3)∇dv (dψ (X2) , dψ (X2)) .

Due to the additional terms containing the second fundamental form of v we unfortunately
cannot easily determine the eigenvalues of Jξ in this generality. In light of Lemma A.2.1,
part (1) these additional terms vanish in the case that v is horizontally homothetic since
the dψ (Xj) , j ∈ {2, 3}, are horizontal vector fields with respect to v. However, we have
ker dv = {0} so that v being horizontally homothetic is equivalent to v being a homothety
of S2, that is v having constant dilation. Furthermore, every homothety of S2 is already an
isometry (e.g. [42]).
From all of this as well as Baird and Wood’s classification of harmonic morphisms S3 → S2

we can conclude that, up to isometries of S3 and S2, the only globally defined, submersive,
horizontally homothetic harmonic morphism S3 → S2 is the Hopf map ψ : S3 → S2. Note
that this is a special case of Thm. 2.5 in [64]. In particular the index of any such harmonic
morphism behaves as the index of ψ under composition with i : S2 → Sp.
Therefore we can summarize this special case as follows

Corollary 3.1.16. Let ξ : S3 → S2 be a globally defined, submersive, horizontally homo-
thetic harmonic morphism. Then, ξ = v ◦ ψ ◦ Φ, where Φ : S3 → S3 and v : S2 → S2

are isometries and ψ : S3 → S2 is the Hopf map. Moreover, the Jacobi operator of ξ is
determined by

Jξ (fj dξ (Xj)) = dv
(
Jψ (fj dψ (Xj))

)
for j ∈ {2, 3} and any function fj ∈ C∞

(
S3
)
. Furthermore, the spectra of Jξ and Jψ

coincide. In particular, letting i : S2 → Sp, p ≥ 3, denote the canonical inclusion map, we
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find
ind (i ◦ ξ) > ind (ξ) = ind (ψ) = 4.

Remark 3.1.17. Since dψ (X2) and dψ (X3) are horizontal vector fields with respect to v on
ψ
(
S3
)

= S2, we can give a more explicit description of the second fundamental form terms
using Lemma A.2.1 part (a), namely

∇dv (dψ (X2) , dψ (X2)) = 2 (dψ (X2)) (lnλ) dξ (X2)− |dψ (X2)|2 dv (∇ lnλ)

= (dψ (X2)) (lnλ) dξ (X2)− (dψ (X3)) (lnλ) dξ (X3) ,

∇dv (dψ (X2) , dψ (X3)) = (dψ (X2)) (lnλ) dξ (X3) + (dψ (X3)) (lnλ) dξ (X2) ,

where λ denotes the conformality factor of v.
Therefore the determining expressions for the Jacobi operator Jξ now read

Jξ (f2 dξ (X2)) = [∆f2 − 2 (dψ (X2)) (lnλ) (X2f2)− 2 (dψ (X3)) (lnλ) (X3f2)] dξ (X2)

+ [4 (X1f2) + 2 (dψ (X3)) (lnλ) (X2f2)− 2 (dψ (X2)) (lnλ) (X3f2)] dξ (X3) ,

Jξ (f3 dξ (X3)) = [∆f3 − 2 (dψ (X2)) (lnλ) (X2f3)− 2 (dψ (X3)) (lnλ) (X3f3)] dξ (X3)

− [4 (X1f3) + 2 (dψ (X3)) (lnλ) (X2f3)− 2 (dψ (X2)) (lnλ) (X3f3)] dξ (X2) .

3.1.5 Index and nullity of harmonic submersions M1 → N1

Among the round spheres only S1, S3 and S7 admit a global Killing frame (e.g. [22]) and
we have already discussed the case of the Hopf map S3 → S2, so now we consider the Hopf
map ψ : S1 → S1, which is for any x = (x1, x2) ∈ S1 given by

ψ(x) =
(
x2

1 − x2
2, 2x1x2

)
.

It is easy to see that ψ is a harmonic Riemannian submersion up to scale with dilation 2.
In the following we can however consider any smooth, harmonic submersion ψ :

(
M1, g

)
→(

N1, h
)

between one-dimensional, compact, connected, smooth Riemannian manifolds M
and N . As a submersion between equidimensional manifolds ψ is also an immersion. In
particular we have at every point x ∈M

Vx = {0} and Hx = TxM \ {0}.

As we did for S3 we introduce a global Killing frame on M , which is then immediately
horizontal.

Lemma 3.1.18. Let M1 be as above and suppose in addition that it admits a non-vanishing
unit vector field X.
Then {X} is a global Killing frame on M and in particular ∇XX = 0.

Proof. First, as X is taken to be non-vanishing and M is one-dimensional, {X} is a frame
on M . Further, due to X being of unit length we find

0 = ∇X (g (X,X)) = 2 g (∇XX,X) .

Since {X} is a frame on M this immediately yields ∇XX = 0. Finally, for the Killing
condition we take arbitrary vector fields Y,Z on M . Then there exist functions fY , fZ on
M so that Y = fYX and Z = fZX. Therefore, we obtain

g (∇YX,Z) + g (Y,∇ZX) = 2 fY fZg (X,∇XX) = 0,

which verifies the Killing condition for X, i.e. shows that X is a Killing vector field. This
together with {X} being a frame on M implies that {X} is indeed a Killing frame on M .

As the vertical spaces with respect to ψ consist only of {0} we find for the sections of ψ−1TN

Γ
(
ψ−1TN1

)
=
{
f dψ (X)| f ∈ C∞

(
M1
)}
.
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Now since ψ is harmonic we have

∇ψX (dψ (X)) = ∇dψ (X,X) + dψ (∇XX) = 0.

Hence, for the induced Laplacian of dψ (X) we get

∆ψ (dψ (X)) = −∇ψX∇
ψ
X (dψ (X)) = 0.

So, given any function f ∈ C∞ (M), we obtain

∆ψ (f dψ (X)) = (∆f) dψ (X) + f ∆ψ (dψ (X))− 2 (Xf)∇ψX (dψ (X)) = (∆f) dψ (X) .

As any one-dimensional Riemannian manifold is flat, the curvature term vanishes so that
we conclude

Jψ (f dψ (X)) = ∆ψ (f dψ (X))−RN
1

(f dψ (X) , dψ (X)) dψ (X) = (∆f) dψ (X) .

From this it is evident that any eigensection of Jψ is contained in ∪k≥0Sλk , where

Sλk := {f dψ (X)|∆f = λk f} .

As M was taken to be compact and connected we have λ0 = 0 with multiplicity one as well
as λk > 0 for any k ≥ 1. So, we have proven

Theorem 3.1.19. Let (M, g) and (N,h) be one-dimensional, compact, connected, smooth
Riemannian manifolds so that M admits a non-vanishing unit vector field X and let ψ :
M → N be any smooth, harmonic submersion. Then the Jacobi operator of ψ is determined
by

Jψ (f dψ (X)) = (∆f) dψ (X) , f ∈ C∞ (M) .

Consequently, the spectrum of Jψ coincides with the spectrum of ∆ : C∞ (M)→ C∞ (M).
In particular, ind (ψ) = 0 and null (ψ) = 1.

Returning to the example of the first Hopf map S1 → S1, we note that we can take as
the non-vanishing unit vector field X(x) := (x2,−x1) as well as that the spectrum of ∆ on
C∞

(
S1
)

is known, namely λk = k2 for k ≥ 0, so that we get in this case for each k ≥ 0 and
for any V ∈ Sλk

Jψ (V ) = λk V = k2V.

Regarding the result of the general case Corollary 3.1.4, let us remark that for i : S1 →
Sp, p ≥ 2, the canonical inclusion map and φ := i ◦ψ : S1 → Sp we obtain for Jφ (counting
with multiplicity) additional eigenvalues

{
k2 − 4

∣∣ k ≥ 0
}

of multiplicity (p − 1) mult
(
k2
)
.

Therefore we can conclude for index and nullity that ind (φ) = 3p− 3 and null (φ) = 2p− 1.

3.2 Classification of harmonic morphisms

In this section we address by means of an example both the question of the possible indices
of harmonic morphisms and the question of the relevance of maps into lower-dimensional
submanifolds.
The goal of this section is to describe for n ≥ 3 harmonic morphisms from round Sn into
immersed submanifolds of round Sn arising from non-constant, smooth maps u : (Sn, can)→
(Sn, can) of constant rank, in particular those of low index, that is of index n+ 1.
From this we see that harmonic morphisms on round spheres do not necessarily need to be
of lowest possible index.

Preliminaries and Notation

We start by elaborating on the construction of harmonic morphisms from smooth maps of
constant rank.
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Classification of harmonic morphisms

Given a non-constant, globally defined, smooth map u : (Sn, can)→ (Sn, can) , n ≥ 3, from
the round n-sphere into itself of constant rank k, it can be shown that as a consequence
of the constant rank theorem and smooth immersions being local embeddings (e.g. [48] for
both) k ≤ n and the image N := u (Sn) is also the image of a smooth immersion i : Z → Sn.
In case this smooth immersion i : Z → Sn with image i (Z) = N = u (Sn) is also injective,
N is an immersed submanifold of Sn and thus inherits a Riemannian metric g from restriction
of the round metric on Sn since for any x ∈ N we then have TxN ⊆ TxSn.
This is for example the case when u is injective since then by the global rank theorem (e.g.
[48], Thm. 4.14) u is itself a smooth, injective immersion. In that particular case the only
possibility for constant rank is rank n.
With that much as motivation we assume from now on that N is an immersed submanifold
of Sn and that it is equipped with the inherited metric g that we just described. Moreover,
we also suppose from now on that u : (Sn, can) →

(
Nk, g

)
is a harmonic morphism. Note

that, due to u being non-constant and of constant rank, u does not have any critical point
so that u is actually horizontally conformal.
For brevity we will throughout this section refer to non-constant, smooth maps u : Sn →
Sn, n ≥ 3, of constant rank k with image N := u (Sn) such that u : (Sn, can) →

(
Nk, g

)
is a harmonic morphism, where N is an immersed submanifold of Sn endowed with the
inherited metric g, as harmonic morphisms u : Sn → Nk ⊆ Sn of constant rank k.
To describe these maps we treat the cases of different constant rank separately.

Case k = 1

First we consider the case of rank one. As any smooth map into an one-dimensional Rie-
mannian manifold is horizontally weakly conformal (e.g. [4], Ex. 2.4.9), every smooth,
harmonic map u : Sn → N1 ⊂ Sn of constant rank one is a harmonic morphism of con-
stant rank one. So we can equivalently treat smooth, harmonic maps u : Sn → N1 ⊂ Sn

of constant rank one, i.e. in the construction above we can replace the assumption that
u : (Sn, can)→

(
N1, g

)
is a harmonic morphism by assuming just that it is harmonic.

However, as we will see now, such maps do not exist and therefore this case cannot occur.
To this end we consider, using the method of [18], the Bochner identity (e.g. [26]) for an
arbitrary smooth, harmonic map u : Sn → N1 with respect to any orthonormal frame
{e1, . . . , en}, namely

1

2
∆
(
|du|2

)
= − |∇du|2 +

n∑
i,j=1

g
(
RN (du (ei) , du (ej)) du (ei) , du (ej)

)
−

n∑
i=1

g
(
du
(

RicS
n

(ei)
)
, du (ei)

)
.

Due to the flatness of one-dimensional Riemannian manifolds the second term on the right-
hand side vanishes, and as round spheres Sn are well-known to be Einstein manifolds with
Einstein constant n − 1 the third term on the right-hand side reduces to −(n − 1)|du|2.
Integrating the resulting

1

2
∆
(
|du|2

)
= − |∇du|2 − (n− 1) |du|2

over Sn yields, as ∆ = −div (∇) and Sn is without boundary,∫
Sn

|∇du|2 = −(n− 1)

∫
Sn

|du|2 ,

which for n ≥ 3 can only be true if |∇du|2 = |du|2 = 0 at every point x ∈ Sn and so if u is
constant. This shows that there cannot be smooth, harmonic maps u : Sn → N1 ⊂ Sn of
constant rank one.
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Case k = n

Now for the maximal rank case we first prove that any harmonic morphism u : Sn → Nn ⊆
Sn of constant rank n is a diffeomorphism of Sn. In fact, this holds true for any smooth
immersion between simply connected, equidimensional, compact, smooth Riemannian man-
ifolds.

Lemma 3.2.1. Let f : M → N be a smooth immersion between smooth, n-dimensional,
compact, simply connected Riemannian manifolds for any n ≥ 2. Then f is a diffeomor-
phism.

Proof. Since f is an immersion, we have that dfx is injective for any x ∈ M and non-zero.
As dim (M) = dim (N) = n, this yields that dfx is also surjective. Since immersions are also
locally injective and M and N are equidimensional, the invariance of domain theorem ([12])
gives us that f must also be an open map. This implies that f is a local diffeomorphism.
Thus, to obtain that f is a global diffeomorphism it remains to show that f is bijective.
For this, we first look at surjectivity. Since we assumed M to be compact and f to be
smooth, the image f(M) is compact as well and, as N is Hausdorff, also closed in N . As we
have seen, f is an open map, therefore f(M) must be open as well. Hence, as N is connected
and f(M) 6= ∅, we must have f(M) = N , which proves surjectivity.
Moreover, due to the continuity of f and the compactness of M , we have that f is proper,
i.e. for every compact K ⊆ N the preimage f−1(K) ⊆M is compact.
This together with f being surjective and a local homeomorphism between compact Haus-
dorff spaces implies that f is a covering map ([37], Lem. 2). As such the simple connectedness
of N yields that f is also globally injective (e.g. [47], Cor. 11.33).
Combining all of the above then gives us that f : Mn → Nn is a diffeomorphism.

As no harmonicity or conformality was assumed in Lemma 3.2.1 and in our discussion
u : Sn → Sn was taken to be a smooth map of constant rank n, which implies that
u : Sn → Sn is a smooth immersion, this applies to our harmonic morphisms of constant
rank n. As a result it remains to determine the submersive harmonic morphisms from round
Sn onto itself.
This is now an easy task since Fuglede and Ishihara characterized harmonic morphisms
between equidimensional manifolds.

Proposition 3.2.2. ([32, 44])
A smooth map φ : Mm → Nm between Riemannian manifolds of equal dimension strictly
larger than two is a harmonic morphism if and only if it is constant or homothetic.

In the case of manifolds which are not locally flat, i.e. which have non-vanishing Riemann
curvature tensor, the class of harmonic morphisms narrows down even further.

Lemma 3.2.3. ([42])
Let M be a complete and connected Riemannian manifold, which is not locally flat. Then
every homothety of M is an isometry of M .

Summarizing, we have found that any harmonic morphism u : Sn → Nn ⊆ Sn of constant
rank n must be an isometry of Sn.

Cases 1 < k < n

For the remaining cases 1 < k < n we unfortunately cannot give a description in this
generality. However, for n = 3 we can describe the case k = 2 due to the following Bernstein
theorem by Baird and Wood.

Theorem 3.2.4. ([4], Thm. 6.7.7)
Let u : S3 → N2 be a globally defined, non-constant harmonic morphism from the Euclidean
3-sphere to a conformal surface. Then, up to isometry of S3, u = v ◦ψ, where ψ : S3 → S2

is the Hopf fibration and v : S2 → N2 is a weakly conformal map.
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Remark 3.2.5. ([4], Rem. 6.7.8)
The weakly conformal map v is surjective and N2 is conformally equivalent to S2 or RP 2.
If N2 is oriented, then it is conformally equivalent to the Riemann sphere S2 and we can
take v to be holomorphic.

As for the harmonic morphisms u : S3 → N2 ⊂ S3 of constant rank two the image N2

admits conformal structure determined by the metric g, we can apply the result of Baird
and Wood directly. Even more so, as in our case u : S3 → N2 is of constant rank two by
assumption, u has no critical point. But this means that neither can v : S2 → N2 in the
decomposition of u have a critical point, so that it is in fact a conformal map and not just
a weakly conformal map.
In the case of general n ≥ 3 we can consider the case where Nk = Sk, that is where the
image N is a k-sphere for 1 < k < n. Then we can use the results of 3.1.2 to exclude these
cases as candidates for low index maps Sn → Sn.
To be precise, as sketched at the beginning of section 3.1, suppose that u : Sn → Sk is a har-
monic Riemannian submersion up to scale. Then, Corollary 3.1.4 implies ind (i ◦ u) > ind(u)
with i : Sk → Sn the canonical inclusion map. Further, from El Soufi’s index bound we
know both ind (i ◦ u) ≥ n+ 1 and ind(u) ≥ n+ 1. So, if i ◦u were to be of low index, that is
of index n + 1, then by 3.1.4 we would need u to be of index at most n, which contradicts
the El Soufi bound.
Consequently, if we restrict to totally geodesic images Nk and harmonic Riemannian sub-
mersions up to scale u : Sn → Nk ⊆ Sn, then the cases k ∈ {2, . . . , n − 1} do not lead to
low index maps Sn → Sn.

Classification of harmonic morphisms

Having discussed the different cases of constant rank, we can now summarize what we have
found. First, for n = 3 we obtained a complete description of all harmonic morphisms
u : S3 → Nk ⊆ S3 of constant rank.

Theorem 3.2.6. Let u :
(
S3, can

)
→
(
S3, can

)
be a non-constant, smooth map of constant

rank k. Suppose that its image N := u
(
S3
)

is an immersed submanifold of S3 and endow

it with the inherited metric g. Assume further that u :
(
S3, can

)
→ (N, g) is a harmonic

morphism. Then, k ∈ {2, 3} and u is given as follows

(a) For k = 2 there exist an isometry Φ : S3 → S3 and a conformal, surjective map
v : S2 → N2 so that u = v ◦ψ ◦Φ, where ψ : S3 → S2 is the Hopf map. Moreover, N2

is conformally equivalent to S2 or RP 2, and we obtain ind (u) ≥ 4.

(b) For k = 3 we find N3 = S3 and that u : S3 → S3 is an isometry. In particular,
ind (u) = 4.

Proof. The only assertions in 3.2.6 we haven’t proven yet are those on the index of u. In
the case k = 2 this is simply El Soufi’s bound, and in the case k = 3 this follows from the
fact that isometries preserve the index so that the index of u is equal to the index of the
identity map of S3, which is equal to four.

Second, for general n ≥ 3 we can determine the harmonic morphisms u : Sn → Nk ⊆ Sn

of constant rank with constant conformality factor and totally geodesic N that are of low
index by applying Corollary 3.1.4.

Theorem 3.2.7. Let u : (Sn, can) → (Sn, can) , n ≥ 3, be a non-constant, smooth map
of constant rank k. Let N denote the image u (Sn), suppose that N is a totally geodesic
immersed submanifold of Sn and endow it with the inherited metric g.
Assume that u : (Sn, can) →

(
Nk, g

)
is a harmonic Riemannian submersion up to scale

with ind (i ◦ u) ≤ n+ 1, where i : Nk → Sn denotes the canonical inclusion map.
Then, we have ind (i ◦ u) = n+ 1 and u is an isometry of Sn.
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Proof. The assertion ind (i ◦ u) = n + 1 follows immediately from El Soufi’s index bound
and the assumption that i ◦ u is of index at most n+ 1.
Furthermore we have seen that for k = 1 there are no harmonic morphisms Sn → N1 ⊂ Sn
of constant rank one. Moreover, in the discussion of the cases 1 < k < n we found that
these cases do not contribute to low index maps Sn → Sn. Hence, the only possible case
is k = n. There we saw that u must be an isometry of Sn, in particular i is then just the
identity. As the index is invariant under composition with isometries, we have

ind (i ◦ u) = ind (u) = ind (idSn) = n+ 1.

Therefore, any such harmonic morphism of constant rank with low index is an isometry of
Sn.

3.3 Harmonic maps on manifolds with the Killing prop-
erty

In the first part of this section we consider the question regarding El Soufi-type index bounds
for smooth, harmonic maps on manifolds which are not round spheres. In fact, we provide
such index bounds for smooth, harmonic maps from simply connected Riemannian manifolds
admitting a Killing frame into round spheres of dimension at least two.
In the second part of the section, restricting to the two-sphere as codomain, we can give a
positive answer to whether any low index harmonic map must be a harmonic morphism in
this particular setting. Here, low index will refer to the El Soufi-type bound proven in the
first part of this section.
For this we generalize the approach of Rivière ([65]), however contrary to [65] we cannot give
an explicit description of the low index harmonic maps. In [65] this description was possible
due to the characterization of harmonic morphisms S3 → S2 by Baird and Wood. In our
case there does not exist such a characterization of harmonic morphisms from Riemannian
manifolds admitting a Killing frame into the round S2.

3.3.1 Preliminaries

First, we recall some results on Killing frames as well as on Riemannian manifolds admitting
a global Killing frame.
In accordance with D’Atri and Nickerson (cf. [22]) we say that a Riemannian manifold
(Mn, g) has the Killing property if on a neighborhood of every x ∈ M there exists an
orthonormal frame consisting of Killing vector fields, called a local Killing frame. In this
section such a frame will always be denoted by {e1, . . . , en}.
Supposing that (M, g) has the Killing property gives us constraints on the geometry of M
as it implies (cf. [22]) that M is locally Riemannian symmetric. Thus, there exists for
each x ∈M an open neighborhood which is isometric to an open neighborhood of a simply
connected Riemannian symmetric space M̃ .
Then, as argued in [22], M̃ has the global Killing property, that is M̃ admits a global Killing
frame.
As we want to study in the following sphere-valued smooth, harmonic maps on Riemannian
manifolds with the Killing property and harmonicity is a local property, we only consider
simply connected domain manifolds with the Killing property.
To describe such manifolds further we recall the Riemannian product decomposition of a
simply connected Riemannian symmetric space mentioned in the introduction.

Theorem 3.3.1. ([74], Thm. 8.3.8)
Let M be a simply connected Riemannian symmetric space. There exists a Riemannian
product decomposition

M = M0 ×M1 × . . .×Mm,

which is unique up to permutation of the M1, . . . ,Mm, where M0 is a Euclidean space and
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each Mµ, µ ∈ {1, . . . ,m}, a simply connected, irreducible Riemannian symmetric space. If
M is compact, then there is no Euclidean factor M0.

Concerning the Killing property D’Atri and Nickerson found that it suffices to treat each
factor in the Riemannian product decomposition separately.

Theorem 3.3.2. ([22])
A simply connected Riemannian symmetric space has the Killing property if and only if each
factor in any Riemannian product decomposition has the Killing property.

Using this, Berestovskii and Nikonorov classified all simply connected Riemannian manifolds
with the Killing property by determining all possible factors Mµ in their Riemannian product
decompositions.

Theorem 3.3.3. ([6], Thm. 7.5.6)
A simply connected, complete Riemannian manifold (M, g) has the Killing property if and
only if it is isometric to a direct metric product of a Euclidean space, compact simply con-
nected simple Lie groups with bi-invariant metrics and round spheres S7.

As already noted at the beginning of 3.1.5, among round spheres S1 and S3 also possess the
Killing property. However, S1 is not simply connected and S3 ∼= SU(2) falls under the case
of simply connected, compact, simple Lie groups.
To reduce the number of subsequent round brackets, we let throughout this section < ·, · >
denote the natural duality pairing, i.e. for any one-form α and vector field X we have
〈α,X〉 = α (X). Recall also that the covariant derivative of a given one-form α on M is
given by

〈∇Xα, Y 〉 = −〈α,∇XY 〉+ (d 〈α, Y 〉) (X)

for arbitrary vector fields X,Y on M .
In this section we let, unless otherwise stated, ∆ denote the negative Laplace-Beltrami
operator of M , that is so that ∆ : C∞(M) → C∞(M) has non-negative eigenvalues.
Moreover, given a smooth map u : M → Sp, p ≥ 2, we let Pu : M → TSp at every point
x ∈ M be the orthogonal projection onto Tu(x)S

p. Now, let us collect the properties of a
Killing frame which we will be using throughout the entire section without further notice.

Lemma 3.3.4. Any Killing frame {e1, . . . , en} on (Mn, g) satisfies the following properties:
For all i, j = 1, . . . , n we have

∇eiej =
1

2
[ei, ej ]⊥{ei, ej} , ∇eie∗j = (∇eiej)

∗
.

Here, {e∗1, . . . , e∗n} denotes a dual frame to {e1, . . . , en}. In particular, for any i = 1, . . . , n
we find

d
(
e∗i+bn2 c

∧ . . . ∧ e∗i+1 ∧ e∗i−1 ∧ . . . ∧ e∗i−bn2 c
)

= 0.

As a result we obtain for any one-form α and any vector field X ∈ X (M)

∆ 〈α,X〉 = − ∗ d ∗ d 〈α,X〉 = −
n∑
i=1

(〈∇ei∇eiα,X〉+ 2 〈∇eiα,∇eiX〉+ 〈α,∇ei∇eiX〉) .

(3.16)

Proof. Since {e1, . . . , en} is a Killing frame, we have for arbitrary indices i, j, k that

g
(
∇ejek, ei

)
= −g (ej ,∇eiek) .

This yields in particular that ∇eiej = −∇ejei and hence, as the Levi-Civita connection is
torsion free, ∇eiej = 1

2 [ei, ej ] as already noted in the proof of Lemma 3.1.9. Concerning the
orthogonality, note that we have by this and the fact that the ei’s form a Killing frame

1

2
g (ek, [ek, el]) = g (ek,∇ekel) = −g (∇ekek, el) = 0

47



Preliminaries

as well as

1

2
g (el, [ek, el]) = g (el,∇ekel) = −g (el,∇elek) = g (∇elel, ek) = 0.

These imply that [ek, el] is orthogonal to both ek and el with respect to g.
To show the claim ∇eie∗j = (∇eiej)

∗
, we observe that using the definition of ∇Xα as well

as the properties of our Killing frame we find〈
∇eie∗j , ek

〉
=−

〈
e∗j ,∇eiek

〉
+
(
d
〈
e∗j , ek

〉)
(ei) = −

〈
e∗j ,∇eiek

〉
+ (dδjk) (ei)

=−
〈
e∗j ,∇eiek

〉
= 〈e∗k,∇eiej〉 .

Thus, expanding ∇eie∗j in the Killing frame yields

∇eie∗j =

n∑
k=1

〈
∇eie∗j , ek

〉
e∗k =

n∑
k=1

〈e∗k,∇eiej〉 e∗k =

n∑
k=1

〈
(∇eiej)

∗
, ek
〉
e∗k = (∇eiej)

∗
.

Now we can use what we obtained so far to see that

de∗i =

n∑
j=1

e∗j ∧∇eje∗i =
∑
j;j 6=i

e∗j ∧∇eje∗i =
∑
j;j 6=i

e∗j ∧
(
∇ejei

)∗
.

Consider now for any fixed i for example

e∗i+bn2 c
∧ . . . ∧ e∗i+2 ∧ de∗i+1 ∧ e∗i−1 ∧ . . . ∧ e∗i−bn2 c.

This can only be non-vanishing if the expansion of de∗i+1 in the e∗i -frame contains a multiple
of the term e∗i+1 ∧ e∗i . However, from the above description of de∗i we conclude, together
with the orthogonality of ∇ejei and ei, that the expansion of de∗i+1 cannot contain any term
of the form e∗i+1 ∧ e∗j . This means that the above wedge product must vanish.
Arguing in the same way for each of the other terms resulting from applying the product

rule to d
(
e∗i+bn2 c

∧ . . . ∧ e∗i+1 ∧ e∗i−1 ∧ . . . ∧ e∗i−bn2 c
)

then yields

d
(
e∗i+bn2 c

∧ . . . ∧ e∗i+1 ∧ e∗i−1 ∧ . . . ∧ e∗i−bn2 c
)

= 0.

Now, to prove the last assertion, we obtain for any one-form α and any vector field X for
the Laplacian on the duality pairing 〈α,X〉, letting d denote the exterior derivative and ∗
denote the Hodge star operator,

∆ 〈α,X〉 = − ∗ d ∗ d 〈α,X〉 = − ∗ d ∗
n∑
i=1

(〈∇eiα,X〉+ 〈α,∇eiX〉) e∗i

=− ∗d
n∑
i=1

(〈∇eiα,X〉+ 〈α,∇eiX〉) e∗i+bn2 c ∧ . . . ∧ e
∗
i+1 ∧ e∗i−1 ∧ . . . ∧ e∗i−bn2 c

=− ∗
n∑

i,j=1

(〈
∇ej∇eiα,X

〉
+
〈
∇eiα,∇ejX

〉)
e∗j ∧ e∗i+bn2 c ∧ . . . ∧ e

∗
i+1 ∧ e∗i−1 ∧ . . . ∧ e∗i−bn2 c

− ∗
n∑

i,j=1

(〈
∇ejα,∇eiX

〉
+
〈
α,∇ej∇eiX

〉)
e∗j ∧ e∗i+bn2 c ∧ . . . ∧ e

∗
i+1 ∧ e∗i−1 ∧ . . . ∧ e∗i−bn2 c

=− ∗
n∑
i=1

(〈∇ei∇eiα,X〉+ 2 〈∇eiα,∇eiX〉) e∗i ∧ e∗i+bn2 c ∧ . . . ∧ e
∗
i+1 ∧ e∗i−1 ∧ . . . ∧ e∗i−bn2 c

− ∗
n∑
i=1

〈α,∇ei∇eiX〉 e∗i ∧ e∗i+bn2 c ∧ . . . ∧ e
∗
i+1 ∧ e∗i−1 ∧ . . . ∧ e∗i−bn2 c
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=−
n∑
i=1

(〈∇ei∇eiα,X〉+ 2 〈∇eiα,∇eiX〉+ 〈α,∇ei∇eiX〉) .

This shows the last of the claims and closes the proof.

As a final preliminary remark, recall, for example from [55], Prop. 1.6.1, that for sphere-
valued smooth harmonic maps the second variation of the Dirichlet energy at u : M → Sp

simplifies to (
δ2
uE
)

(w) =

∫
M

(
|dw|2 − |du|2 |w|2

)
=

∫
M

(Lu(w), w) (3.17)

for any section w ∈ Γ
(
u−1TSp

)
, where Lu : Γ

(
u−1TSp

)
→ Γ

(
u−1TSp

)
is given by

Lu(w) = Pu∆w − |du|2 w. (3.18)

Moreover, the harmonic map equation for u takes a simpler form as well, namely (e.g. [25],
(4.14))

−∆u = − |du|2 u.

3.3.2 Derivation of lower index bound

To give an outline of the next subsections, we will in the following prove a lower index bound
for any non-constant, smooth, harmonic map u : M → Sp, where M is a simply connected
Riemannian manifold with the Killing property and Sp is the round unit p-sphere, under
some constraints on M and u.
Followed by this, we treat each of the factors occurring in the Riemannian product decom-
position due to Berestovskii and Nikonorov separately to see whether in these cases the said
constraints are satisfied.
In proving the lower index bound we will be using the ideas of Rivière in [65] who re-proved
El Soufi’s index bound for smooth, harmonic maps S3 → S2 constructively as a first part
to classifying such smooth, harmonic maps of low index.
Before considering solely unstable harmonic maps u into round spheres of dimension at least
two, we shortly discuss the cases of codomain S1 and of stable harmonic maps.
First, as we have already seen in section 3.2, smooth maps into one-dimensional Riemannian
manifolds are automatically horizontally weakly conformal so that Fuglede and Ishihara’s
characterization of harmonic morphisms yields that any smooth, harmonic map u : M → S1

is a harmonic morphism. Furthermore, in case M is an Einstein manifold with strictly posi-
tive Einstein constant and without boundary, we can adapt the arguments of the case k = 1
in section 3.2 to show that any smooth, harmonic map u : M → S1 must already be con-
stant. As we will see in the upcoming subsections, this is the case for all of the possible
compact factors appearing in the result of Berestovskii and Nikonorov.
Second, the case of stable harmonic maps into round spheres has been studied well, providing
for example the following results.

Theorem 3.3.5. ([17])
Any stable harmonic map from any compact Riemannian manifold into the round S2 is
already a harmonic morphism.

Theorem 3.3.6. ([49])
Any stable harmonic map from a compact Riemannian manifold without boundary into round
Sp, p ≥ 3, is constant.

Theorem 3.3.7. ([68])
Assume k ≥ 3 and 2 ≤ n ≤ d̄(k). Every smooth stable harmonic map from Rn to Sk is
constant, where d̄(3) = 2 and d̄(k) = min

{
dk2 e, 4

}
.

As a consequence, from now on we turn to unstable maps into round spheres of dimension
at least two. For this we start by stating the conditions that will be needed to derive the
lower index bound.
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Assumption 3.3.8. Take
{
f1, . . . , fN

}
to be an orthogonal basis of the eigenspace corre-

sponding to the first non-zero eigenvalue λ1 (M) of the Laplacian ∆ : C∞ (M)→ C∞ (M)
and denote Xj := ∇f j for any j ∈ {1, . . . ,N}. Let also u : (M, g) → (Sp, can) , p ≥ 2, be
any non-constant, smooth, harmonic map. We suppose

(a) (M, g) is an Einstein manifold with Einstein constant λ so that 2λ > λ1 (M),

(b) For any j ∈ {1, . . . ,N} we have

Pu

n∑
i=1

〈
∇eidu,∇eiXj

〉
= 0,

(c) The
〈
du,X1

〉
, . . . ,

〈
du,XN

〉
are linearly independent.

Throughout this section we will refer to these assumptions as assumptions (a), (b) and (c).
Assume for now that all of those are satisfied. As a first step we see that the gradient vector
fields Xj are eigenfields of the Laplacian ∆ : X (M)→ X (M).

Lemma 3.3.9. ([23])
Let (Mn, g) be an Einstein manifold of constant scalar curvature S. Let f ∈ C∞ (M) such
that ∆f = λf . Then the gradient of f satisfies ∆ (∇f) = µ (∇f), where µ is given by
n(λ− µ) = S.

As a result we find for any j ∈ {1, . . . ,N}

∆Xj = (λ1 (M)− λ)Xj , (3.19)

that is the Xj ’s are eigenfields of ∆ with eigenvalue λ1(M)− λ.
The next step towards the index bound is to show that the

〈
du,Xj

〉
’s generate index, that

is they are eigensections of Lu with some negative eigenvalue. Then we can conclude the
lower index bound from their assumed linear independence. Note that since we constructed
the Xj ’s from an eigenbasis of the first non-zero eigenvalue of ∆, the lower index bound
must be given by the multiplicity of the first non-zero eigenvalue.

Lemma 3.3.10. Let p ≥ 2 and u : M → Sp be a non-constant, smooth, harmonic map.
Then, for any j = 1, . . . ,N ,

∆
(〈
du,Xj

〉)
=
(
λ1(M)− 2λ+ |du|2

) 〈
du,Xj

〉
− 2

n∑
i=1

〈
∇eidu,∇eiXj

〉
and consequently

Lu
(〈
du,Xj

〉)
= (λ1(M)− 2λ)

〈
du,Xj

〉
.

In particular, each
〈
du,Xj

〉
is an eigensection of Ju with negative eigenvalue λ1 (M)− 2λ.

Proof. Using (3.16) with α = du and X = Xj for arbitrary j ∈ {1, . . . ,N}, (3.19) and our
assumptions on Xj , we obtain

∆
(〈
du,Xj

〉)
=−

n∑
i=1

(〈
∇ei∇eidu,Xj

〉
+ 2

〈
∇eidu,∇eiXj

〉
+
〈
du,∇ei∇eiXj

〉)
=−

n∑
i=1

〈
∇ei∇eidu,Xj

〉
− 2

n∑
i=1

〈
∇eidu,∇eiXj

〉
+ (λ1(M)− λ)

〈
du,Xj

〉
.

(3.20)

Applying the Weitzenböck formula (e.g. [25], (2.17)) to the one-form du and the harmonic
map equation for u, we obtain for the first term on the right-hand side, denoting by d∗ the
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codifferential,

n∑
i=1

∇ei∇eidu =− (dd∗ + d∗d) (du)−
n∑

i,k=1

e∗i ∧
(
RM (ei, ek) du

)
(ek)

= − d (d∗du)−
n∑

i,k=1

e∗i ∧
n∑
l=1

〈du, el〉
(
RM (ei, ek) e∗l

)
(ek)

= d (−∆u)−
n∑
i=1

e∗i ∧
n∑
l=1

〈du, el〉RicM (ei, el)

=− du |du|2 − u d |du|2 + λ

n∑
i=1

〈du, ei〉 e∗i =
(
λ− |du|2

)
du,

where we also used in the second to last equality that g is an Einstein metric with Einstein
constant λ. Putting this back in (3.20) implies

∆
(〈
du,Xj

〉)
=
(
|du|2 − λ

) 〈
du,Xj

〉
− 2

n∑
i=1

〈
∇eidu,∇eiXj

〉
+ (λ1 (M)− λ)

〈
du,Xj

〉
=
(
λ1 (M)− 2λ+ |du|2

) 〈
du,Xj

〉
− 2

n∑
i=1

〈
∇eidu,∇eiXj

〉
.

(3.21)

Now for Lu we obtain from (3.21) by (3.18) and assumption (b)

Lu
(〈
du,Xj

〉)
=Pu∆

(〈
du,Xj

〉)
− |du|2

〈
du,Xj

〉
= (λ1 (M)− 2λ)

〈
du,Xj

〉
− 2Pu

n∑
i=1

〈
∇eidu,∇eiXj

〉
= (λ1 (M)− 2λ)

〈
du,Xj

〉
.

(3.22)

Therefore,
〈
du,Xj

〉
is an eigensection of Lu with eigenvalue λ1 (M) − 2λ for each j ∈

{1, . . . ,N}. By assumption (a) this eigenvalue is negative.

As this did not depend on the choice of harmonic map, we find that for any non-constant,
smooth, harmonic map u : M → Sp the index is bounded from below by N .
With the index bound established in this generality, we now turn to checking the assumptions
(a)-(c) for each of the possible factors in the Riemannian product decomposition of M
separately.

3.3.3 Case M = S7

The first case we consider is the 7-sphere equipped with its round metric, denoted in the
following by g. Here, we can explicitly write down a Killing frame.

Lemma 3.3.11. ([22])
A Killing frame on the round S7 is given at any x = (x1, . . . , x8) ∈ S7 by

e1(x) := (x4, x3,−x2,−x1,−x8,−x7, x6, x5), e5(x) := (x7,−x8, x5,−x6,−x3, x4,−x1, x2),

e2(x) := (x3,−x4,−x1, x2, x7,−x8,−x5, x6), e6(x) := (−x6,−x5,−x8,−x7, x2, x1, x4, x3),

e3(x) := (−x2, x1,−x4, x3,−x6, x5,−x8, x7), e7(x) := (−x5, x6, x7,−x8, x1,−x2,−x3, x4).

e4(x) := (−x8,−x7, x6, x5,−x4,−x3, x2, x1),

It is a well-known fact that round spheres Sn are Einstein manifolds with Einstein constant
λ = n − 1. Moreover, it is known that the first eigenvalue of ∆ : C∞ (Sn) → C∞ (Sn) is
λ1 (Sn) = n (e.g. [69], Ex. 2.12 for both). So, for any n ≥ 3 we have λ1 (Sn) < 2λ, in
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particular for our case n = 7. Hence, assumption (a) is fulfilled.
Next, we determine the eigenfunctions and gradient vector fields corresponding to λ1

(
S7
)

in order to verify the assumptions (b) and (c).

Lemma 3.3.12. Let {ε1, . . . , ε8} denote the standard basis of R8. Then, an orthogonal basis
of the eigenspace of ∆ : C∞

(
S7
)
→ C∞

(
S7
)

corresponding to its first non-zero eigenvalue
is given by

f j : S7 → R, x 7→ g (εj , x) =: xj , j = 1, . . . , 8.

The associated gradient vector fields Xj := ∇f j are then defined for any x ∈ S7 as

Xj(x) = εj − xjx.

In particular, Xj is the tangential component of εj for each j ∈ {1, . . . , 8}.

Proof. We know (e.g. [27, 69]) that the f j ’s as defined above are eigenfunctions of the
Laplacian on C∞

(
S7
)

with eigenvalue 7 = λ1

(
S7
)
. Their orthogonality follows directly

from ∫
S7

xixj = 0 for any i 6= j.

Concerning the gradient vector fields Xj , we find for any i ∈ {1, . . . , 7} and x ∈ S7

g
(
Xj(x), ei(x)

)
= g

(
∇f j(x), ei(x)

)
=
(
df j(x)

)
(ei(x))

= g ((dεj) (ei(x)) , x) + g (εj , (dx) (ei(x))) = g (εj , ei(x)) .

Thus we obtain

Xj(x) =

7∑
i=1

g
(
Xj(x), ei(x)

)
ei(x) =

7∑
i=1

g (εj , ei(x)) ei(x),

which yields that Xj is the tangential component of εj , i.e. for every x ∈ S7

Xj(x) = εj − νx (εj) ,

where νx (εj) ∈ NxS7 denotes the projection of εj onto the normal space of S7 (in R8) at
x. Now, for round spheres Sn it is well-known that the normal spaces at x, considering Sn

as a submanifold of Rn+1, are spanned by x. Therefore we have in our case for any x ∈ S7

νx (εj) = g (εj , x)x = xjx.

So we conclude for the gradient vector fields at any x ∈ S7

Xj(x) = εj − xjx.

Moreover, from Smith ([69]), we also know that the Xj ’s must be conformal vector fields
as gradients of linear forms on S7. Therefore, since gradient vector fields are closed, the
covariant derivatives of Xj are given for any j ∈ {1, . . . , 8} by (cf. e.g. [23])

∇XXj = f̃ jX for anyX ∈ X
(
S7
)
,

where f̃ j denotes the potential function of Xj , i.e. LXjg = 2f̃ jXj , where L denotes the Lie
derivative. Here, we find f̃ j(x) = −f j(x) = −xj for any x ∈ S7. Indeed, letting Px denote
the projection onto TxS

7, we obtain

∇X(x)X
j(x) =Px

[(
dXj(x)

)
(X(x))

]
=Px [(dεj) (X(x))]− (dxj) (X(x))Px[x]− xj Px [(dx) (X(x))] = −xj X(x).
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So, given any non-constant, smooth, harmonic map u : S7 → Sp, we obtain for each
j ∈ {1, . . . , 8}

7∑
i=1

〈
∇eidu,∇eiXj

〉
= − xj

7∑
i=1

〈∇eidu, ei〉 = −xj
7∑

i,l=1

(∇ei∇elu 〈e∗l , ei〉+∇elu 〈∇eie∗l , ei〉)

= − xj
7∑
i=1

∇ei∇eiu = xj ∆u = xj |du|2 u,

(3.23)

where we used in the last equality the harmonic map equation for u. Consequently, as for
any x ∈M we have u(x) ∈ Nu(x)S

7, taking Pu of (3.23) yields

Pu

7∑
i=1

〈
∇eidu,∇eiXj

〉
= 0

independent of the choices of u and j, thus verifying assumption (b).
Applying this to the expressions for ∆, i.e. (3.21), and for Lu, i.e. (3.22), of

〈
du,Xj

〉
, we

have

Corollary 3.3.13. Let p ≥ 2 and u : S7 → Sp be a non-constant, smooth, harmonic map.
Then, for any j = 1, . . . , 8,

∆
(〈
du,Xj

〉)
=
(
|du|2 − 5

) 〈
du,Xj

〉
− 2xju |du|2

and consequently
Lu
(〈
du,Xj

〉)
= −5

〈
du,Xj

〉
.

Then, towards the index bound it remains to prove (c), i.e. linear independence of the〈
du,Xj

〉
’s. For this we first find the flows of the vector fields Xj .

Lemma 3.3.14. For any j ∈ {1, . . . , 8} the flow φjt (x) of Xj is given by

φjt (x) =
et − e−t

et + e−t
εj +

2et

(e2t + 1) (1 + xj)− 2xj

(
x−

(
xj −

2xje
t

e2t + 1

)
εj

)
,

where t ∈ [0,+∞[ and x ∈ S7.

Proof. While here we only prove that the φj ’s are the flows of the Xj ’s by verifying that
they satisfy the corresponding flow equation and initial condition, in appendix A.3 we give
an explicit construction of the flows.
First note that evaluating φjt at t = 0 gives us for any x ∈ S7

φj0(x) =
1− 1

1 + 1
εj +

2 · 1
(1 + 1)(1 + xj)− 2xj

(
x−

(
xj −

2xj · 1
1 + 1

)
εj

)
= x,

so φj0 = idS7 as desired. To verify the flow equation we compute both sides of the equation

separately to see that they are equal. We start with the time derivative of φjt (x).

d

dt
φjt (x) =

(et + e−t)
2 − (et − e−t)2

(et + e−t)
2 εj

+

[
2et

(e2t + 1)(1 + xj)− 2xj
− 4e3t(1 + xj)

[(e2t + 1)(1 + xj)− 2xj ]2

](
x−

(
xj −

2xje
t

e2t + 1

)
εj

)
+

2et

(e2t + 1)(1 + xj)− 2xj

(
2xje

t

e2t + 1
− 4xje

3t

(e2t + 1)2

)
εj
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=

(
1− (et − e−t)2

(et + e−t)
2

)
εj

+
[(
e2t + 1

)
(1 + xj)− 2xj

]−2 (
2et
(
e2t + 1

)
(1 + xj)− 4xje

t − 4e3t (1 + xj)
)
x

+
[(
e2t + 1

)
(1 + xj)− 2xj

]−2 (
e2t + 1

)−2×
[
(
2et(e2t + 1)(1 + xj)− 4xje

t − 4e3t(1 + xj)
) (

2xje
3t + 2xje

t − xje4t − xj − 2xje
2t
)

+
(
2et(e2t + 1)(1 + xj)− 4xje

t
) (

2xje
t − 2xje

3t
)
] εj

= : I + II + III.

(3.24)

For the term II we find

2et
(
e2t + 1

)
(1 + xj)− 4xje

t − 4e3t (1 + xj) = 2et
(
1 + e2t + xj + xje

2t − 2xj
)

− 2et
(
2e2t + 2xje

2t
)

= 2et
(
1− xj − e2t − xje2t

)
.

(3.25)

For III we have first(
2et
(
e2t + 1

)
(1 + xj)− 4xje

t − 4e3t (1 + xj)
) (

2xje
3t + 2xje

t − xje4t − xj − 2xje
2t
)

= 2et
(
1− xj − e2t − xje2t

) (
2xje

3t + 2xje
t − xje4t − xj − 2xje

2t
)

= 2et[−xj + 2xje
t − xje2t + xje

4t − 2xje
5t + xje

6t + x2
j − 2x2

je
t + 3x2

je
2t − 4x2

je
3t

+ 3x2
je

4t − 2x2
je

5t + x2
je

6t]

(3.26)

and second(
2et
(
e2t + 1

)
(1 + xj)− 4xje

t
) (

2xj − 2xje
3t
)

= 2et
(
1− xj + e2t + xje

2t
) (

2xje
t − 2xje

3t
)

= 2et
[
2xje

t − 2x2
je
t + 4x2

je
3t − 2xje

5t − 2x2
je

5t
]
.

(3.27)

Putting (3.25)-(3.27) back into (3.24) yields

d

dt
φjt (x) =

(
1− (et − e−t)2

(et + e−t)
2

)
εj +

2et
(
1− xj − e2t − xje2t

)
[(e2t + 1)(1 + xj)− 2xj ]2

x

+
2et

[(e2t + 1)(1 + xj)− 2xj ]2(e2t + 1)2
[x2
j − xj + 4xje

t − 4x2
je
t − xje2t + 3x2

je
2t

+ xje
4t + 3x2

je
4t − 4xje

5t − 4x2
je

5t + xje
6t + x2

je
6t].

(3.28)

Now we calculate Xj
(
φjt (x)

)
:

Xj
(
φjt (x)

)
= εj −

(
et − e−t

et + e−t
+

2et

(e2t + 1)(1 + xj)− 2xj

2xje
t

e2t + 1

)
×[

et − e−t

et + e−t
εj +

2et

(e2t + 1)(1 + xj)− 2xj

(
x−

(
xj −

2xje
t

e2t + 1

)
εj

)]
=

(
1− (et − e−t)2

(et + e−t)
2

)
εj

− 2et

(e2t + 1)(1 + xj)− 2xj

(
et − e−t

et + e−t
+

2xje
t

e2t + 1

2et

(e2t + 1)(1 + xj)− 2xj

)
x
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− 2xje
t

e2t + 1

2et

(e2t + 1)(1 + xj)− 2xj

et − e−t

et + e−t
εj

+
et − e−t

et + e−t
2et

(e2t + 1)(1 + xj)− 2xj

(
xj −

2xje
t

e2t + 1

)
εj

+
4e2t

[(e2t + 1)(1 + xj)− 2xj ]2
2xje

t

e2t + 1

(
xj −

2xje
t

e2t + 1

)
εj

=

(
1− (et − e−t)2

(et + e−t)
2

)
εj +

[(
e2t + 1

)
(1 + xj)− 2xj

]−2 (
e2t + 1

)−1×[(
1− e2t

) ((
e2t + 1

)
(1 + xj)− 2xj

)
2et − 2xje

t 2et 2et
]
x

+
[(
e2t + 1

)
(1 + xj)− 2xj

]−2 (
e2t + 1

)−2×
[2xje

t(1− e2t)2et((e2t + 1)(1 + xj)− 2xj)

+ (e2t − 1)2et((e2t + 1)(1 + xj)− 2xj)(xj + xje
2t − 2xje

t)

+ 4e2t 2xje
t(xj + xje

2t − 2xje
t)] εj

=: I + II ′ + III ′.

(3.29)

For II ′ we find

2et
(
1− e2t

) ((
e2t + 1

)
(1 + xj)− 2xj

)
− 2et 2et 2xje

t

= 2et
[(

1− e2t
) (

1− xj + e2t + xje
2t
)
− 4xje

2t
]

= 2et
(
1− xj − e4t − xje4t − 2xje

2t
)

= 2et
(
e2t + 1

) (
1− xj − e2t − xje2t

)
.

(3.30)

And for III ′ we get first

2et 2xje
t
(
1− e2t

) ((
e2t + 1

)
(1 + xj)− 2xj

)
= 2et

(
2xje

t − 2xje
3t
) (

1− xj + e2t + xje
2t
)

= 2et
[
2xje

t − 2x2
je
t + 4x2

je
3t − 2xje

5t − 2x2
je

5t
]
,

(3.31)

second

2et
(
e2t − 1

) ((
e2t + 1

)
(1 + xj)− 2xj

) (
xj + xje

2t − 2xje
t
)

= 2et
(
1− xj + e2t + xje

2t
) (
xje

4t − 2xje
3t − xj + 2xje

t
)

= 2et[x2
j − xj + 2xje

t − 2x2
je
t − xje2t − x2

je
2t + 4x2

je
3t + xje

4t − x2
je

4t

− 2xje
5t − 2x2

je
5t + xje

6t + x2
je

6t],

(3.32)

and finally

4e2t 2xje
t
(
xj + xje

2t − 2xje
t
)

= 2et 4xje
2t
(
xj + xje

2t − 2xje
t
)

= 2et
[
4x2

je
2t + 4x2

je
4t − 8x2

je
3t
]
.

(3.33)

Therefore, inserting (3.30)-(3.33) back into (3.29) gives us

Xj
(
φjt (x)

)
=

(
1− (et − e−t)2

(et + e−t)
2

)
εj +

2et
(
1− xj − e2t − xje2t

)
[(e2t + 1)(1 + xj)− 2xj ]2

x

+
2et

[(e2t + 1)(1 + xj)− 2xj ]2(e2t + 1)2
[x2
j − xj + 4xje

t − 4x2
je
t − xje2t

+ 3x2
je

2t + xje
4t + 3x2

je
4t − 4xje

5t − 4x2
je

5t + xje
6t + x2

je
6t].

(3.34)
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Comparing the expressions (3.28) and (3.34) implies

d

dt
φjt (x) = Xj

(
φjt (x)

)
,

so, as we have also verified the initial condition, we can conclude that φjt (x) is the flow of
Xj for any j ∈ {1, . . . , 8} as claimed.

Remark 3.3.15. Observing that at the limit t→ +∞ we have

et − e−t

et + e−t
→ 1,

2et

(e2t + 1) (1 + xj)− 2xj
→ 0 and

2xje
t

e2t + 1
→ 0,

yields for the flow φjt (x)→ εj as t→ +∞ for every x ∈ S7. Moreover, we can compute for
every x ∈ S7

d

dxj
φjt (x) =

2et
(
1− e2t

)
((e2t + 1) (1 + xj)− 2xj)

2

(
x−

(
xj −

2xje
t

e2t + 1

)
εj

)
+

4e2t

((e2t + 1) (1 + xj)− 2xj) (e2t + 1)
εj

→ 0 as t→ +∞

as well as for l 6= j

d

dxl
φjt (x) =

2et

(e2t + 1) (1 + xj)− 2xj
εl → 0 as t→ +∞.

Thus, we can conclude d
dxφ

j
t (x)→ 0 as t→ +∞.

Therefore the flow φjt (x) converges to εj in W 1,2 as t→ +∞.

With this as a preparation we can prove now linear independence of the
〈
du,Xj

〉
’s.

Corollary 3.3.16. The
〈
du,X1

〉
, . . . ,

〈
du,X8

〉
are linearly independent. In particular, the

index of u is bounded from below by 8.

Proof. Suppose for contradiction that
〈
du,X1

〉
, . . . ,

〈
du,X8

〉
are linearly dependent. That

means there exists some X ∈ span
{
X1, . . . , X8

}
\{0} such that 〈du,X〉 = 0. Up to rotation

we can assume that X = X1.
Using the W 1,2-convergence of the flow φ1 we just established, we find that the map x 7→(
u ◦ φ1

t

)
(x) converges in W 1,2 to u (ε1) as t→ +∞. Moreover, the flow property of φ1 yields

for any fixed x ∈ S7

d

dt

(
u ◦ φ1

t

)
= du

(
φ1
t

) d
dt
φ1
t =

〈
du,X1

〉 (
φ1
t

)
= 0.

Thus, all maps
(
u ◦ φ1

t

)
(x) are constant in time and must therefore be equal to u (ε1), their

limit as t→ +∞.
Further, as u was assumed to be non-constant, there exist points x, y ∈ S7 so that u(x) 6=
u(y). But then combining all of the above gives us

u (ε1) =
(
u ◦ φ1

t

)
(x) =

(
u ◦ φ1

0

)
(x) = u(x) 6= u(y) =

(
u ◦ φ1

0

)
(y) =

(
u ◦ φ1

t

)
(y) = u (ε1) ,

which is a contradiction. So, this implies that we must have linear independence of the〈
du,Xj

〉
’s. The second claim follows immediately from this since we have seen that the〈

du,Xj
〉
’s are eigensections of Lu with eigenvalue −5.

Note that even though we can treat S3 ∼= SU(2) with the simply connected, compact, simple
Lie groups, we can also restrict here in the S7-case e1, e2, e3 to the set {x5 = x6 = x7 = x8 = 0},
use λ = 2 and construct X1, . . . , X4 just as the Xj ’s above. Then we re-obtain the proof
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of Rivière in [65] and thus that the index of any non-constant, smooth, harmonic map
u : S3 → Sp, p ≥ 2, is bounded from below by four.

3.3.4 Case M = G

Continuing with the case of a simply connected, compact, simple Lie group G with a bi-
invariant metric g, we recall in appendix A.4.1 some definitions and basic results on Lie
groups, especially compact matrix Lie groups. Recall (e.g. [1], Prop. 2.24) that any simply
connected, compact, simple Lie group G admits a bi-invariant metric.
Furthermore, such a Riemannian metric g is induced by any negative multiple of the Killing
form K on the Lie algebra g of G, and is an Einstein metric on G (e.g. [1], Prop. 2.48). In
particular, taking g = −K we have as Einstein constant λ = 1

4 .
Fix in the following g := −K so that (G, g) is Einstein with constant λ = 1

4 . To verify
assumption (a) it then remains to show λ1 (G) < 2λ = 1

2 . However this is not satisfied in
this generality, that is for any simply connected, compact, simple Lie group, so we must
restrict to a subclass of Lie groups. For this we introduce the notion of a harmonically
unstable compact Riemannian manifold.

Definition 3.3.17. ([62])
Let M be a compact Riemannian manifold. We call M harmonically unstable if and only
if there exists no non-constant, stable, harmonic map from M to any Riemannian manifold
and no non-constant, stable, harmonic map from any compact Riemannian manifold without
boundary to M .

Remark. As a consequence of [62], Thm. 4, we have for an n-dimensional compact irreducible
symmetric space M of scalar curvature c that M is harmonically unstable if and only if
λ1 (M) < 2c

n . Since in our case (G, g) is Einstein with λ = 1
4 , this is equivalent to λ1 (G) < 1

2 .
Let us further note that an example of a harmonically unstable Riemannian manifold is
the round Sn for n ≥ 3, which follows from the combined works of Xin ([75]) and Leung
([49]), so in particular also the round S7 is harmonically unstable. A characterization of all
harmonically unstable, compact symmetric spaces can be found in [62], Thm. 1.
In particular, harmonic instability implies that there do not exist any non-constant, smooth,
stable, harmonic maps G→ Sp.

Therefore, we can determine the harmonically unstable, simply connected, compact, simple
Lie groups based on their classification up to isomorphism by type.

Theorem 3.3.18. ([72])
Let G be a simply connected, compact, simple Lie group with bi-invariant metric g = −K.
Then, (G, g) is harmonically unstable if and only if the type of G is one of

(1) Al ∼= SU(l + 1), l ≥ 1;

(2) B2
∼= Spin(5);

(3) Cl ∼= Sp(l), l ≥ 3.

Furthermore, the first non-zero eigenvalue λ1(G) of the Laplacian acting on smooth functions
on G is given for each of these cases by

(1) λ1 (Al) = l(l+2)
2(l+1)2 of multiplicity (l + 1)2;

(2) λ1 (B2) = 5
12 of multiplicity 16;

(3) λ1 (Cl) = 2l+1
4l+4 of multiplicity 4l2.

Noting also that B2 is isomorphic to C2, it suffices to treat Lie groups of type Al for l ≥ 1
and Cl for l ≥ 2. So, let us suppose from now on that G is of this type and denote by N the
corresponding multiplicity of λ1(G). In particular, assumption (a) is then fully satisfied.
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Before defining a Killing frame on G, we observe that we can in fact give an explicit expres-
sion for the Killing form K and thus also for our bi-invariant metric g. Indeed, we have for
any X,Y ∈ TeG ∼= g (cf. Lem. A.4.19)

g (X,Y ) = −c tr (XY ) . (3.35)

Note that this is in fact the restriction of the inner product on C
√
N×
√
N defined as

g (X,Y ) = c tr
(
X†Y

)
(3.36)

since for any X ∈ g we have X† = −X. As the tangent spaces of G at x 6= e are given by
left translation of the Lie algebra by x (cf. Prop. A.4.3), that is for any x ∈ G we have

TxG = {xv| v ∈ g} ,

and for each x ∈ G we get x† = x−1, we obtain for any xv, xw ∈ TxG

g (xv, xw) = c tr
(
v†x†xw

)
= −c tr (vw) = g (v, w) ,

i.e. the inner product on g transfers to any other tangent space via (3.36). In particular, g

is left-invariant in the sense that for any x ∈ G and any xv, xw ∈ Tx C
√
N×
√
N we have as

just seen
gx (xv, xw) = ge (v, w) .

After these preparations we can introduce a Killing frame on (G, g).

Lemma 3.3.19. Let G be a simply connected, compact, simple, harmonically unstable Lie
group supplied with the bi-invariant metric g = −K. Let e ∈ G denote the identity element
of G and {v1, . . . , vn} be any orthonormal basis of TeG ∼= g. Define for all i = 1, . . . , n and
any x ∈ G

ei(x) := (dLx (e)) (vi) = x vi =

√
N∑

α,β=1

√
N∑

m=1

x(α,m)v
(m,β)
i E(α,β)

=
1

c

√
N∑

α,β=1

g
(
E(α,β), ei(x)

)
E(α,β),

where Lx denotes left multiplication by x and E(α,β) ∈ C
√
N×
√
N is the matrix with entries(

E(α,β)

)
(µ,ν)

= δαµδβν .

Then {e1, . . . , en} is a Killing frame on G.

Proof. First we note that ei(x) := (dLx(e)) (vi) defines for each i ∈ {1, . . . , n} the unique
left-invariant vector field on G, which takes the value vi at e . Thus, as on (G, g) all left-
invariant vector fields are Killing vector fields of constant length (cf. Thm. A.4.8 in the
appendix), the ei’s are Killing vector fields of constant length on (G, g). Moreover, on (G, g)
the left multiplication maps Lx are isometries as g is bi-invariant and thus in particular
left-invariant. Hence, the ei(x)’s inherit the orthonormality from the vi’s at every point
x ∈ G. Therefore {e1, . . . , en} is a Killing frame on G.
The expressions for ei(x) with respect to the E(α,β)’s follow from executing the matrix
product x vi and using the choice of g in (3.36).

Considering now the eigenfunctions of ∆ corresponding to the eigenvalue λ1(G), we need
some basic notions and results from representation theory of (matrix) Lie groups, which are
provided in the appendices A.4.2-A.4.4.
In appendix A.4.5 we derive an orthogonal basis for the eigenspace of ∆ corresponding to
λ1 (Al) and λ1 (Cl). For readability however we give here a short digression, assuming the
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contents of the subsections A.4.2-A.4.4.
By e.g. [70] it is known that on a compact, connected Lie group G the matrix coeffi-
cients of irreducible, unitary highest-weight representations of G with highest weight Λ
are eigenfunctions of ∆ with eigenvalue (Λ,Λ + 2η), where (·, ·) is induced by an Ad(G)-
invariant inner product on g and 2η is the sum of the positive roots. These eigenfunctions
are already pairwise orthogonal. Thus it suffices to find the irreducible, unitary highest-
weight representation of g so that λ1(G) = (Λ,Λ + 2η). Moreover in this case of the first
eigenvalue it is, by [72], enough to minimize over the fundamental weights of g, that is
λ1(G) = mini {(wi, wi + 2η)} with the wi’s denoting the fundamental weights. The cor-
responding fundamental representation of g lifts uniquely to a representation of G, whose
matrix coefficients then form an orthogonal basis of the first eigenspace. The fundamen-
tal representations for the classical Lie algebras are derived for example in [11]. The one
realizing λ1 (Al), respectively λ1 (Cl), turns out to be the identity representation of al, re-
spectively a subrepresentation of the identity representation of cl.
From all of this we can conclude, changing in this case for the gradient vector fields notation
from Xj to X(α,β) to reflect G being a matrix Lie group,

Lemma 3.3.20. Let G be a simply connected, compact, simple, harmonically unstable Lie
group with bi-invariant metric g = −K. Let λ1 (G) denote the first non-zero eigenvalue of
∆ : C∞ (G)→ C∞ (G) and N its multiplicity as given in Theorem 3.3.18.
Then, the functions f (α,β) : G→ C, x 7→ x(α,β) = 1

c g
(
E(α,β), x

)
, where α, β = 1, . . . ,

√
N ,

define an orthogonal eigenbasis of the eigenspace corresponding to λ1 (G). Moreover, the
corresponding gradient vector fields X(α,β) := ∇f (α,β) are given by

X(α,β)(x) =
1

c

(
E(α,β) − νx

(
E(α,β)

))
,

where νx
(
E(α,β)

)
denotes the normal component of E(α,β) at x, i.e. νx

(
E(α,β)

)
∈ NxG ⊆

C
√
N×
√
N and c is the constant from (3.36).

Proof. As we see in subsection A.4.5 and have summarized above, the eigenfunctions for
such a Lie group G are given by the matrix coefficients of the unique lift of the identity
representation of g, which is the identity representation of G. Indeed, since G is a compact
and connected Lie group, the exponential map is surjective, so for every x ∈ G there exists
X ∈ g such that x = exp(X). Now, as G is moreover simply connected, every representation
of g exponentiates to a unique representation of G as discussed after Theorem A.4.15 in the
appendix. This means that given a representation ρ of g, we obtain a unique representation
U of G by setting for any x = exp(X) ∈ G

U(x) = U (exp(X)) := exp (ρ(X)) .

Taking ρ to be the identity on the Lie algebra, this yields that U is the identity on the Lie
group. Thus, for all α, β = 1, . . . ,

√
N we obtain an eigenfunction f (α,β) : G → C, x 7→

x(α,β), where x(α,β) denotes the (α, β)-element of the matrix x ∈ G. The orthogonality of

the f (α,β)’s follows from Theorem A.4.17 in the appendix.
Now, proceeding similarly to the S7-case, since x(α,β) = 1

c g
(
E(α,β), x

)
, we can calculate for

any x ∈ G and i ∈ {1, . . . , n}

g
(
X(α,β)(x), ei(x)

)
= g

(
∇f (α,β)(x), ei(x)

)
=
(
df (α,β)(x)

)
(ei(x))

=
1

c

(
g
((
dE(α,β)

)
(ei(x)) , x

)
+ g

(
E(α,β), (dx) (ei(x))

))
=

1

c
g
(
E(α,β), ei(x)

)
.
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Thus, for any x ∈ G we find

X(α,β)(x) =

n∑
i=1

g
(
X(α,β)(x), ei(x)

)
ei(x) =

1

c

n∑
i=1

g
(
E(α,β), ei(x)

)
ei(x),

i.e. X(α,β) is, up to a factor 1
c , the tangential projection of E(α,β) as claimed. Therefore,

X(α,β) is given by

X(α,β)(x) =
1

c

(
E(α,β) − νx

(
E(α,β)

))
for every α, β ∈

{
1, . . . ,

√
N
}

and x ∈ G.

Remark. We remark that in the case G = Cl we have suppressed that the eigenfunctions
arise from only a subrepresentation of the identity representation of G, resulting in them
and thus also their gradients being only defined on a subset D ⊂ G. This is because we will
consider only globally defined, smooth, harmonic maps u : G→ Sp, so the X(α,β) not being
defined on all of G poses no issues for the construction of the eigensections

〈
du,X(α,β)

〉
.

Remark 3.3.21. Furthermore, we can write our gradient vector fields X1, . . . , XN in terms

of our Killing frame {e1, . . . , en} on G and find for all α, β ∈
{

1, . . . ,
√
N
}

and x ∈ G

X(α,β)(x) =
1

c

(
E(α,β) − νx

(
E(α,β)

))
=

1

c

n∑
i=1

(
g
(
E(α,β), ei(x)

)
− g

(
νx
(
E(α,β)

)
, ei(x)

))
ei(x)

=
1

c

n∑
i=1

g
(
E(α,β), ei(x)

)
ei(x) =

n∑
i=1

√
N∑

m=1

x(α,m)v
(m,β)
i ei(x).

Now, let us study whether the gradient vector fields X(α,β) satisfy the assumptions (b) and
(c). From Proposition A.4.3 we know that the tangent spaces of G at x are given by left
translation by x of the Lie algebra. Thus, given an orthonormal basis {w1, . . . , wm} of the

normal space NeG of G at e, considering G as a submanifold of C
√
N×
√
N , with respect to

the extension of g defined in (3.36), we can define for any k ∈ {1, . . . ,m} and x ∈ G

νk(x) := (dLx) (wk) := xwk.

Then we find for g as in (3.36) for any i ∈ {1, . . . , n}, k, k1, k2 ∈ {1, . . . ,m} and x ∈ G

g (ei(x), νk(x)) = g ((dLx) (vi) , (dLx) (wk)) = g (vi, wk) = 0

as well as

g (νk1(x), νk2(x)) = g ((dLx) (wk1) , (dLx) (wk2)) = g (wk1 , wk2) = δk1k2 .

Thus, for any choice of x ∈ G, we have an orthonormal basis ofNxG given by ν1(x), . . . , νm(x).
With this notation we can write the gradient vector fields X(α,β) as

X(α,β)(x) =
1

c

(
E(α,β) − νx

(
E(α,β)

))
=

1

c

(
E(α,β) −

m∑
k=1

g
(
E(α,β), νk(x)

)
νk(x)

)
.

Therefore, we obtain for the covariant derivatives of X(α,β), denoting by Px the projection
onto TxG for any x ∈ G, as E(α,β) is a constant matrix,

∇ei(x)X
(α,β)(x) =Px

[(
dX(α,β)(x)

)
(ei(x))

]
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=
1

c
Px
[(
dE(α,β)

)
(ei(x))

]
− 1

c

m∑
k=1

(
d
(
g
(
E(α,β), νk(x)

)))
(ei(x))Px [νk(x)]

− 1

c

m∑
k=1

g
(
E(α,β), νk(x)

)
Px [(dνk(x)) (ei(x))]

= − 1

c

m∑
k=1

g
(
E(α,β), νk(x)

)
Px [(dνk(x)) (ei(x))]

=: − 1

c

m∑
k=1

g
(
E(α,β), νk(x)

)
∇ei(x)νk(x).

(3.37)

Moreover, we observe that given a non-constant, globally defined, smooth, harmonic map
u : G→ Sp and arbitrary vector fields X,Y on G we have

Pu 〈∇Xdu, Y 〉 = ∇du (X,Y ) . (3.38)

So, taking X = ei and Y = ∇eiX(α,β) in (3.38) gives us, together with (3.37),

Pu

〈
∇eidu,∇eiX(α,β)

〉
=∇du

(
ei,∇eiX(α,β)

)
= − 1

c

m∑
k=1

g
(
E(α,β), νk

)
∇du (ei,∇eiνk) .

Now taking the sum over i implies

Pu

n∑
i=1

〈
∇eidu,∇eiX(α,β)

〉
=

n∑
i=1

Pu

〈
∇eidu,∇eiX(α,β)

〉
= − 1

c

m∑
k=1

g
(
E(α,β), νk

) n∑
i=1

∇du (ei,∇eiνk)

= − 1

c

m∑
k=1

g
(
E(α,β), νk

)
tr [∇du (·,∇·νk)] .

(3.39)

Let us consider first the case G = Al ∼= SU(l+1). In this case we note that m = 1, that is the
normal space NxG at any x ∈ G is one-dimensional. In particular, to obtain an orthonormal
basis of NeG it suffices to normalize an arbitrary non-zero element of NeG.
For this we observe for any v ∈ TeSU(l + 1) that, since tr(v) = 0, we get

g(v, e) = −2(l + 1) tr(ve) = −2(l + 1) tr(v) = 0.

Thus e ∈ NeSU(l + 1). Hence we can set for any x ∈ SU(l + 1)

ν(x) :=
1√

2(l + 1)
x.

With this we find for any i ∈ {1, . . . , n}

∇ei(x)ν(x) =
1√

2(l + 1)
Px [(dx) (ei(x))] =

1√
2(l + 1)

Px [ei(x)] =
1√

2(l + 1)
ei(x).

Therefore, by inserting this into (3.39), we find

Pu

l2+2l∑
i=1

〈
∇eidu,∇eiX(α,β)

〉
= − 1

2(l + 1)
g
(
E(α,β), ν

) l2+2l∑
i=1

∇du (ei,∇eiν)
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= − 1

2
√

2(l + 1)2
g
(
E(α,β), ν

) l2+2l∑
i=1

∇du (ei, ei)

= − 1

2
√

2(l + 1)2
g
(
E(α,β), ν

)
tr [∇du] = 0

as u is harmonic. This verifies assumption (b) for the case G = Al.
Hence it remains to prove assumption (b) in the case G = Cl ∼= Sp(l) for l ≥ 2.
Even though in this case we can also take ν1(x) := 1√

8l(l+1)
x and obtain consequently

tr [∇du (·,∇·ν1)] = 0 as in the Al-case, here we have dim (NxSp(l)) = 2l2 − l ≥ 6 for any
x ∈ Sp(l) and it is not clear that tr [∇du (·,∇·νk)] = 0 for k ∈

{
2, . . . , 2l2 − l

}
as well.

Hence, for G = Cl, l ≥ 2, we suppose from now on for some {νk}2l
2−l

k=1 that for any k ∈{
1, . . . , 2l2 − l

}
and x ∈ Cl

tr [∇dux (·,∇·νk(x))] = 0.

Then, we can conclude from (3.39)

Pu

2l2+l∑
i=1

〈
∇eidu,∇eiX(α,β)

〉
= − 1

4(l + 1)

2l2−l∑
k=1

g
(
E(α,β), νk

)
tr [∇du (·,∇·νk)] = 0,

giving us assumption (b) also for G = Cl.
With this we can now show that the

〈
du,X(α,β)

〉
’s are eigensections of Lu with negative

eigenvalue.

Corollary 3.3.22. Let p ≥ 2 and u : G→ Sp be a non-constant, globally defined, smooth,
harmonic map. In case G = Cl suppose further that for some orthonormal frame {νk}k of
the normal bundle NG we have for each k

tr [∇du (·,∇·νk)] = 0,

where ∇Xνk denotes the projection of (dνk) (X) onto TG for any vector field X.
Then, for any α, β = 1, . . . ,

√
N ,

∆
(〈
du,X(α,β)

〉)
=

(
λ1(G)− 1

2
+ |du|2

)〈
du,X(α,β)

〉
− 2

n∑
i=1

〈
∇eidu,∇eiX(α,β)

〉
and therefore

Lu

(〈
du,X(α,β)

〉)
=

(
λ1(G)− 1

2

)〈
du,X(α,β)

〉
.

Similar to the S7-case, in order to prove linear independence of the eigensections〈
du,X(α,β)

〉
, we first need to take a look at the flows of the gradient vector fields X(α,β).

Recall that the flow φ(α,β) of X(α,β) is the collection of integral curves starting at each
x ∈ G, that is φ(α,β) : [0,+∞[×G→ G must satisfy

(1) φ
(α,β)
0 (x) = x for any x ∈ G,

(2) For every t ∈ [0,+∞[ and every x ∈ G we have

d

dt
φ

(α,β)
t (x) = X(α,β)

(
φ

(α,β)
t (x)

)
.

As discussed in the appendix (cf. A.4.9-A.4.13), we know that for x = e the integral curve
must be of the form

φ
(α,β)
t (e) = exp (tS) for some S ∈ g.
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Using this in (2) yields

S exp (tS) =
d

dt
φ

(α,β)
t (e) = X(α,β)

(
φ

(α,β)
t (e)

)
. (3.40)

Hence, evaluating (3.40) at t = 0 and applying then (1) gives us

S =
d

dt

∣∣∣∣
t=0

φ
(α,β)
t (e) = X(α,β)

(
φ

(α,β)
0 (e)

)
= X(α,β)(e).

So, we find for the integral curve at e

φ
(α,β)
t (e) = exp

(
tX(α,β)(e)

)
. (3.41)

As φ
(α,β)
t (x) must give back (3.41) when being evaluated at x = e while still fulfilling (1)

and (2), we conclude that, in light of the surjectivity of the exponential map exp : g→ G,
the flow has to be of the form

φ
(α,β)
t (x) = x exp

(
Z(α,β)(t, x)

)
, (3.42)

where we find from (1) and (2), using that the derivative of the matrix exponential is given
by (e.g. [36], Thm. 5.4)

d

dt
exp (X(t)) = exp (X(t))

1− exp (−adX)

adX

dX(t)

dt

= exp (X(t))

∞∑
k=0

(−1)k

(k + 1)!
(adX)

k dX(t)

dt
,

that the matrix-valued map Z(α,β) : [0,+∞[×G→ g has to satisfy

(A) Z(α,β)(0, x) = 0 for any x ∈ G,

(B) For every (t, x) ∈ [0,+∞[×G

x exp
(
Z(α,β)(t, x)

) ∞∑
k=0

(−1)k

(k + 1)!

(
adZ(α,β)(t,x)

)k (dZ(α,β)(t, x)

dt

)
= X(α,β)

(
x exp

(
Z(α,β)(t, x)

))
.

In particular, at x = e we obtain Z(α,β)(t, e) = tX(α,β)(e) for any t ∈ [0,+∞[ and hence
Z(α,β)(t, x) = tX(α,β)(e) + Z̃(α,β)(t, x) with Z̃(α,β)(t, e) = 0.
Using this we can prove linear independence of the

〈
du,X(α,β)

〉
’s.

Corollary 3.3.23. For u : G → Sp also locally injective the
〈
du,X(α,β)

〉
’s are linearly

independent. In particular the index of u : G → Sp is at least N , where N = (l + 1)2 for
G = Al and N = 4l2 for G = Cl.

Proof. Suppose for contradiction that the
〈
du,X(α,β)

〉
’s are linearly dependent. Then there

exists some X ∈ span
{
X(α,β)

∣∣α, β = 1, . . . ,
√
N
}
\ {0} such that 〈du,X〉 = 0. Up to

rotation we can assume that X = X(α,β) for some α, β ∈
{

1, . . . ,
√
N
}

.

Then we obtain, letting φ(α,β) denote the flow of X(α,β) as before, for any fixed x ∈ G

d

dt

(
u ◦ φ(α,β)

t

)
= du

(
φ

(α,β)
t

) d

dt
φ

(α,β)
t =

〈
du,X(α,β)

〉(
φ

(α,β)
t

)
= 0.

Therefore, the maps x 7→
(
u ◦ φ(α,β)

t

)
(x) are constant in time. This yields in particular
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that for any time t ∈ ]0,+∞[ and x ∈ G

u
(
φ

(α,β)
t (x)

)
= u

(
φ

(α,β)
0 (x)

)
= u(x)

since by definition φ
(α,β)
0 = idG. Recalling (3.42), this means

u(x) = u
(
x exp

(
Z(α,β)(t, x)

))
(3.43)

for every t ∈ ]0,+∞[ and x ∈ G.
Now, as we assumed u to be locally injective, we can find for any fixed x ∈ G a subset
x ∈ U ⊂ G so that u|U is injective. Then, given any y ∈ U we take κy > 0 such that for

any t ∈ [0, κy[ we have φ
(α,β)
t (y) ∈ U . Then (3.43) yields for any y ∈ U and t ∈ [0, κy[ that

y = φ
(α,β)
t (y) = y exp

(
Z(α,β)(t, y)

)
, which in turn implies e = exp

(
Z(α,β)(t, y)

)
. As the

exponential map is a local homeomorphism around the origin this gives us Z(α,β)(t, y) = 0
for any (t, y) ∈ [0, κy[ × U . This in turn yields that φ(α,β)(y) is constant, which implies
X(α,β)(y) = 0. Since this holds in particular at the fixed x ∈ G and did not depend on the
choice of x ∈ G, we must find X(α,β) = 0, giving us a contradiction.
So the

〈
du,X(α,β)

〉
’s must be linearly independent, verifying thus assumption (c). The claim

on the index follows from this as we have seen that the
〈
du,X(α,β)

〉
’s are eigensections of

Lu with eigenvalue λ1(G)− 2λ, which is negative due to the harmonic instability of G.

3.3.5 Case M = Rn

Regarding the case of Euclidean space with its canonical metric, being flat it is Einstein
with λ = 0. However, on any relatively compact domain D ⊂ Rn we have λ1 (D) > 0, which
means that λ1 < 2λ can never be satisfied. Hence in this case the construction described in
the general case 3.3.2 does not yield eigensections with negative eigenvalues.
In light of this, we therefore aim to exclude this case from consideration. Having remarked
that for compact manifolds with the Killing property the Riemannian product decomposition
does not contain an Euclidean factor, we can exclude this case by restricting to compact
manifolds. However, note that we have the following Liouville-type theorem.

Theorem 3.3.24. ([34])
Each harmonic map u : Rn → Sm, n ≥ 3, with finite Dirichlet energy on Rn has to be
constant.

Hence, by restricting to domain manifolds of dimension at least three and non-constant,
smooth, harmonic maps of finite Dirichlet energy, the case M = Rn can be excluded. More-
over, this does not pose any constraints on the compact cases as in these all possible factors
are of dimension at least three and harmonic maps on compact manifolds have finite Dirichlet
energy.

3.3.6 Index bounds for products

To summarize, we have shown so far that for Mµ a compact, harmonically unstable, sim-
ply connected, complete Riemannian manifold of dimension at least three with the Killing
property and with trivial Riemannian product decomposition the index of any non-constant,
globally defined, smooth, harmonic map of finite energy u : Mµ → Sp, p ≥ 2, satisfying in
the case of Mµ a simple Lie group the additional constraints of 3.3.22 and 3.3.23, is bounded
from below by Nµ := mult (λ1 (Mµ)), that is together with the Liouville-type theorem 3.3.24
we have proven Theorem 1.0.13.
Before considering low index maps we prove index bounds for product maps based on these
bounds. Let us first look at the harmonic instability of compact manifolds M with the
Killing property which possess a non-trivial Riemannian product decomposition

M = M1 × . . .×Mm
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in the sense of the classification result by Berestovskii and Nikonorov. In that case it is
known ([38], Rem. 5.5) that M is harmonically unstable if each of the Mµ in the Riemannian
product decomposition is harmonically unstable.
Moreover, Fardoun and Ratto proved an index bound for product maps in terms of the
indices of the factor maps.

Proposition 3.3.25. ([31])
Let fi : (Mi, gi)→ (Ni, hi) , i = 1, 2, be smooth, harmonic maps between compact, oriented
Riemannian manifolds and let f : (M1 ×M2, g1 × g2)→ (N1 ×N2, h1 × h2) be the product
map taking (x, y) to (f1(x), f2(y)). Then, f is harmonic and we have

(1) If f1 and f2 are stable, then so is f ;

(2) ind(f) ≥ ind(f1) + ind(f2);

(3) null(f) ≥ null(f1) + null(f2).

Now we can establish lower index bounds for harmonic maps from compact manifolds M
with the Killing property arising as product maps of harmonic maps from the model cases
S7, Al, Cl, Rn into round spheres. This is achieved through iterative application of Fardoun
and Ratto’s index bound as well as using the index bounds 3.3.16, 3.3.23 and Theorem 3.3.24
proven in the preceding subsections or equivalently using Theorem 1.0.13.

Corollary 3.3.26. Let M be a simply connected, complete Riemannian manifold of dimen-
sion at least three satisfying the Killing property and with corresponding Riemannian product
decomposition

M = M0 × . . .×Mm

so that all of the Mµ, µ = 1, . . . ,m, are harmonically unstable.
Let further uµ : Mµ → Spµ , pµ ≥ 2, for all µ = 0, . . . ,m be as in Theorem 1.0.13.
Then, M is compact and harmonically unstable, the product map u := (u1, . . . , um) : M →
Sp1 × . . .× Spm is non-constant, globally defined, smooth, harmonic and satisfies the index
bound

ind(u) ≥
m∑
µ=1

ind (uµ) ≥
m∑
µ=1

Nµ,

where Nµ denotes the multiplicity of the first non-zero eigenvalue of ∆ : C∞ (Mµ) →
C∞ (Mµ).

3.3.7 Characterization of low index maps

With the lower index bound fully established, we can now turn to the second goal of this
section. So in the remainder of this section we set p = 2 and prove a characterization of
low index smooth harmonic maps u : Mµ → S2, where low index refers here to the index
bound we have just shown, i.e. we consider the case ind (u) = Nµ.
To be precise, from now on Mµ is either the round S7 or a simply connected, harmonically
unstable, compact, simple Lie group G with bi-invariant metric g = −K and u : Mµ →
S2 is any non-constant, globally defined, smooth, harmonic map of index at most Nµ =
mult (λ1 (Mµ)) so that for Mµ ∈ {Al (l ≥ 1), Cl (l ≥ 2)} the map u is also locally injective
and further for Mµ = Cl we have tr [∇du (·,∇·νk)] = 0 for some orthonormal frame {νk}k
of NMµ. Then, from the index bound 1.0.13, it is evident that ind (u) = Nµ and that〈
du,X1

〉
, . . . ,

〈
du,XNµ

〉
form a basis of the space of eigensections of Lu with negative

eigenvalues.
As for the index bound we follow the ideas of Rivière in [65] to show that such maps u must
be harmonic morphisms. We start off by deriving an auxiliary inequality used later in the
proof of the characterization theorem.
Recall that the first eigenvalue λ1 (Lu) of Lu is defined as

λ1 (Lu) = inf
w∈Γ(u−1TSp)

w 6=0

{ (
δ2
uE
)

(w)

‖w‖2L2(Mµ)

}
.
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Thus we have for any non-trivial section w ∈ Γ
(
u−1TSp

)
that(

δ2
uE
)

(w) ≥ λ1 (Lu) ‖w‖2L2(Mµ).

In light of the form of the second variation of E, given by (3.17) due to u being sphere-valued,
this means that ∫

Mµ

(
|dw|2 − |du|2 |w|2

)
≥ λ1 (Lu)

∫
Mµ

|w|2

for any w ∈ Γ
(
u−1TSp

)
or equivalently∫
Mµ

(
|dw|2 −

(
|du|2 + λ1 (Lu)

)
|w|2

)
≥ 0. (3.44)

Now, with the assumption that u is of low index we can conclude from the just established
fact that the

〈
du,Xj

〉
’s are Nµ linearly independent eigensections with eigenvalue λ1 (Mµ)−

2λ < 0 that we must find λ1 (Lu) = λ1 (Mµ)− 2λ.
Therefore we can conclude from (3.44) for any section w ∈ Γ

(
u−1TSp

)
∫
Mµ

[
|dw|2 −

(
|du|2 − (2λ− λ1 (Mµ))

)
|w|2

]
≥ 0. (3.45)

Remark 3.3.27. Let us shortly remark that we have that the first eigenvalue of the Jacobi
operator Ju of u is bounded from above by λ1 (Mµ) − 2λ independent of the codomain of
u. To be precise, we show the following relation between the first eigenvalue of the Jacobi
operator of u, denoted λ1 (Ju), and the first eigenvalue of the Jacobi operator of idMµ

,

denoted λ1

(
J idMµ

)
, namely

λ1 (Ju) ≤ λ1

(
J idMµ

)
= λ1 (Mµ)− 2λ.

Indeed, first the expression for the first eigenvalue of the Jacobi operator of the identity map
on Mµ follows from the conformality of the identity map, that Mµ is an Einstein manifold
with constant λ and the definition of the Jacobi operator. Now for the inequality we consider
Mµ = S7 and Mµ = G compact, simply connected, simple Lie group separately.
When proving the instability of harmonic maps φ : Sn → N,n ≥ 3, Xin showed in [75] that
for such maps λ1

(
Jφ
)
≤ 2−n. Knowing that the Einstein constant for Sn is λ = n− 1 and

the first non-zero eigenvalue of the Laplacian is given by λ1 (Sn) = n (e.g. [27, 69]), we have

λ1

(
Jφ
)
≤ 2− n = λ1 (Sn)− 2λ.

In particular, we have the claimed inequality for S7.
For harmonically unstable Lie groups this is not as straightforward. We know, given our
bi-invariant metric g = −K, that we have λ = 1

4 , the first non-zero eigenvalues of the
Laplacian are stated explicitly in the Lie group case. In [62] Ohnita proved, using the first

standard minimal immersion of
(
Gn, λ1(G)

n g
)

into SN , where N denotes the multiplicity

of λ1(G), that for any non-constant, harmonic map φ̃ :
(
G, λ1(G)

n g
)
→ N we obtain

λ1

(
J φ̃
)
≤ n

(
1− 1

2λ1(G)

)
. Thus, for non-constant, harmonic maps φ : (G, g)→ N we get

as claimed

λ1

(
Jφ
)
≤ λ1 (G)− 1

2
= λ1 (G)− 2λ.

Finally we note that this upper bound for λ1 (Ju) holds for any non-constant, smooth,
harmonic map u : Mµ → N while for the lower bound and thus equality for λ1 (Lu) we
need u to be of low index and N = Sp for some p ≥ 2.

66



Characterization of low index maps

Let us remark that so far there is no need to restrict to p = 2, that is (3.45) holds for all
non-constant, globally defined, smooth, harmonic maps u : Mµ → Sp, p ≥ 2, of low index
as specified above.
Before proving the characterization of low index maps we need one more auxiliary result.

Lemma 3.3.28. Let α and β be one-forms on Mµ. Then it holds

α · β =

Nµ∑
j=1

〈
α,Xj

〉 〈
β,Xj

〉
.

Proof. For each of our compact Mµ we found that the Xj ’s are the tangential components
of the εj ’s and the X(α,β)’s are the tangential components of the E(α,β)’s (up to a constant

factor). So there exists a projection πµ : RNµ → Mµ, respectively πµ : C
√
Nµ×
√
Nµ → Mµ,

such that they satisfy Xj = (πµ)∗ ∂xj , respectively X(α,β) = (πµ)∗ ∂x(α,β)
. Indeed, for S7

this projection is given by x 7→ x
|x| . For the case of Lie groups it suffices to construct a

projection onto the Lie algebra, as composition with the exponential map gives a projection
onto the Lie group. For al this projection is X 7→ i

4(l+1)

(
X +X†

)
− i

4(l+1)2 tr
(
X +X†

)
e

and for cl it is X 7→ i
16(l+1)

(
X +X† + ΩXtΩ + ΩX̄Ω

)
with

Ω :=

(
0 Il
−Il 0

)
,

where Il denotes the l × l identity matrix. With this we get

α · β = π∗µα · π∗µβ =

Nµ∑
j=1

〈
π∗µα, ∂xj

〉 〈
π∗µβ, ∂xj

〉
=

Nµ∑
j=1

〈
α,Xj

〉 〈
β,Xj

〉
and analogously for the X(α,β)’s.

Finally, we can state and prove the characterization of low index maps from Riemannian
manifolds with the Killing property into the round S2 as harmonic morphisms.

Theorem 3.3.29. Consider the setting of Theorem 1.0.13 with p = 2 and let N denote the
multiplicity of the first non-zero eigenvalue of the Laplacian ∆ : C∞(M)→ C∞(M).
Assume also that u : M → S2 is of index at most N .
Then, the index of u is equal to N and u is a harmonic morphism.

Proof. Take l ∈ {1, . . . ,Nµ}. For simplicity we will in the following denote the X(α,β)’s
from the Lie group case by X l as well. Moreover, we let × denote the vector product in R3.
Then we can compute, recalling the now for any Mµ verified expression for ∆

〈
du,X l

〉
from

(3.21) and using harmonicity of u,

∆
(
u×

〈
du,X l

〉)
=−

n∑
i=1

∇ei∇eiu×
〈
du,X l

〉
− 2

n∑
i=1

∇eiu×∇ei
〈
du,X l

〉
−

n∑
i=1

u×∇ei∇ei
〈
du,X l

〉
= |du|2 u×

〈
du,X l

〉
− 2

n∑
i=1

∇eiu×∇ei
〈
du,X l

〉
+
(
λ1(Mµ)− 2λ+ |du|2

)
u×

〈
du,X l

〉
− 2

n∑
i=1

u×
〈
∇eidu,∇eiX l

〉
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=
(
λ1(Mµ)− 2λ+ 2 |du|2

)
u×

〈
du,X l

〉
− 2

n∑
i=1

∇eiu×∇ei
〈
du,X l

〉
− 2

n∑
i=1

u×
〈
∇eidu,∇eiX l

〉
.

(3.46)

Focussing on the second term on the right-hand side we have

n∑
i=1

∇eiu×∇ei
〈
du,X l

〉
=

n∑
i=1

(
∇eiu×

〈
∇eidu,X l

〉
+∇eiu×

〈
du,∇eiX l

〉)
Taking the orthogonal projection Pu of this yields, using that since u is S2-valued the vector
product of two tangent vectors lies in the corresponding normal space,

Pu

n∑
i=1

∇eiu×∇ei
〈
du,X l

〉
= Pu

n∑
i=1

∇eiu×
〈
∇eidu,X l

〉
.

For the remaining term we expand X l and the covariant derivative of du in terms of the
Killing frame, respectively its dual frame, to get

n∑
i=1

∇eiu×
〈
∇eidu,X l

〉
=

n∑
i,j=1

g
(
X l, ej

)
∇eiu× 〈∇eidu, ej〉

=

n∑
j=1

g
(
X l, ej

) n∑
i=1

∇eiu× 〈∇eidu, ej〉

=

n∑
j=1

g
(
X l, ej

) n∑
i,k=1

∇eiu×∇ei∇eku 〈e∗k, ej〉

+

n∑
j=1

g
(
X l, ej

) n∑
i,k=1

∇eiu×∇eku 〈∇eie∗k, ej〉

=

n∑
j=1

g
(
X l, ej

) n∑
i=1

∇eiu×∇ei∇eju+

n∑
j=1

g
(
X l, ej

) n∑
i=1

∑
k/∈{i,j}

∇eiu×∇eku 〈∇eie∗k, ej〉 .

(3.47)

Hence, applying Pu to (3.47) gives us, as u takes values in S2 so that Pu (∇eiu×∇eku) = 0
for all indices i, k, and NuS

2 is spanned by u ‖ ∆u,

Pu

n∑
i=1

∇eiu×
〈
∇eidu,X l

〉
=Pu

 n∑
j=1

g
(
X l, ej

) n∑
i=1

∇eiu×∇ei∇eju


= −

n∑
i=1

(∇eiu× u) g
(
X l, ei

)
(∇eiu)

2

= −
n∑
i=1

(∇eiu× u) g
(
∇eiu,

〈
(∇eiu) e∗i , X

l
〉)

=

n∑
i=1

(u×∇eiu) g
(
∇eiu,

〈
(∇eiu) e∗i , X

l
〉)

= (u× du) · g
(
du,
〈
du,X l

〉)
,

(3.48)

where we also used the harmonic map equation for u. Note that in the above it was crucial
that our codomain is the two-dimensional round sphere.
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Therefore, taking the projection Pu of (3.46) yields, applying Lemma 3.3.28 as well as (3.48)
and assumption (b), the latter to conclude that the third term on the right-hand side of (3.46)
vanishes after applying Pu since Pu

(
u×

∑
i

〈
∇eidu,∇eiX l

〉)
= u× Pu

∑
i

〈
∇eidu,∇eiX l

〉
,

Pu∆
(
u×

〈
du,X l

〉)
=
(

2 |du|2 + λ1(Mµ)− 2λ
)
u×

〈
du,X l

〉
− 2 (u× du) · g

(
du,
〈
du,X l

〉)
=
(

2 |du|2 + λ1(Mµ)− 2λ
)
u×

〈
du,X l

〉
− 2

Nµ∑
k=1

u×
〈
du,Xk

〉 〈
du,Xk

〉
·
〈
du,X l

〉
.

Now multiplying this with u×
〈
du,X l

〉
and summing over l ∈ {1, . . . ,Nµ} gives us

Nµ∑
l=1

Pu∆
(
u×

〈
du,X l

〉)
·
(
u×

〈
du,X l

〉)
=
(

2 |du|2 + λ1(Mµ)− 2λ
) Nµ∑
l=1

∣∣u× 〈du,X l
〉∣∣2

− 2

Nµ∑
k,l=1

(
u×

〈
du,Xk

〉)
·
(
u×

〈
du,X l

〉) 〈
du,Xk

〉
·
〈
du,X l

〉
.

(3.49)

We obtain by integrating (3.49) over Mµ

Nµ∑
l=1

∫
Mµ

∣∣d (u× 〈du,X l
〉)∣∣2 − Nµ∑

l=1

∫
Mµ

(
|du|2 + λ1(Mµ)− 2λ

) ∣∣u× 〈du,X l
〉∣∣2

=

Nµ∑
l=1

∫
Mµ

|du|2
∣∣u× 〈du,X l

〉∣∣2

− 2

Nµ∑
k,l=1

∫
Mµ

(
u×

〈
du,Xk

〉)
·
(
u×

〈
du,X l

〉) 〈
du,Xk

〉
·
〈
du,X l

〉
=: I1 + I2.

(3.50)

Computing first I1 we get, applying Lemma 3.3.28 again, since u is sphere-valued

I1 =

Nµ∑
l=1

∫
Mµ

|du|2
∣∣〈du,X l

〉∣∣2 =

Nµ∑
k,l=1

∫
Mµ

∣∣〈du,Xk
〉∣∣2 ∣∣〈du,X l

〉∣∣2

=

Nµ∑
k=1

∫
Mµ

∣∣〈du,Xk
〉∣∣4 + 2

∑
k<l

∫
Mµ

∣∣〈du,Xk
〉∣∣2 ∣∣〈du,X l

〉∣∣2 .
(3.51)

Turning to I2 we obtain, using again that our codomain is the round S2,

I2 =− 2

Nµ∑
k,l=1

∫
Mµ

(〈
du,Xk

〉
·
〈
du,X l

〉)2

=− 2

Nµ∑
k=1

∫
Mµ

∣∣〈du,Xk
〉∣∣4 − 4

∑
k<l

∫
Mµ

(〈
du,Xk

〉
·
〈
du,X l

〉)2
.

(3.52)
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Therefore, inserting (3.51) and (3.52) back into (3.50) yields

Nµ∑
l=1

∫
Mµ

∣∣d (u× 〈du,X l
〉)∣∣2 − Nµ∑

l=1

∫
Mµ

(
|du|2 + λ1(Mµ)− 2λ

) ∣∣u× 〈du,X l
〉∣∣2

=−
Nµ∑
k=1

∫
Mµ

∣∣〈du,Xk
〉∣∣4 + 2

∑
k<l

∫
Mµ

(∣∣〈du,Xk
〉∣∣2 ∣∣〈du,X l

〉∣∣2 − 2
(〈
du,Xk

〉
·
〈
du,X l

〉)2)

=

∫
Mµ

|du|4 − 2
∣∣∣du ·⊗ du∣∣∣2 .

(3.53)

As we have shown at the beginning of this subsection (cf. (3.45)), we get for any section
w ∈ Γ

(
u−1TS2

)
the estimate∫

Mµ

|dw|2 −
(
|du|2 + λ1(Mµ)− 2λ

)
|w|2 ≥ 0.

Thus, in light of (3.53), we have, taking w = u ×
〈
du,X l

〉
for each l ∈ {1, . . . ,Nµ} and

summing over l, ∫
Mµ

|du|4 − 2
∣∣∣du ·⊗ du∣∣∣2 ≥ 0. (3.54)

Now, note that since u has S2 as codomain we have at each x ∈Mµ that rank (dux) ≤ 2. If
rank (dux) = 0, then dux ≡ 0. Next we consider points x ∈Mµ with rank (dux) = 2. In this

case we can take an orthonormal basis {f1, f2} of the horizontal space Hx = ker (dux)
⊥

and
evaluate the integrand of (3.54) with respect to this basis

|dux|4 − 2
∣∣∣dux ·⊗ dux∣∣∣2 = |∂f1u|

4
+ |∂f2u|

4
+ 2 |∂f1u|

2 |∂f2u|
2 − 2 |∂f1u|

4 − 2 |∂f2u|
4

− 4 |(∂f1u) · (∂f2u)|2

=− |∂f1u|
4 − |∂f2u|

4
+ 2 |∂f1u|

2 |∂f2u|
2 − 4 |(∂f1u) · (∂f2u)|2

=−
(
|∂f1u|

2 − |∂f2u|
2
)2

− 4 |(∂f1u) · (∂f2u)|2 ≤ 0.

(3.55)

Thus, for all x ∈Mµ with rank (dux) ∈ {0, 2} we find

|dux|4 − 2
∣∣∣dux ·⊗ dux∣∣∣2 ≤ 0.

Finally, take x ∈ Mµ with rank (dux) = 1. Then we have |dux|4 =
∣∣∣dux ·⊗ dux∣∣∣2, hence in

particular we get

|dux|4 − 2
∣∣∣dux ·⊗ dux∣∣∣2 < 0.

But since at all other points x ∈ Mµ we have |dux|4 − 2
∣∣∣dux ·⊗ dux∣∣∣2 ≤ 0 and (3.54) holds,

this case cannot occur. This means that at each point x ∈Mµ the rank of dux is either zero
or two and we must also have, combining (3.54) and (3.55),

|dux|4 − 2
∣∣∣dux ·⊗ dux∣∣∣2 = 0.
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In the case of rank two this implies, recalling (3.55),

|∂f1u|
2

= |∂f2u|
2

and (∂f1u) · (∂f2u) = 0,

which yields that dux restricted to Hx is conformal. Thus, together with dux ≡ 0 at all
other points, this implies that u is horizontally weakly conformal. By Fuglede and Ishihara’s
characterization of harmonic morphisms (e.g. [32, 44]) this is, together with the assumed
harmonicity, equivalent to u being a harmonic morphism, which is what we claimed.

At several points in the proof it is crucial that the codomain of u is S2 and not a higher-
dimensional Sp as in this way we can e.g. conclude that the vector product of two vectors
in TuS

2 must lie in the normal space NuS
2, yielding that the tangential projection must

vanish. Hence it is not clear how this line of reasoning can be extended to higher-dimensional
spheres as codomain.
Furthermore, we also can not easily replace the round 2-sphere by an arbitrary surface
N2 as this would alter, among others, the harmonic map equation, changing therefore the
computation significantly. However, post-composition with a biholomorphic map into some
surface N2 is possible and preserves being a harmonic morphism.

Remark. Observe that for a conformal surface N2, which is conformally equivalent to S2 with
corresponding biholomorphic map ψ : N2 → S2, given a map u : Mµ → S2 as specified in
Theorem 3.3.29, we also obtain a harmonic morphism into N2, namely ψ−1 ◦u : Mµ → N2.
Indeed, 3.3.29 shows that u is a harmonic morphism, and we know (e.g. [4]) that ψ is a
bijective harmonic morphism, thus ψ−1 is a harmonic morphism as well (e.g. [4], p. 111).
So ψ−1 ◦u is, as the composition of two harmonic morphisms, a harmonic morphism as well
(e.g. [4], Prop. 4.1.3 (i)).
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Appendix A

Appendices

A.1 Additional material to dimension estimates

In this section we give, as announced in section 2.3, the proofs by Lin and Zhang of the upper
and lower bound on

∑k
i=1

∫
PR(t0,x0)

u2
i using our L2-mean value inequality for ∂t − L. As

the proof of Lemma 2.3.2 is a simple contradiction argument, it will be omitted here. Let us
emphasize that since the specific operator whose solutions are considered only enters through
the L2-mean value inequality said solutions satisfy, the proofs that we will recapitulate now
are exactly those of [56], Lem. 3.1 and of the claim on page 2019 in [56].

Proof of Lemma 2.3.1

Proof. Here we need to modify the proof of Lin and Zhang slightly as we have proven our
mean value inequality only for radii r ≥ 1 instead of r > 0 as supposed in [56].
Let (t, x) ∈ PR(t0, x0) be arbitrary but fixed. Then we can find coefficients λ1, . . . , λk ∈ [0, 1]

satisfying
∑k
i=1 λ

2
i = 1 so that for v :=

∑k
i=1 λiui ∈ 〈Λ, U〉 we have

v2(t, x) =

k∑
i=1

u2
i (t, x).

Define r(t, x) := (2 + ε)R − dp ((t, x), (t0, x0)) ≥ 1. Then, by the choice of (t, x) and since
dp is a distance function, we get Pr(t,x)(t, x) ⊆ P(2+ε)R(t0, x0).
As we have seen, under the assumptions of a Neumann-Poincaré inequality and the volume
doubling property, we obtain an L2-mean value inequality for solutions to ∂tu = Lu on
parabolic cylinders of radii r ≥ 1, so that we get here

v2(t, x) ≤ CM
r2 Vol (Br(x))

∫
Qr(t,x)

v2(s, y).

To transfer this to a mean value inequality on truncated paraboloids, we need a comparison
of the volumes of parabolic cylinders and truncated paraboloids, i.e. we need to show

2−CD−2 ≤ Vol (Pr(t, x))

Vol (Qr(t, x))
≤ 1. (A.1)

For this, note first that the definition of the paraboloid gives us

Vol (Pr(t, x)) =

∫
Br(x)

t∫
t−(r−d(x,y))2

1 =

∫
Br(x)

(r − d(x, y))
2 ≤ r2

∫
Br(x)

1
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=

∫
Br(x)

t∫
t−r2

1 = Vol (Qr(t, x)) ,

which is the second inequality in (A.1). Moreover, starting in the same way we get, assuming
the volume doubling property with constant CD,

Vol (Pr(t, x)) ≥
∫

B r
2

(x)

(r − d(x, y))
2 ≥ r2

4

∫
B r

2
(x)

1 =
r2

4
Vol

(
B r

2
(x)
)

≥ r2

4
2−CD Vol (Br(x)) = 2−CD−2 Vol (Qr(t, x)) .

This proves the first inequality in (A.1), finishing the proof of (A.1).
Using this volume comparison, we can conclude that we also have an L2-mean value inequal-
ity on paraboloids with possibly a changed constant, that is

v2(t, x) ≤ C

Vol (Pr(t, x))

∫
Pr(t,x)

v2(s, y). (A.2)

Furthermore, the volume comparison (A.1) implies together with our volume doubling prop-
erty for balls a volume comparison between truncated paraboloids, i.e. for every r2 > r1 > 0
we get

Vol (Pr2(t, x))

rCD+2
2

≤ Vol (Br2(t, x))

rCD2

≤ KVol (Br1(x))

rCD1

≤ KVol (Pr1(t, x))

rCD+2
1

. (A.3)

Taking r2 = 2R and r1 = r(t, x), this volume comparison yields

Vol (Pr(t, x)) ≥ K−1 Vol (P2R(t, x))

(
(2 + ε)R− (d(x, x0) +

√
|t− t0|)

2R

)CD+2

≥ K−1R−(CD+2) Vol (PR(t0, x0))
(

(2 + ε)R− (d(x, x0) +
√
|t− t0|)

)CD+2

,

(A.4)

where we have used that applying that due to (t, x) ∈ PR (t0, x0) we get BR
2

(x0) ⊆ B 3R
2

(x),

the volume doubling property and (A.1) we can estimate

Vol (P2R(t, x)) ≥
∫

B 3R
2

(x)

(2R− d(x, y))
2 ≥ R2

4

∫
B 3R

2
(x)

1 =
R2

4
Vol

(
B 3R

2
(x)
)

≥ R2

4
Vol

(
BR

2
(x0)

)
≥ 2−CD−2R2 Vol (BR(x0))

= 2−CD−2 Vol (QR(t0, x0)) ≥ 2−CD−2 Vol (PR(t0, x0)) .

Applying (A.4), (A.1) and the inclusion Pr(t,x)(t, x) ⊆ P(2+ε)R(t0, x0) to our mean value
inequality (A.2) gives us

v2(t, x) ≤ K
(

(2 + ε)R− (d(x, x0) +
√
|t− t0|)

)−(CD+2) RCD

Vol (BR(x0))

∫
Pr(t,x)

v2(s, y)

≤ K
(

(2 + ε)R− (d(x, x0) +
√
|t− t0|)

)−(CD+2) RCD

Vol (BR(x0))

∫
P(2+ε)R(t0,x0)

v2(s, y).
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Integrating now over PR(t0, x0), using v2(t, x) =
∑
i u

2
i (t, x) and estimating the integral of

v2 on the right-hand side by taking the supremum over v ∈ 〈Λ, U〉, we obtain

k∑
i=1

∫
PR(t0,x0)

u2
i (t, x) ≤ KRCD

Vol (BR(x0))

∫
PR(t0,x0)

(
(2 + ε)R− (d(x, x0) +

√
|t− t0|)

)−CD−2

× sup
v∈〈Λ,U〉

∫
P(2+ε)R(t0,x0)

v2(s, y)

=:
KRCD

Vol (BR(x0))
I × sup

v∈〈Λ,U〉

∫
P(2+ε)R(t0,x0)

v2(s, y).

To finish the proof of the upper bound it remains to estimate the integral I on the right-hand
side. Using the definition of the truncated paraboloid, setting then A(x) := R − d(x, x0)
and substituting s =

√
t, we find

I =

∫
BR(x0)

(R−d(x,x0))2∫
0

(
(2 + ε)R− (d(x, x0) +

√
t)
)−CD−2

=

∫
BR(x0)

A(x)∫
0

2s

((1 + ε)R+A(x)− s)CD+2
≤

∫
BR(x0)

2A(x)

A(x)∫
0

(Rε+A(x)− s)−CD−2

≤ 2

CD + 1

∫
BR(x0)

A(x)(Rε)−CD−1 ≤ 2

CD + 1
R−CDε−CD−1 Vol (BR(x0)) .

Hence, I ≤ K ε−CD−1R−CD Vol (BR(x0)). Therefore, we finally conclude

k∑
i=1

∫
PR(t0,x0)

u2
i (t, x) ≤ C ε−CD−1 sup

v∈〈Λ,U〉

∫
P(2+ε)R(t0,x0)

v2.

Proof of Lemma 2.3.3

Proof. Since the proof of the lower bound only uses the volume doubling property and the
polynomial growth of the solutions, it transfers without changes from [56]. However we
include it for completeness.
We will denote by trR′AR, respectively detR′ AR, the trace, respectively determinant, of the
inner product AR with respect to AR′ , i.e. the trace, respectively determinant, of the matrix
(AR(vi, vj))i,j=1,...,k for an orthonormal basis {vi}i of K with respect to AR′ .
Let us suppose, for contradiction, that the claim does not hold. Then, for given β > 1 and
δ > 0 there exist (t0, x0) ∈ R−×M and R0 ≥ 1 so that for all R ≥ R0

trβRAR =

k∑
i=1

∫
PR(t0,x0)

u2
i (t, x) < k β−(2q+CD+2+δ),

where {ui}i is an orthonormal basis of K with respect to AβR. This implies(
det
βR

AR

) 1
k

≤ trβRAR
k

< β−(2q+CD+2+δ).
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Since detβRAR = (detRAβR)
−1

, this gives

det
R
AβR > βk(2q+CD+2+δ).

By iterating this for R, βR, . . . , βjR, we deduce

det
R
AβjR > βjk(2q+CD+2+δ). (A.5)

However, from the polynomial growth assumption on the ui’s and the volume bound (A.3)
on the paraboloids, we obtain

det
R
AβjR ≤ k!Ck

(
βjR

)2q+CD+2
Vol (B1(x0)) . (A.6)

For large j combining (A.5) and (A.6) gives us the desired contradiction and therefore prove
the lower bound.

A.2 Second fundamental form of conformal submersions

One of the advantages of having horizontal and vertical vector fields with respect to a
horizontally conformal submersion is that we can give explicit expressions for the second
fundamental form of the submersion with respect to these vector fields. Thus, with a frame
consisting only of horizontal and vertical vector fields we obtain expressions for the second
fundamental form with respect to any vector fields.

Lemma A.2.1. ([4], Lem. 4.5.1)
Suppose that φ : (M, g) → (N,h) is a horizontally conformal submersion with dilation λ.
Then, for any horizontal vector fields X,Y and vertical vector fields V,W ,

(a) ∇dφ (X,Y ) = X (lnλ) dφ (Y ) + Y (lnλ) dφ (X)− g (X,Y ) dφ (∇ (lnλ));

(b) ∇dφ (V,W ) = −dφ (H (∇VW )) with H(·) the horizontal projection;

(c) ∇dφ (X,V ) = −dφ (∇XV ).

In particular,

(1) ∇dφ (X,Y ) = 0 for all horizontal vector fields X,Y if φ is horizontally homothetic, i.e.
H (∇λ) = 0;

(2) ∇dφ (V,W ) = 0 for all vertical vector fields V,W if and only if the fibres of φ are totally
geodesic;

(3) ∇dφ (X,V ) = 0 for all horizontal vector fields X and all vertical vector fields V if
and only if the foliation associated to φ is Riemannian and has integrable horizontal
distribution.

A.3 Construction of the flows in the S7-case

While in subsection 3.3.3 we simply verified the flows for the gradient vector fields arising
from a basis of the eigenspace of the Laplacian corresponding to its first non-zero eigenvalue,
in the S7-case, by showing that the maps actually fulfill the flow equation, we will give here
the construction of these flows. We consider in the following without loss of generality the
case j = 1. We will see that the construction for any other j ∈ {2, . . . , 8} is the same, up to
minor changes.
Since we have seen that the vector field X1 on S7 is conformal, its flow φ1 must consist of
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conformal transformations of S7. Hence, by the Liouville theorem for conformal maps, for
every time t ∈ [0,+∞[, the map φ1

t must be a Möbius transformation of S7, i.e. of the form

φ1
t (x) = b(t) +

α(t)A(t) (x− a(t))

|x− a(t)|ε
, x ∈ S7,

where a(t), b(t) ∈ R8, α(t) ∈ R, A(t) ∈ O(8) and ε ∈ {0, 2}.
As in our case the approach with ε = 2 leads to a contradiction, we must have ε = 0, that is

φ1
t (x) = b(t) + α(t)A(t) (x− a(t)) , x ∈ S7.

Using this expression in the flow equation for X1, we get

d

dt
b(t) +

(
d

dt
α(t)

)
A(t) (x− a(t)) + α(t)

(
d

dt
A(t)

)
(x− a(t))− α(t)A(t)

(
d

dt
a(t)

)
= ε1 − g (b(t), ε1) b(t)− α(t) g (A(t) (x− a(t)) , ε1) b(t)

− α(t) g (b(t), ε1)A(t) (x− a(t))− α2(t) g (A(t) (x− a(t)) , ε1)A(t) (x− a(t))

with initial values for the coefficients

b(0) = 0, α(0) = 1, a(0) = 0, A(0) = Id.

Suppose, for simplicity, that the coefficients are of the form

α(t) = 1 + κ(t) with κ(0) = 0,

A(t) = (1 + µ(t)) Id with µ(0) = 0,

a(t) = ξ(t) ε1 with ξ(0) = 0,

b(t) = λ(t) ε1 with λ(0) = 0.

Then, upon abbreviating Λ(t) := (1 + κ(t)) (1 + µ(t)), the flow equation turns into[
d

dt
Λ(t) + λ(t)Λ(t) + Λ2(t) (x1 − ξ(t))

]
x

=

[
− d

dt
λ(t) +

(
d

dt
Λ(t)

)
ξ(t) + Λ(t)

(
d

dt
ξ(t)

)
+ 1− λ2(t)− Λ(t)λ(t) (x1 − ξ(t))

]
ε1

+
[
Λ(t)λ(t)ξ(t) + Λ2(t)ξ(t) (x1 − ξ(t))

]
ε1.

Since we can write x as x =
∑8
k=1 xkεk with xk := g (x, εk), we find[

d

dt
Λ(t) + λ(t)Λ(t) + Λ2(t) (x1 − ξ(t))

] 8∑
k=2

xkεk

=

[
− d

dt
λ(t) +

(
d

dt
Λ(t)

)
(ξ(t)− x1) + Λ(t)

(
d

dt
ξ(t)

)
+ 1− λ2(t)

]
ε1

−
[
2Λ(t)λ(t) (x1 − ξ(t)) + Λ2(t) (ξ(t)− x1)

2
]
ε1.

Because of the linear independence of the εk’s, this implies that the coefficient of each of
the εk’s must vanish. Consequently, it suffices to solve the equations

d

dt
Λ(t) = −λ(t)Λ(t) + (ξ(t)− x1) Λ2(t), (A.7)
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− d

dt
λ(t) +

(
d

dt
Λ(t)

)
(ξ(t)− x1) + Λ(t)

(
d

dt
ξ(t)

)
=λ2(t)− 1 + 2λ(t)Λ(t) (x1 − ξ(t))

+ Λ2(t) (x1 − ξ(t))2
.

(A.8)

Using (A.7) in (A.8) gives us

− d

dt
λ(t) + Λ(t)

(
d

dt
ξ(t)

)
= λ2(t)− 1 + λ(t)Λ(t) (x1 − ξ(t)) . (A.9)

Now consider

λ(t) :=
et − e−t

et + e−t
= tanh (t) .

Then, λ solves the Riccati equation

d

dt
λ(t) = 1− λ2(t) with λ(0) = 0.

Inserting therefore λ into (A.9) yields

Λ(t)

[
d

dt
ξ(t) +

et − e−t

et + e−t
(ξ(t)− x1)

]
= 0.

So, since Λ(t) 6= 0, ξ must solve

d

dt
ξ(t) =

e−t − et

et + e−t
(ξ(t)− x1) with ξ(0) = 0. (A.10)

As d
dtξ(t) = d

dt (ξ(t)− x1), a solution to (A.10) is given by

ξ(t) = x1

(
1− 2et

e2t + 1

)
.

Now it only remains to determine the coefficient Λ. For this, inserting the solutions for λ
and ξ we just obtained into (A.7), we get

d

dt
Λ(t) =

e−t − et

et + e−t
Λ(t)− 2x1e

t

e2t + 1
Λ2(t). (A.11)

Substituting w := 1
Λ in (A.11), we obtain the linear equation

d

dt
w(t) =

et − e−t

et + e−t
w(t) +

2x1e
t

e2t + 1
with w(0) = 1. (A.12)

Now, (A.12) can be solved via variation of constants to give

w(t) =
1

2

[(
et + e−t

)
(1 + x1)− 2x1

]
.

Therefore, we have

Λ(t) =
2et

(e2t + 1) (1 + x1)− 2x1
.

So, collecting the solutions found for the coefficients, we can conclude for the flow

φ1
t (x) = b(t) + α(t)A(t) (x− a(t)) = λ(t) ε1 + (1 + κ(t)) (1 + µ(t)) (x− ξ(t) ε1)

=λ(t) ε1 + Λ(t) (x− ξ(t) ε1)
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=
et − e−t

et + e−t
ε1 +

2et

(e2t + 1) (1 + x1)− 2x1

(
x−

(
x1 −

2x1e
t

e2t + 1

)
ε1

)
.

As remarked at the beginning of the construction, replacing 1 by any other j ∈ {2, . . . , 8}
and thus ε1 by εj as well as x1 by xj , we can construct φj exactly as we did for φ1.

A.4 Representation theory of Lie groups

In the following we will give a very brief introduction to the representation theory of complex
Lie groups and Lie algebras without any proofs. All of this, including proofs of the results,
can be found, except otherwise stated, in the book by Kirillov Jr. ([46]). We start off by
recalling some definitions and results on (matrix) Lie groups and continue with establishing
the basic notions of representation theory and results.

A.4.1 Some basics on (matrix) Lie groups

For completeness we begin by recalling the definition of a Lie group.

Definition A.4.1. ([61], p. 446)
A Lie group G is a smooth manifold that is also a group with smooth operations, i.e. the
maps

µ : G×G→ G, (a, b) 7→ ab

and
ζ : G→ G, a 7→ a−1

are both smooth. A Lie subgroup H of a Lie group G is an abstract subgroup of G, which
is also an immersed submanifold of G.
In case G is a Lie subgroup of the general linear group GL (n;C), we call G a matrix Lie
group.

In the following we will always denote the identity element of a Lie group G by e.
Furthermore, for any element x ∈ G we let Lx, respectively Rx, denote the left, respectively
right, multiplication by x with respect to the group action µ, that is

Lx : G→ G, y 7→ xy, respectively

Rx : G→ G, y 7→ yx.

In section 3.3, in particular in subsection 3.3.4, we need a specific Riemannian metric on G,
namely a bi-invariant metric.

Definition A.4.2. ([1], Def.s 2.22, 2.23)
A Riemannian metric g on a Lie group G is left-invariant if Lx is an isometry for any x ∈ G,
i.e. if for all x, y ∈ G and V,W ∈ TyG we have

gxy ((dLx(y))V, (dLx(y))W ) = gy (V,W ) .

Similarly g is right-invariant if the Rx, x ∈ G, are isometries.
In the case that g is both left- and right-invariant it is said to be bi-invariant.

Next, we note that any Lie group possesses a trivial tangent bundle, which yields that the
tangent space at the identity element determines any other tangent space.

Proposition A.4.3. ([2], Prop. 1.5)
Any Lie group G is parallelizable, that is TG ∼= G× TeG. The isomorphism is given by

TxG 3 X(x) 7→ (x, (dLx−1(x))X(x)) .

In particular, TxG ∼= (dLx(e)) (TeG).
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As a consequence, since every tangent bundle is orientable, any Lie group G must be ori-
entable. Moreover if G is connected, there are exactly two orientations on G.
Further we recall the definition of a left-invariant vector field.

Definition A.4.4. ([61], Def. B.6)
A vector field X on a Lie group G is left-invariant provided that for all x, y ∈ G

(dLx(y))X(y) = X(xy).

In particular, in light of the triviality of the tangent bundle, a left-invariant vector field is
determined by its value at e, that is for any x ∈ G

X(x) = (dLx(e))X(e).

Let us also recall the definition of a complex Lie algebra.

Definition A.4.5. ([61])
A Lie algebra over C is a real vector space g equipped with a bilinear map [·, ·] : g× g→ g,
called its Lie bracket, such that for all X,Y, Z ∈ g we have

(1) skew-symmetry: [X,Y ] = −[Y,X];

(2) Jacobi identity: [[X,Y ]Z] + [[Y,Z], X] + [[Z,X], Y ] = 0.

In the case of a matrix Lie algebra the Lie bracket is just the usual commutator [X,Y ] =
XY − Y X, where XY denotes matrix multiplication of X and Y .
Given a Lie group G we have the notion of a Lie algebra associated with G.

Lemma A.4.6. ([61])
Let G be a Lie group and let g denote the set of all left-invariant vector fields on G. Equipping
g with the usual addition of vector fields and scalar multiplication by real numbers, g is a
Lie algebra, called the Lie algebra of G.
Moreover, the function g→ TeG, X 7→ X(e) is a linear isomorphism. Therefore we usually
identify g with TeG and use the two notions interchangeably.

Now, on matrix Lie groups we can say more about the differential of the multiplication
operators Lx, Rx introduced above.

Lemma A.4.7. ([1])
Let G be a matrix Lie group. Then, for any x ∈ G, the differentials of the left and right
multiplication operators are given by

dLx(e) : g 3 v 7→ xv,

dRx(e) : g 3 v 7→ vx.

In particular, the tangent space of a matrix Lie group G at any x ∈ G is given by left
multiplication of the Lie algebra g with x.
On a compact Lie group equipped with a bi-invariant metric the set of left-invariant vector
fields coincides with the set of Killing vector fields.

Theorem A.4.8. ([15], p. 323)
Let G be a compact Lie group with bi-invariant metric g. Then the left-invariant vector
fields on G are the Killing vector fields of constant length on G.

As we want to determine flows of vector fields on Lie groups, we first need the notion of a
one-parameter subgroup on G.

Definition A.4.9. ([61], Def. B.9)
A one-parameter subgroup in a Lie group G is a smooth homomorphism α : (R,+)→ G.

Then the integral curves of elements of g are determined.
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Proposition A.4.10. ([61], Prop. B.10)
The one-parameter subgroups of a Lie group G are exactly the maximal integral curves
starting at e of elements of its Lie algebra g.

With this in mind we can define an exponential map on the Lie algebra of a Lie group.

Definition A.4.11. ([61], Def. B.11)
Let g be the Lie algebra of a Lie group G. The Lie exponential map is defined as

exp : g→ G, X 7→ αX(1),

where αX is the one-parameter subgroup of X ∈ g.

However we can in the case of matrix Lie groups also define an exponential map on gl (n;C)
by generalizing the series expansion of the exponential function.

Definition A.4.12. The matrix exponential map exp : gl (n;C)→ GL (n;C) is defined as

exp(X) :=

∞∑
k=0

Xk

k!
.

In the case of Lie groups with bi-invariant metrics we consider in 3.3.4 this ambiguity resolves
as the two notions of exponential maps coincide.

Theorem A.4.13. ([33])
The Lie exponential map and the matrix exponential map at identity agree for Lie groups
endowed with bi-invariant metrics.

A.4.2 Basic notions of representation theory

Given a Lie group G by a representation of G we mean a vector space V together with a
group morphism ρ : G→ End (V ). In the case of V being finite-dimensional we also require
for the map

G× V → V, (g, v) 7→ ρ (g) v

to be smooth. Similarly, a representation of a Lie algebra g is a vector space V together
with a morphism ρ : g→ gl (V ).
Then a subrepresentation of a representation (V, ρ) of G, respectively g, is a vector subspace
W ⊆ V , which is stable under the action, that is

ρ (g)W ⊆W for all g ∈ G, respectively ρ (x)W ⊆W for all x ∈ g.

We will call a representation (V, ρ) irreducible if it admits no other subrepresentations than
{0} and V . Moreover, if (V, ρ) is a complex representation of a Lie group G, we call it
unitary if there exists a G-invariant inner product (·, ·), that is for every g ∈ G and every
v, w ∈ V

(ρ (g) v, w) = (v, w) .

A representation (V, ρ) of a Lie algebra g is said to be unitary if there is a g-invariant inner
product (·, ·), i.e. for each x ∈ g and v, w ∈ V

(ρ (x) v, w) + (v, ρ (x)w) = 0.

In the case of compact Lie groups however this is automatically satisfied for finite-dimensio-
nal representations.

Theorem A.4.14. Any finite-dimensional representation of a compact Lie group is unitary.

Further, we also need to introduce maps between representations. For this, given two rep-
resentations (V, ρV ) , (W,ρW ) of a Lie group G, a morphism between (V, ρV ) and (W,ρW )
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is defined to be a linear map f : V → W so that for all g ∈ G we have

f ρV (g) = ρW (g) f.

The space of such morphisms is denoted by HomG (V,W ). The space of morphisms between
representations (V, ρV ) and (W,ρW ) of a Lie algebra g, denoted by Homg (V,W ), is defined
analogously. As we will see now, there is a close connection between representations of Lie
groups and representations of their Lie algebras, and thus between the corresponding spaces
of morphisms.

Theorem A.4.15. Let G be a Lie group with Lie algebra g.

(a) Every representation ρ : G → End(V ) of G defines a representation (dρ) (e) : g →
gl(V ) of g, and every morphism of representations of G is automatically a morphism of
representations of g.

(b) If G is a simply connected Lie group, then the map ρ 7→ (dρ) (e) gives an equivalence
of categories of representations of G and representations of g. In particular, every
representation of g can be uniquely lifted to a representation of G, and HomG (V,W ) =
Homg (V,W ).

In the case of a compact, connected matrix Lie group G equipped with a bi-invariant metric
g, the surjectivity of the matrix exponential (e.g. [36], Cor. 11.10)

exp : gl (n;C)→ GL (n;C)

yields that the unique lift of a representation ρ : g → gl(V ) to a representation U : G →
GL (V ) is given by

U(x) = U (exp(X)) := exp (ρ(X)) ,

where X ∈ g is such that exp(X) = x ∈ G. Moreover, we introduce a Haar measure on
compact Lie groups.

Theorem A.4.16. Let G be a compact Lie group. Then it has a unique right Haar measure
dg, which is given by some positive density. In addition, this measure is also left-invariant
and invariant under g 7→ g−1.

In the following we refer to this measure whenever we write dg.
Now, for a given representation (V, ρ) of G, let {vi}i be a basis of V . Writing for every g ∈ G
the endomorphism ρ(g) : V → V in the basis {vi}i, we can consider ρ as a matrix-valued
map on G. Considering each entry of the matrix as a scalar-valued function on G, we obtain
the so-called matrix coefficients ρij of the representation (V, ρ). Those matrix coefficients
possess a natural orthogonality.

Theorem A.4.17. (1) Let
(
V, ρV

)
,
(
W,ρW

)
be non-isomorphic, irreducible representa-

tions of G. Choose bases {v1, . . . , vn} of V and {w1, . . . , wm} of W . Then, for any
indices i, j ∈ {1, . . . , n} and a, b ∈ {1, . . . ,m}, the matrix coefficients ρVij , ρ

W
ab are or-

thogonal with respect to the inner product on C∞ (G,C) given by

(f1, f2) :=

∫
G

f1(g)f2(g)dg. (A.13)

(2) Let
(
V, ρV

)
be an irreducible representation of G and let {vi}i be an orthonormal basis

of V with respect to a G-invariant inner product. Then, the matrix coefficients ρVij are

pairwise orthogonal with respect to (A.13) and each has norm squared equal to 1
dim(V ) .

The bilinear form on a given finite-dimensional Lie algebra g we will mostly be considering
is the Killing form K, sometimes also called Cartan-Killing form, which is defined for every
x, y ∈ g by

K(x, y) := tr (adx ◦ ady) .
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Proposition A.4.18. ([1], Prop. 2.32)
The Killing form K on the Lie algebra g of a Lie group G is Ad(G)-invariant, that is

K (Ad(g)x,Ad(g)y) = K(x, y)

for any g ∈ G and x, y ∈ g.

In the specific cases of (compact) matrix Lie groups we are considering in 3.3.4 the expression
for the Killing form simplifies.

Lemma A.4.19. ([61], Rem. 11.7; [33, 80])
Consider a Lie algebra g ∈ {o(n), u(n), sp(n)}. Then we obtain

(a) tr (xy) is real for all x, y ∈ g.

(b) The Killing form on g is given by K(x, y) = c tr(xy) with c 6= 0 if dim (g) > 1.

In particular, for su(n) we get c = 2n and for sp(n) we have c = 4n+ 4.

Finally, since we restrict in the remaining subsections to semisimple Lie algebras, we also
recall the notion of a semisimple Lie algebra.

Definition A.4.20. Let g be a Lie algebra. We define a series of ideals of g called the
derived series Dig by

D0g := g, Di+1g :=
[
Dig, Dig

]
.

Then we call g solvable if Dng = 0 for large enough n.

Definition A.4.21. A Lie algebra g is called semisimple if it contains no non-zero solvable
ideals, and g is called simple if it is not abelian and contains no ideals other than 0 and g.
Correspondingly, a Lie group G is called (semi-)simple if its associated Lie algebra g is
(semi-)simple.

A.4.3 Root systems

With the basics established we introduce two notions of root systems for complex semisimple
Lie algebras, which we then see to be actually equivalent. For this, we denote from now on
by g a complex semisimple Lie algebra.
We call a subalgebra h of g toral if h is commutative and consists of semisimple elements,
where x ∈ h is called semisimple if adx : g → g is a semisimple operator, that is if
adx : g→ g is diagonalizable.
A toral subalgebra h of g, which coincides with the set {x| [x, h] = 0} is called a Cartan
subalgebra of g.
Fixing a Cartan subalgebra h of g, we can state the root decomposition of g.

Theorem A.4.22. (Root decomposition)

(1) We have for g the so-called root decomposition

g = h⊕
⊕
α∈R

gα,

where gα := {x| [h, x] =< α, h > x for allh ∈ h} and R := {α ∈ h∗ \ {0}| gα 6= 0}. The
set R is called the root system of g and the spaces gα are called the root subspaces.

(2) [gα, gβ ] ⊂ gα+β with g0 := h.

(3) If α+ β 6= 0, then gα, gβ are orthogonal with respect to the Killing form.

(4) For any α, the Killing form K defines a non-degenerate pairing gα ⊗ g−α → C. In
particular, the restriction of K to h is non-degenerate.
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For comparison with the second notion of a root system to be defined below we also state
some properties of the root decomposition.

Theorem A.4.23. Let g be a complex semisimple Lie algebra with Cartan subalgebra h and
root decomposition g = h⊕

⊕
α∈R gα.

(1) R spans h∗ as a vector space, and elements hα := 2Hα
K(α,α) , with Hα the dual element to

α ∈ h∗, span h as a vector space.

(2) For each α ∈ R the root subspace gα is one-dimensional.

(3) For any two roots α, β the number

< hα, β >=
2K (α, β)

K (α, α)

is integer.

(4) For α ∈ R define the reflection operator sα : h∗ → h∗ by

sα (λ) := λ− < hα, λ > α = λ− 2K (α, λ)

K (α, α)
α.

Then for roots α, β the image sα (β) is also a root. In particular sα (α) = −α ∈ R.

(5) For any root α, the only multiples of α which are also roots are ±α.

(6) For roots α and β 6= ±α the subspace V =
⊕

k∈Z gβ+kα is an irreducible representation
of sl (2,C)α.

(7) If α, β are roots so that α+ β is also a root, then [gα, gβ ] = gα+β.

We can also define the notion of an abstract root system. We will see later that for a complex
semisimple Lie algebra the two notions of root systems are in fact equivalent.

Definition A.4.24. (Abstract root system)
An abstract root system is a finite set of elements R ⊂ E\{0}, where E is a real vector space
with a positive definite inner product (·, ·), so that the following properties are satisfied

(R1) R generates E as a vector space.

(R2) For any two roots α, β ∈ R the number nαβ := 2(α,β)
(α,α) is integer.

(R3) Define the maps sα : E → E, λ 7→ λ− 2(α,λ)
(α,α) α. If α, β ∈ R, then also sα (β) ∈ R.

We say that r := dim(E) is the rank of R.
R is called a reduced root system if it satisfies in addition to (R1)− (R3) also

(R4) If α, cα are both roots, then c ∈ {±1}.

Complementary to any root α ∈ R of a root system R we have a coroot αV ∈ E∗, which is
given by 〈

αV , λ
〉

=
2 (α, λ)

(α, α)
, λ ∈ E.

From now on we take R to be a reduced root system, that is we suppose that (R1)− (R4)
hold. Let t ∈ E be such that for any root α we have (t, α) 6= 0. Then the set of roots admits
a decomposition R = R+ tR− into positive roots

R+ := {α ∈ R| (t, α) > 0}

and negative roots
R− := {α ∈ R| (t, α) < 0} .
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Such a decomposition is referred to as a polarization of R and depends a priori on the choice
of t ∈ E.
Given a polarization of R, a positive root that cannot be written as the sum of two positive
roots is called a simple root. We denote the set of simple roots by Π ⊂ R+.

Theorem A.4.25. Let R = R+ tR− ⊂ E be a root system.
Then the simple roots Π = {α1, . . . , αr} form a basis of the vector space E. In particular,
every α ∈ R can be uniquely written as

α =

r∑
i=1

ni αi with ni ∈ Z

such that for α ∈ R+ we have ni ≥ 0 for all i and for α ∈ R− we have ni ≤ 0 for all i.

Furthermore, R gives rise to the so-called root lattice

Q := {abelian group generated byα ∈ R} ⊂ E

as well as the coroot lattice

QV :=
{

abelian group generated byαV , α ∈ R
}
⊂ E∗.

In addition, the weight lattice P ⊂ E is the dual lattice to QV , that is P is defined as

P :=
{
λ ∈ E|

〈
αV , λ

〉
∈ Z for allα ∈ R

}
=
{
λ ∈ E|

〈
αV , λ

〉
∈ Z for allαV ∈ QV

}
.

The elements of P are called integral weights. Observe that it suffices to run over the simple
roots, i.e. it is enough to verify

〈
αVi , λ

〉
∈ Z for all αi ∈ Π. In light of this we define the

fundamental weights wi ∈ E by 〈
αVj , wi

〉
:= δij .

Then, the wi’s form a basis of E and P =
⊕

i Zwi.
Now, the set of simple roots for a root system with a given polarization already contains all
the information, that is

Lemma A.4.26. The root system R can be recovered from the set of simple roots Π.

We say that a root system R is reducible if it is of the form R = R1 t R2 with R1⊥R2.
Otherwise, R is called irreducible.
To establish the equivalence between the two notions of root systems, we first note that
from the properties of the root system of a semisimple Lie algebra g we have seen that this
root system satisfies the properties (R1) − (R4) of a reduced abstract root system, which
is irreducible if and only if the Lie algebra g is simple. Moreover, an abstract root system
generates a semisimple Lie algebra whose root system gives back the abstract root system
we started with.

Theorem A.4.27. Let R be a reduced, irreducible root system with polarization R = R+ t
R− and set of simple roots Π = {α1, . . . , αr}. Let g(R) be the complex Lie algebra with
generators ei, fi, hi and Serre relations, i.e.

[hi, hj ] = 0, [hi, ej ] = aijej , [hi, fj ] = −aijfj , [ei, fj ] = δijhi,

(adei)
1−aij ej = 0, (adfi)

1−aij fj = 0,

where aij =
〈
αVi , αj

〉
. Then, g(R) is a finite-dimensional, semisimple Lie algebra with root

system R.

This gives us the equivalence between the two notions of root systems for a complex, semisim-
ple Lie algebra.

Corollary A.4.28. (a) If g is a semisimple Lie algebra with root system R, then there is
a natural isomorphism g ∼= g(R).
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(b) There is a natural bijection between the set of isomorphism classes of reduced root sys-
tems and the set of isomorphism classes of finite-dimensional, complex, semisimple Lie
algebras.

As a consequence, to classify finite-dimensional, complex, simple Lie algebras it suffices to
classify irreducible, reduced root systems, which gives us the following result.

Theorem A.4.29. ([33], Thm. 21.11)
Every complex, simple Lie algebra is isomorphic to one of the following

an = sln+1 C, n ≥ 1; e7;

bn = so2n+1 C, n ≥ 2; e8;

cn = spn C, n ≥ 3; f4;

dn = so2nC, n ≥ 4; g2.

e6;

We obtain from this a classification of simply connected, compact, simple Lie groups.

Corollary A.4.30. Every simply connected, compact, simple Lie group is isomorphic to
one of the following

An = SU(n+ 1), n ≥ 1; E7;

Bn = Spin(2n+ 1), n ≥ 2; E8;

Cn = Sp(n), n ≥ 3; F4;

Dn = Spin(2n), n ≥ 4; G2.

E6;

A.4.4 Highest-weight representations

In this subsection we turn to a specific kind of representations of Lie algebras, namely
highest-weight representations.
For this we fix a finite-dimensional, complex, semisimple Lie algebra g with Cartan subal-
gebra h and root decomposition as introduced in subsection A.4.3.
Then, given a representation (V, ρ) of g, a vector v ∈ V is a vector of weight λ ∈ h∗ if for
any h ∈ h we have ρ(h)v = 〈λ, h〉 v. The space of all such vectors for a fixed λ is called a
weight space and denoted by V [λ]. Every λ ∈ h∗ such that V [λ] 6= 0 is called a weight of V
and the set of all weights of V is denoted by P (V ).
Note that vectors of different weights are linearly independent and that for a finite-dimensio-
nal representation V the set P (V ) is finite. This gives rise to the so-called weight decompo-
sition of a finite-dimensional representation of g.

Theorem A.4.31. Every finite-dimensional representation V of g admits a weight decom-
position

V =
⊕

λ∈P (V )

V [λ].

Moreover, every weight is integral, that is P (V ) ⊂ P .

Now, let us define the highest-weight representations of g.

Definition A.4.32. A non-zero representation V of g is called highest-weight representation
of highest weight λ if it is generated by a vector v ∈ V [λ] such that ρ(x)v = 0 for all
x ∈

⊕
α∈R+

gα. Then, v is called the highest-weight vector of V .
In addition, if the highest weight λ is a fundamental weight of g, then V is called fundamental
representation of g.

The existence of such representations follows directly from the following
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Theorem A.4.33. Every irreducible, finite-dimensional representation of g is a highest-
weight representation.

However, up to isomorphism we have uniqueness.

Theorem A.4.34. For any λ ∈ h∗, there exists, up to isomorphism, a unique irreducible
highest-weight representation with highest weight λ. We will denote this representation by
Lλ. In particular, every irreducible, finite-dimensional representation of g must be isomor-
phic to one of the Lλ’s.

We will call a weight λ ∈ h∗ of a representation V of g dominant integral if we have, for
all positive roots α, that

〈
αV , λ

〉
∈ Z+. The set of dominant integral weights is denoted by

P+. As P (V ) ⊂ P we also have P+ ⊂ P .
Further, instead of checking this for all α ∈ R+, it suffices to consider only the simple roots.
Then, the dominant integral weights give us a condition for the finite dimensionality of the
highest-weight representations Lλ.

Theorem A.4.35. The irreducible highest-weight representation Lλ is finite-dimensional if
and only if the highest weight λ is dominant integral.

A.4.5 Eigenfunctions of the Laplacian

With the necessary background on representation theory established, we can now determine
the eigenfunctions of the Laplacian on C∞(G) corresponding to its first non-zero eigenvalue.
First we need the notion of the Casimir operator.

Proposition A.4.36. Let g be a semisimple Lie algebra and B be a non-degenerate, in-
variant, symmetric bilinear form on g. Let {vi}i be a basis of g and {v∗i }i be its dual basis
with respect to B. Then the Casimir operator determined by B is defined as

∆B := −
∑
i

vi ⊗ v∗i .

Moreover, ∆B does not depend on the choice of basis {vi}i.
In particular, if g is semisimple and B = K, i.e. B is the Killing form on g, then ∆ := ∆K

is just referred to as the Casimir operator.

It is a well-known result (e.g. [70]) that eigenfunctions of ∆ are given by matrix coefficients
of highest-weight representations.

Lemma A.4.37. Let Uλ be an irreducible, unitary highest-weight representation of a com-
pact, connected Lie group G with its highest weight λ being dominant integral. Fix an
Ad(G)-invariant inner producton g and denote the induced inner product on g∗ by (·, ·).

(a) Let dUλ be the differential of Uλ. Then we have

dUλ (∆) = (λ, λ+ 2η) 1,

where 2η is the sum of all positive roots of Uλ and 1 denotes the identity operator.

(b) The matrix coefficients uλij of Uλ are eigenfunctions of the Casimir operator ∆ regarded

as a differential operator on G, i.e. for each i, j ∈
{

1, . . . ,dim
(
Uλ
)}

∆uλij = (λ, λ+ 2η)uλij .

Observe that the second part of Lemma A.4.37 also implies that the multiplicity of (λ, λ+ 2η)
as an eigenvalue of ∆ is given by the square of the dimension of the representation Uλ due
to the orthogonality of the matrix coefficients.
As the notation suggests, the Casimir operator regarded as a differential operator on G coin-
cides with the Laplacian on C∞ (G). In the case of λ1(G) we are interested in, we moreover
find that we only have to minimize over the fundamental weights of g instead of over all
dominant integral weights.
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Lemma A.4.38. ([72])
Let G be a simply connected, compact, simple Lie group with Lie algebra g and bi-invariant
metric g = −K. Then, the first non-zero eigenvalue of ∆ : C∞ (G)→ C∞ (G) is given by

λ1(G) = min
i∈{1,...,l}

{(wi, wi + 2η)} ,

where {w1, . . . , wl} is the set of fundamental weights of g and (·, ·) is the inner product on
g∗ induced by an Ad(G)-invariant inner product on g.

As a result, an orthogonal basis of the eigenspace of ∆ : C∞ (G) → C∞ (G) correspond-
ing to the first eigenvalue λ1(G) is given by the matrix coefficients of the unique lift of the
fundamental representation of g whose fundamental weight wi realizes minj {(wj , wj + 2η)}.
Since we are only interested in harmonically unstable Lie groups, we discuss in the follow-
ing fundamental weights and representations for G ∈ {Al(l ≥ 1), Cl(l ≥ 2)} and determine
those eigenfunctions that give rise to the eigenvalue λ1(G). However, we will only give
a very cropped derivation, the detailed derivation of the Cartan subalgebra, root system,
fundamental weights and fundamental representations can be found e.g. in [10, 11].

Type Al (l ≥ 1), cf. [10, 11]

As we are considering in 3.3.4 the Killing form on al and we have seen in Lemma A.4.19
that it is given by

K(x, y) = (2l + 2) tr (xy) , x, y ∈ al,

the induced inner product on a∗l has to be defined as

(x, y) =
1

2l + 2
tr (xy) , x, y ∈ a∗l .

Let E :=
{
x = (x1, . . . , xl+1) ∈ Rl+1

∣∣∣∑l+1
i=1 xi = 0

}
and denote by εj , j = 1, . . . , l + 1, the

j-th standard basis vector of Rl+1. Then the set of roots is given by

R = {εi − εj | 1 ≤ i ≤ l, 1 ≤ j ≤ l + 1}

and the subset of simple roots is

Π = {αi := εi − εi+1| 1 ≤ i ≤ l} .

Then we obtain for the fundamental weights wi corresponding to the αi’s

wi =

i∑
k=1

εk −
i

l + 1

l+1∑
j=1

εj .

Computing also the sum 2η of the positive roots to be

2η =

l+1∑
j=1

(l − 2(j − 1)) εj ,

we find

wi + 2η =

i∑
k=1

(l + 1)−1
(
l2 − 2kl + 4l − 2k + 3− i

)
εk

+

l+1∑
j=i+1

(l + 1)−1
(
l2 − 2jl + 3l − 2j + 2− i

)
εj .
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and so

2(l + 1) (wi, wi + 2η) = (l + 1)−2
i∑

k=1

(l + 1− i)
(
l2 − 2kl + 4l − 2k + 3− i

)
+ (l + 1)−2

l+1∑
j=i+1

(−i)
(
l2 − 2jl + 3l − 2j + 2− i

)
= (l + 1)−2i

(
l3 + 5l2 + 7l − il2 − 5il + i2 − 4i+ 3

)
+ (l + 1)−2

(
−2l2 − 4l − 2 + 2il + 2i

) i∑
k=1

k

+ (l + 1)−2
(
i2 − il2 − 3il − 2i

)
(l + 1− i) + (l + 1)−2(2il + 2i)

l+1∑
j=i+1

j

= (l + 1)−2
(
il2 + 2il − i2l − i2 + i

)
+ (l + 1)−2

(
−l2 − 2l − 1 + il + i

) (
i2 + i

)
+ (l + 1)−2(il + i)(l + i+ 2)(l + 1− i)

= (l + 1)−2
(
il3 − i2l2 + 4il2 − 3i2l + 5il − 2i2 + 2i

)
of multiplicity

(
l+1
i

)2
. Thus, taking the minimum over i yields for the first eigenvalue of the

Laplacian

λ1 (Al) = (w1, w1 + 2η) =
l(l + 2)

2(l + 1)2

with multiplicity equal to (l + 1)2.
Denoting by σ the identity representation of the Lie algebra al ofAl, it is known that for every
i ∈ {1, . . . , l} the fundamental representation corresponding to wi is given by ∧iσ. Thus,
the representation giving rise to the eigenvalue λ1 (Al) is just the identity representation σ.
Note that even though we also obtain (wl, wl + 2η) = λ1 (Al) the first eigenvalue is not
of multiplicity 2(l + 1)2 since the fundamental representation corresponding to wl must be
isomorphic to the identity representation as otherwise there would be two non-isomorphic,
irreducible highest-weight representations with the same highest weight, which is not possible
by Theorem A.4.34.

Type Cl (l ≥ 2), cf. [10, 11]

Here we have seen for the Killing form on cl in Lemma A.4.19 that it is for any x, y ∈ cl

K(x, y) = (4l + 4) tr (xy) ,

so the induced inner product on c∗l is given for any x, y ∈ c∗l by

(x, y) =
1

4l + 4
tr (xy) .

In this case we can let E = Rl and εj , j = 1, . . . , l, denote the j-th standard basis vector of

Rl. Then the set of roots R is given by

R = {± 2εi| 1 ≤ i ≤ l} ∪ {± εi ± εj | 1 ≤ i < j ≤ l}

with the set of simple roots

Π = {αi := εi − εi+1, αl := 2εl| 1 ≤ i ≤ l − 1} .
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For the corresponding fundamental weights we find

wi =

i∑
k=1

εk, 1 ≤ i ≤ l.

Calculating the sum of all positive roots to be

2η =

l∑
j=1

(2l − 2(j − 1)) εj ,

we obtain

wi + 2η =

i∑
k=1

(2l − 2k + 3) εk +

l∑
j=i+1

(2l − 2j + 2) εj

and so

4(l + 1) (wi, wi + 2η) =

i∑
k=1

(2l − 2k + 3) = (2l + 3)i− 2

i∑
k=1

k

= 2il + 3i−
(
i2 + i

)
= −i2 + 2i(l + 1)

of multiplicity
[(

2l
i

)
−
(

2l
i−2

)]2
. Thus, taking the minimum over i ∈ {1, . . . , l}, we conclude

for the first eigenvalue of ∆

λ1 (Cl) = (w1, w1 + 2η) =
2l + 1

4(l + 1)

with multiplicity equal to 4l2.
As elaborated in detail for example in [11], Ch. 8, §13.3, for each i ∈ {1, . . . , l} the fun-
damental representation corresponding to wi is given by a subrepresentation of ∧iσ, where
σ denotes the identity representation of cl. Hence the representation giving rise to the
eigenvalue λ1 (Cl) is a subrepresentation of the identity representation σ.
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