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Abstract

In the language of random counting measures, many structural properties of the Pois-
son process can be studied in arbitrary measurable spaces. We provide a similarly
general treatise of Gibbs processes. With the GNZ equations as a definition of these
objects, Gibbs processes can be introduced in abstract spaces without any topological
structure. In this general setting, partition functions, Janossy densities, and correlation
functions are studied. While the definition covers finite and infinite Gibbs processes
alike, the finite case allows, even in abstract spaces, for an equivalent and more explicit
characterization via a familiar series expansion. Recent generalizations of factorial
measures to arbitrary measurable spaces, where counting measures cannot be written
as sums of Dirac measures, likewise allow to generalize the concept of Hamiltonians.
The DLR equations, which completely characterize a Gibbs process, as well as basic
results for the local convergence topology, are also formulated in full generality. We
prove a new theorem on the extraction of locally convergent subsequences from a
sequence of point processes and use this statement to provide existence results for
Gibbs processes in general spaces with potentially infinite range of interaction. These
results are used to guarantee the existence of Gibbs processes with cluster-dependent
interactions and to prove a recent conjecture concerning the existence of Gibbsian
particle processes.
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1 Introduction

Let (X, X) be a measurable space which is localized, meaning that there exist mea-
surable sets By C B> C ... such that Uj’o: 1 Bj = X Let &} be the collection of all
sets in X which are contained in one of the B and call those sets bounded. A measure
A on X is locally finite if A(B) < oo for all B € &j,. Denote by N = N(X) the set of
all measures p on X for which u(B) € Ny for each B € A}, and endow N with the
o-field /' generated by the maps g : u — wu(B), B € X. A point process in X is a
random element of N defined on some underlying probability space (2, F, P).

Letk : X x N — [0, 0c0) be measurable and fix a locally finite measure A on X. A
point process 1 in X is called Gibbs process with Papangelou (conditional) intensity
(PI) « and reference measure X if

]E[/Xf(x,n)dn(X)] =E[/Xf(x,n+8x)K(x,n)dk(x)} (D

for all measurable maps f : X x N — [0, oc]. Here §, denotes the Dirac measure
in x € X. These defining equations are the GNZ equations named after Georgii [21],
Nguyen and Zessin [48]. The definition includes both finite and infinite processes, and
it does not require any underlying topological structure on X.

We prove in Sect.2 that, in just about any reasonable state space, a Gibbs process
can only exist if k satisfies

k(X ) -k (y, 4 6x) =k (y, p) -k (x, u+8y) @

forall u € Nand x, y € X, aproperty which is called the cocycle relation. Form € N,
we define k,, : X x N — [0, c0) by

K (X1, ooy Xm, ) = K (X, () 'K(xm—lvﬂ+8xm) : ~~-'K(xl’ﬂ+5x2 +~~-+8xm)-

By the cocycle property, these functions are symmetric in their first m components.

One of the main objects of interest in the context of Gibbs processes is the partition
function. Itis immediately clear that its definition can be given on arbitrary state spaces.
Indeed, for B € X we define Zp : N — [0, o0] as

o0 1 . .
Zi) =1+ o [ G @, 3)
m=1"" "

where we use the shorthand notation X = (x1, ..., X,;) (with the integer m always
being clear from context). The function Z g is measurable and satisfies Zz () > 1 for
every ¥ € N. The partition function can be used to give a more explicit definition of
finite Gibbs processes, which is equivalent to (1). Usually, these finite Gibbs processes
are considered on bounded sets, but we extend the conventional knowledge ever so
slightly by showing that boundedness (or finite A-measure) of the domain of the process
is inessential, what matters is that the partition function is finite. More precisely, if
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C € X and ¢ € N, then a finite Gibbs process in C with boundary condition Vr exists
if, and only if, Z¢(¥) < oo. If £ is such a process, then the distribution P¥ of £ is
given through

1 1 - . o
PE() = ZCW(nweH; ﬁ/mﬂ{;sx, e oG v i (x)),

where 0 € N denotes the zero measure.

A major difficulty in dealing with point processes, and Gibbs processes in particular,
in arbitrary measurable spaces is that a counting measure ¢ € N cannot (in general)
be written as a sum of Dirac measures, that is, more intuitively, the atoms of u cannot
be identified. It is thus not at all clear how energy functions can be defined, one of the
most basic notions that underlie the theory of Gibbs processes. Recent constructions
of factorial measures in general spaces allow for such a definition [38]. In particular,
they show how to construct, for each 4 € Nandm € N, a measure 1™ in N(X™) that

behaves essentially like the factorial measure Zf i<k 8(x e im) which is defined

......

for a sum of Dirac measures Zl;:l Ox ;€ N. Technicalities aside, these concepts allow
us to define the Hamiltonian H : N x N — (—o00, o0] as

(o]

1 - -
H(p, ¥) = 00 - 1{u(X) = oo} — mszl]l{u(X) = m}log (@ /X sem (X, ) du“’”(x))

Full detail is given in Sect. 5, but let us observe that for u = Z;’Ll 8x; we have

C_H(H’w) =Km(X1, e Xmy I//) (4)

With this fundamental object available on arbitrary measurable spaces, the well-known
DLR equations, and the characterization of the Gibbs processes they provide, gener-
alize to this abstraction. For the readers convenience and to provide a reference for
others, details on the DLR equations are added in Sect. 6.

In Sect. 7, we collect properties of the local convergence topology introduced in Ref.
[24], a mode of convergence that is, in alignment with our abstract setting, not bound
to any topological structures on the space X itself. With Theorem 7.9, we provide a
new construction to extract from a sequence of point processes a locally convergent
subsequence as well as a corresponding limit process. For the theorem to hold, we
essentially need the uniform integrability of the Janossy densities associated with the
point processes.

In Sect. 8, this result is used to derive a general existence result for Gibbs pro-
cesses, which is then applied to more explicit models. For pair potentials, we obtain
very minor improvements over the existing literature, but the abstraction also paves
the way for two new classes of results. For one thing, we provide existence results
for cluster-dependent interactions as they are considered in Ref. [37]. In order to rig-
orously construct the disagreement coupling, the authors of Ref. [37] consider on a
Borel space (X, X) a symmetric and binary relation and assume that the PI « (x, u)
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depends only on the cluster that x forms with the points in u via the relation. In this
context, a usual prerequisite is a suitable kind of subcriticality, meaning that the clus-
ters of Poisson process points via the given relation are finite almost surely. Under this
assumption, we prove in Sect. 9 that a unique Gibbs process does exist. Note that the
interaction between the points of such a process depends purely on the corresponding
clusters and that this interaction need not have a finite range. The uniqueness result
we provide in this setting covers the results in Refs. [28] and [2], where particle pro-
cesses are considered, with the binary relation on the state space given through the
intersection of particles. Also, we ensure existence of the processes in Ref. [28] within
the region of uniqueness. Moreover, our approach leads to manageable conditions for
the existence (and uniqueness) of Gibbsian particle processes, detailed in Sect. 10.
Though the existence result is substantially more general, it particularly covers the
conjecture in Ref. [2] where a special class of such particle processes is studied with
the emphasis that their existence is not guaranteed by the available literature.

To prove existence of Gibbs processes in R?, a different compactness criterion can
be used [19]. Moreover, the authors of Refs. [10, 14, 15, 55] use that it was established
in Ref. [24] that level sets of the specific entropy in the local convergence topology
are compact, and provide existence results for stationary Gibbs processes in R?. As
we elaborate in Sect. 8, the latter approach leads to better existence results for Gibbs
processes, but only in R and not in the abstract setting handled here. There also
exists an analytical approach to the theory of Gibbs processes [7, 35], but the focus is
on pair potentials in R¢ and the theory is quite technical. Another class of existence
results comes from the description of Gibbs measures through specifications. The
corresponding results, like ours, are available in very abstract spaces [54]. Also they
use some variant of the Dunford—Pettis property [Chapter 5 of 53], just like we do. A
main difference between this last class of existence results and ours lies in the general
approach toward Gibbs process, namely between introducing the Gibbs process via the
DLR equations in terms of specifications or considering Gibbs processes as solutions to
the GNZ equations in the modern point process theoretic framework that we introduce.
The latter approach leads to a transparent theory that is better compatible with the point
process theoretical foundations of stochastic geometry and which fits neatly into the
interpretation of Gibbs processes in spatial statistics.

For the proof of uniqueness in distribution of Gibbs processes, there exists an even
more diverse pool of methods. One classical method is due to [16] and used, for
instance, in Refs. [1, 22, 50] and [7], and very recently also in Ref. [29]. Another
classical approach based on the Kirkwood—Salsburg equations, which appears in the
context of cluster expansions, goes back to [56]. Apart from its novel contributions, the
paper [31] provides an overview of the latter method and the corresponding literature.
The recent papers [44, 63] also use this approach. A third approach is based on suitable
Markovian dynamics [59], and a forth method, which also appears in the paper at hand,
is the so-called disagreement percolation, which goes back to [3] and was further
developed in Refs. [27, 28] and [37]. An adaptation of this method in combination
with the random connection model was recently used in Ref. [4]. To classify the
uniqueness result which is provided in the article at hand, let us first mention that most
of the above papers [and also the preprint43] focus on pair potentials. An exception
are the results obtained via disagreement percolation, which is used here as well.
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Following the general frame of the present paper, we provide a rather abstract result
and also deliver the corresponding existence results, which were previously missing
in the context of disagreement percolation.

As regards the uniqueness question, it has to be mentioned that one of the major
goals in the theory of (continuous) Gibbs measures and statistical mechanics is the
proof and understanding of a phase transition from uniqueness to non-uniqueness.
Even for rather restricted classes of interactions no general result is proven, though
such a result is widely believed to hold. Rigorous results for phase transitions focus
on explicit special cases like the Potts model [22, 25], a Kac-type potential [39], or
the Widom—Rowlinson model [12, 13, 58, 62].

2 Basic Properties

In this section, as well as in Sects. 3—6, we assume the most general setting from the
beginning of Sect. 1. Note that the terms in Eq. (1) and in the following lemma are
well defined by Lemma A 4.

Lemma 2.1 (Multivariate GNZ equations) Let n be a Gibbs process with PI k and
m € N. Then, for any measurable function f : X™ x N — [0, oo],

E[ f f(i,n)dn“")(i)}:E[ / f(i,n+axl+...+ax,,,>xm<i,n)dx'"(?o}.
Xm Xm

As for the notation in Lemma 2.1, we write v for the m-th factorial measure of
v € N, the existence of which is guaranteed in this full generality by Proposition 4.3 of
[38], see also Appendix A. Throughout this work, we adopt the usual co-conventions,
thatis,co+c=c+ oo =ooforall c € (—00, o¢0],and o0 - ¢ = ¢ - 00 = o0 for all
c € (0,00],aswellas 00 - ¢ = ¢ - 00 = —oo for all ¢ € [—o0, 0). We also use the
standard measure theory convention co - 0 = 0 - co = 0, and put e~ = 0 as well as
log(0) = —oo. Other than these, we do not define any terms involving 400 or —oo.

Proof We prove the assertion by induction on m. For m = 1, the claim corresponds
to the GNZ equations. We proceed to prove that if the claim is true for some fixed m,
it also holds for m + 1. Let D € X®("*D and A € NV. We define the measurable map
F: X" x N — (—o00, 00],

Fxi, oo xm, ) =Ta(u) - (/Xﬂn(xl, e X, ) dp(y) —ZnD(xl,...,xm,xj))

j=1

It follows from the proof of Proposition A.18 of Ref. [38] that F ™~ (x1, ..., xpn, u) =0
for ,u('”)—almost every (a.e.) (x1,...,xy) € X" and all u € N, where F~ denotes the
negative part of F (and similarly F7 is the positive part of F). By the characterizing
Eq. (A2) of the factorial measure, we obtain

E[ / 11D<im<n)dn<'"+”<i>]=E[ f F*(i,mdn(’")(i)].
Xm+l m
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By the induction hypothesis, the multivariate GNZ equations hold for every measurable
map X" x N — [0, oo], so we can apply it to F¥. Thus, the previous term equals

E[/ Ft (ﬁ 0+ i axi) o (%, 17) A (i)}

i=1
=5 [ ta(r4 280 ([ 0@ s @ncan ) oy 627 |
i=1

With the GNZ equations and the definition of «,,1, we further calculate this term as
m+1
JE[ [ 0@ ta(n+ 30, ) kmir G dx’"“&)}
Xm 4
i=1

Define on X" *! x N the measures
C(F) = JE[ / 1r(X, n)dn“"“)(i)]
Xm+1

and

m+1
= _ = 2 m+1 32
C(F) = E[ /X (R4 Y08y ) ki R (x)},

i=1

for F € x®m+D @ A/, By the calculation above, these measures are equal on the
m-system {D x A : D € X®"+tD A ¢ N} that generates X®"+1D @ A/ Moreover,
the measures are o -finite as

C(By! x {n e N:pu(Be) <n}) = E[]l{r;(Bg) <n}. ,7<m+1>(32n+1)] <

for all £,n € N. Thus, the uniqueness theorem for measures yields C = C. Mono-
tone approximation with simple functions implies the claim for general measurable
functions f : X! x N — [0, oo], and the induction is complete. O

Notice that if the underlying measurable space has a measurable diagonal, that is,

{x,x):x eX} e X®2_ then the map X x N > (x, u) — u\dy € N is measurable,
where

w8 =t — 8 L{u({x}) > 0}
This fact is discussed in Appendix B. In particular, if (X, &) is separable (i.e. {x} € X
for each x € X) and (the o-field X" is) countably generated, then it has a measurable

diagonal. Any Borel space, in the sense of [33, 38], has a measurable diagonal.
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Corollary 2.2 Let (X, X) have a measurable diagonal. Let n be a Gibbs process with
PI k, and fix m € N. Then, for any measurable function f : X™ x N — [0, co],

JE[/X FEN\8y \ -\ 8y,) dn('”)(i)} = EUX F&m) o (R m) A (i)}.
The proof is immediate upon applying Lemma 2.1 to the map

(xl»-~~1xm1M)|_>f(-xls~-'a-xmal’L\5)C]\"'\Sxm)a

which is measurable by Lemma B.3, and using (pt+06x, +. . . 48x,)\0x, \ . . . \Ox,, = 1
forp e Nand xq, ..., x, € X.
We apply Corollary 2.2 to provide a first observation about k.

Lemma 2.3 Assume that (X, X') has a measurable diagonal. Let n be a Gibbs process
with PI k, and fix m € N. Then, for any permutation t of {1, ..., m},

K (X15 ooy Xy () ZKm(xr(]),-u,xr(m),/L)
for A" @ PM-a.e. (x1,...,Xm, u) € X" x N.

Proof Let f : X x N — [0, co] be measurable. Then, by Corollary 2.2, we have

f FOr, oo X, 1) km (Xe(lys -« Xem), ) A (x1, ..., X)) AP (1)
N X”l

=F / f(xrfl(l),...,x,q(m), n)lcm(xl,...,xm, n)d)»m(xl,...,xm)i|
Xm

=E /Xm Sty o X1y 1\ 8y \"'\5xm)dn(’")(x1,...,xm)}

=E / O Xm n\ Sy \ o\ By ) A (1, .,xm)i|

=K f F(X1s ey X, 0\ 8y \...\sxm)an)(xl,...,xm)}

:/ ; S, ooy X, ) K (X1, <oy Xy ) AA™ (X1, .1, X)) AP ().
N m

Note that the symmetry of factorial measures is shown in Appendix A.1 of Ref. [38].
|

Lemma 2.3 essentially states that the existence of a Gibbs process with PI « implies
that the «,, corresponding to « are necessarily symmetric in the first m components.
This is equivalent to the cocycle relation (2). Hence, the justification to always assume
that k obeys the cocycle condition.

In statistical physics, the finiteness of the partition function (3) usually has to be
stated as a separate assumption. The point process theoretic definition of the Gibbs
process via the GNZ equations already contains essential information implicitly, as the
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following lemma shows. For less general state spaces, this is known from [42, 48], but
these techniques are generic and transfer to the abstract setting virtually unchanged.
As the proof is short, we provide details. We write B¢ = X\ B for the complement
of a set and vg(-) = v(- N B) for the restriction of a measure v on X to B.

Lemma 2.4 If n is a Gibbs process with Pl k, and B € X with P(n(B) < oo) =1,
then P(Zg(ngc) < oo) =1.

Proof For a measurable function g : N — [0, co], Proposition A.2 (ii) gives:

— 1
E[s(n] = E[sm 1in(B) = 0} | + ) — EUB g 1{n(B) = m}dn‘"”].
m—1 . m

By Lemma 2.1, this equals

o 1 . -
E[]l{n(B) = 0}<g(n) +> %/B g +8x + .. 48y, km (X, n)d/\”’(X)ﬂ.
m—1 . m

Applied to g(u) = 1{upgc € A}, for A € N, the previous calculation yields

B(rpe € 4) = E[L((B) = 0} La(nae) - Za(npe)
= E[14(150) - Zg(nge) - P(n(B) =0 | 15c) |-
As A € N was arbitrary, we find that
Zp(nge) -P(n(B) =0 npc) =1 P-almost surely (a.s.)

Minding the convention oo - 0 = 0, we conclude that IP’(]P’(U(B) =0]|np) > O) =1
as well as P(Zp(npc) < 00) = 1. O

By our construction of N, every set B € &, qualifies for Lemma 2.4. An immediate
corollary from the proof reads as follows.

Corollary 2.5 Let n be a Gibbs process with Pl k, and B € X with P(n(B) < oo) =1
Then

1
P(W(B) =0| UBC) = m P-a.s.

3 Janossy Densities and Correlation Functions of Gibbs Processes

In this section, we calculate the Janossy densities and correlation functions of a general
Gibbs process. A primer and some basic facts about these quantities are given in
Appendix D. Consider the setting from Sect. 2 and suppose that « satisfies the cocycle

property (2).
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Lemma 3.1 Let 1 be a Gibbs process in X with PI k. Then, n has the Janossy densities

1
jT],B,m(xlﬂ "'axm) = %EI:]]'{”(B) ZO}Km(xl» "'axn’h 77)] ]].B’"(.xl, -~~»xm)’

where (x1,...,xy) € X", meN,and B € X.

Proof. Fix B € X and m € N. Forany D € X®", Lemma 2.1 yields

: 2 m) -
D)= %E[/ L{n(B) = m} 1p®) dnj )(x)i|
1 X m3g
- fDmBm m! E[ﬂ{n(B) = 0} km (X, ’7)] dA™ (x). 0

We now turn to the correlation functions of a Gibbs process.

Lemma 3.2 Let n be a Gibbs process in X with PI k. Then, n has the correlation
functions

Py (X1 - Xm) = Eicm (X1, .. xm, )]
where (x1,...,%Xy) € X" andm € N.

Proof. Fixm € Nand D € X®" Then, Lemma 2.1 implies that the factorial moment
measure can be written as:

an,m<D>=E[ f mnD&)dn(m)(i)} = fD Efian &, m]dA"®). O

Remark 3.3 With the knowledge about the correlation functions, we can add to the
result on the finiteness of the partition function in Lemma 2.4. Let  be a Gibbs
process in X with PI «, and fix B € X. By definition of the partition function, we
have

o
1 - -
E[Zzgm] =1+ Z — /Bm E[rm X, )] dA™ (),
m=1
and, using Lemma 3.2, we obtain (in case n(B) is finite almost surely)

E[Zpn] =1+ Z “'7'"_(3) = E[27®)]

as in the proof of Theorem D.6. Hence, P(Z (1) < 00) = 1 whenever E[27®)] < oc.
Remark D.8 gives an overview as to when this property is satisfied.
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4 Finite Gibbs Processes

Under the assumption that the partition function is finite, we can explicitly specify a
probability distribution which qualifies as that of a finite Gibbs process, even in an
abstract measurable space (X, X). In fact, we show in Lemma 4.4 that all finite Gibbs
processes are necessarily of this form. For C € X, we denote by N¢ the set of all
measures 0 € N with 1(C) = 0, and we denote by N the set of all finite measures
from N.

For C € X and ¢ € N, define

kK CV ) =k, v +p) - lex), xeX, peN.

The map «€-¥) : X x N — [0, 00) is measurable and inherits the cocycle property
from k. As in Sect. 2, we define the symmetric functions K,(nc’w (m € N) and the par-

tition functions Z\"¥ (B € X) corresponding to k(€-¥). By definition, the partition
functions relate in the following way.

Lemma4.1 For B,C € X and vy, v € N, it holds that Z;C"//)(v) = Zpnc (¥ + ).

In the case of finite partition functions, we can specify the distribution of Gibbs
processes on sets of finite A-measure.

Lemma4.2 Let C € X with \(C) < oo and ¥ € N be such that Z¢c () < oQ.
Consider a point process & in X with distribution

S Z e JenE, W)dk’"(ﬁ)). )

P5() = 1{0
P5() = zw)({ €. }+Z

ml

Then, & is a Gibbs process with PI «CY) and reference measure \. Moreover, the
process satisfies P(§ € Nc NNy) = 1.

Proof By definition of Z¢ (), P% is indeed a probability measure on N, and we clearly
have P*(Nc NNy) = 1. Let D¢y : N — [0, co] be defined by

A(C) 0 1

— _ — % (m) (3
Z(¢)< w(€) =0} Z 1{u(C) = m}/cmxmm/f)du (x)>.

D¢y (1) = o

The map Dc y is measurable by Lemma A .4, and we have

m e)\(C)
Dclp(Z(Sx.): Ko (X1 ey X, W)
’ = ! Zc()
for all xq,...,x, € C andeachm € N. For u € Nand x € C, we have
Dc,y(u+68x) =Dc,y(n) -k (x, ¥ + pue). (6)
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Indeed, this follows immediately if ©u(C) = 0 or if u(C) = oo. For © € N with
u(C) =m € N, observe that, by Lemma A.7 and Proposition A.5,

A(C)
Dy (1t +8y) = — ! / K1 (X, ¥) d(u + 8,) ™D (%)
’ Ze(r) (m+ 1) Jemt
e*(0) 1

_ L S (m) iz
= Zew) m Cmfcm+1(x,x,1/f)du (x)

1 m m
_ (m) g
_% CmDC’¢(j2:8xj>-K(}C,‘lﬂ—i—;éxj)dum (X)
= D¢,y (W) - k(x, ¥ + pce).

Let ® be a Poisson process in X with intensity measure A. The definition of P in (5)
and Corollary D.2 imply that, for any measurable map F : N — [0, oo],

E[F(&)]=E[F(®c) - Dc,y(®)]. N

Applied to F(u) = fX f(x, w)du(x), where f : X x N — [0, oo] is a measurable
function, and combined with the Mecke equation [Theorem 4.1 of 38], this yields

E[fxf(x,é)df(ﬂ} =]E[fcf(x, Pc +3x)Dc,¢(<I>+5x)dk(X)]

According to (6), the term on the right-hand side equals:
E[/c fx, @c+6,) k(x, ¥ + Pc)dr(x) ~Dc,w(<1>)]

and another application of (7) to F(u) = fC fx, w4+ 8 k(x, ¥ + ) dr(x) gives

E[/ f(x,é)d%‘(x)} _ E[/ Flek +8x>x<cﬁ‘”><x,5)dx(x>],
X X

which concludes the proof. O

It is obvious that the distribution defined in Lemma 4.2 makes sense as soon as
Zc(¥r) < oo even without the assumption that A(C) < oo. Indeed, the previous result
easily generalizes.

Corollary 4.3 Let C € X and € N be such that Z¢c(yr) < 00. A point process &
in X with distribution given through (5) is a finite Gibbs process with PI k©-¥) and
reference measure A.

Proof By the definition of partition functions, and monotone convergence, we have
lim Zcap, () = Zc (),
£—00
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where 1 < Zeng,(¥) < Ze(¥) < oo forall £ € N. For each £ € N, let & be a point
process with distribution as in Lemma 4.2, but with C replaced by C N By. As such,
each & is a Gibbs process with PI kC€NBed) Tet F: N — [0, 00] be an arbitrary
measurable function, and Fi, F>,... : N — [0, oco] any sequence of measurable
functions with Fy(u) / F(u) for each © € N as £ — oo. By construction of the
processes, and monotone convergence, we have, as £ — 00,

1 — 1 < . .
E[Fu(&)] = m(&(ﬂ) ¥ f( o (205 ) ) dx’"(x))

j=1

1 0 1 m R o
~ Zc(¥) (F(O) +mZ=:1 m! /Cm F(jz_:lcsxj):cm(x, V) dxr (x))
=E[F©]

Applied twice, this observation, together with the GNZ equations, yields

| [ s oazco] = gim | [ o6 d0]

= Jlim E[ / fx, & +ax)ﬂc’l”(x,se)llBl(x)de)}
— 00 X

=E[/ fx, & +6x>x<c*”><x,s)dx(x>}
X

for every measurable map f : X x N — [0, oo], which concludes the proof. O

The measure ¥ in Lemma 4.2 or Corollary 4.3 is often called boundary condition.
In particular, if ¢ = 0, the construction gives a Gibbs process whose Pl is « restricted
to the domain C. With the upcoming result, we establish that any finite Gibbs process
in a window C € X has to have the distribution from Lemma 4.2. In particular, finite
Gibbs processes are unique in distribution. While it was known that finite partition
functions are essential to produce finite Gibbs processes, the equivalence seems not
to be stated in the literature and finite Gibbs processes were always constructed on
bounded sets. The given result shows that boundedness of the domain is inessential,
finite partition functions are what matters.

Lemma4.4 Let C € X and Y € N. A finite Gibbs process with PI kC-V) exists if.
and only if. Zc(Yr) < oo. If € is such a finite Gibbs process in X with PI k‘©-¥) and
reference measure A, then the distribution of £ is given by (5).

Proof If Z¢ () < 0o, a finite Gibbs process with PI x(€:¥) exists by Corollary 4.3.
Now, let £ be a finite Gibbs process with PI «€-¥). The GNZ equations yield

E[6(CY)] = E[/X]lcC(X)dé(X)} = ]E[/XHCC(X)K()C, v +E)1lc(X)dk(X)} =0,
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s0 P (N¢) = 1. By Lemmata 4.1 and 2.4, we get
ZewW) =28 0) = 28 eo) < o0,

with the statements involving £cc holding almost surely. By Corollary 2.5 and Lemma
3.1, the Janossy densities of &£ on the full domain C are Jg c,0 = Zc¢ (1/f)*] and

I km (X1, X, W)

m! Ze (W)

and Lemma D.1 concludes the proof. O

jé,C,m(xl»--wxm): 'Ilcm(xlv"°vxm)’

In the proof of the previous lemma, we have used a conclusion from Corollary 2.5
and Lemma 3.1 concerning the Janossy densities of a finite Gibbs process on its full
domain. This we state explicitly at this point, and we add a further conclusion from
the proof of Lemma 4.2. We denote by I, the distribution of a Poisson process in X
with locally finite intensity measure v on X.

Corollary 4.5 Let C € X and ¢ € N. If € is a finite Gibbs process with PI k(€
then

1
Jeco = P(S(C) = 0) = Zew)’

Moreover, the Janossy densities of & on the full domain C are

. L km(X1, e X, ¥)
Xl onos X)) = — - Mem(xy, ..., Xm),
Je.c.m(x1 m) o 7o) cm(xy m)
where x1,...,xn € Xandm € N. If A\(C) < oo, then P% s absolutely continuous

with respect to Iy with density function D¢ y, from the proof of Lemma 4.2.

5 Hamiltonians in Abstract Measurable Spaces

Letx : X x N — [0, 0o) be measurable and satisfy the cocycle assumption (2). Based
on k, we define the Hamiltonian H : N x N — (—o0, 00] as

(o] 1 . .
H(u, §) = 00 - L{u(X) = oo} = »  1{u(X) = m 1og< /X ke (X, w>du<"'><x>).

m=1

Lemma 5.1 The Hamiltonian is well-defined and measurable.

Proof For any m € N and ¢ € N, the map
G = /X e (X, ) A ()
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is measurable by Lemma A.4, and Lemma A.6 implies that G(u) < oo for u € Ny.
Hence, taking indicator functions into account, the Hamiltonian cannot attain the
value —oo and is well-defined. Using that [0, 00) > s > —log(s) € (—o00, o0] is
measurable, Lemma A.4 implies that H is measurable. O

Notice that H(0, ) = 0 for each ¢ € N, and H(u, ¥) = oo if u(X) = oo.
Moreover, if © = Z?:l SXJ., for some x1,...,x, € Xand m € N, then, by the
symmetry of «,,

H(H’v 1//) = _log (Km(xl» ey Xms W))

Solving for iy, the last line is (4). For u = Y *_ 8., v = > i1 8y; (with
X1y evesXks Y1y +--» Ym € X, k,m € N) and ¥ € N, the Hamiltonian satisfies

H(u, ) +H, Y+p) =—10g (ki (X1, - X, W) ki (V1 - Y Y48, + ..+ 8))
= —10g (Kkgm (K12 -+ o2 Xks V1o ooy Vs W)
=Hpu+v,¥),

which is the well-known energy function property. The property gives rise to the inter-
pretation that H (i, ¥) captures the interactions between points in the configuration
w as well as between points in ¢ and points in the boundary configuration yr. The
question arises whether the general definition of H in measurable spaces admits the
energy function property more generally.

Lemma 5.2 (Energy function property) Let wu, v, ¥ € N. The Hamiltonian satisfies
Hu+v,¥)=Hu, ¥)+ HW, ¥ + w).

Proof If 1 (X) = 0 or v(X) = 0, the claim is trivially true. The same can be said if
w(X) = oo or v(X) = o0o. Thus, we assume that u(X) = k € Nand v(X) =m € N.
Applying Proposition A.5 to the map e #(¥) : N — [0, 00) gives

k+m

1
_ - _ (k+m) =
exp (— H(u+v, ¥))= T fXHm exp ( H( jg_l 8z 1//)) d(p +v) @),
where we continue to use an intuitive shorthand notation like Z = (z1, ..., Zk+m). By

Lemma A.7 and the observation ahead of the lemma at hand, the right-hand side of
the previous display is equal to:
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k m

ﬁ /Xk /m P ( - H(Z by + )8y w)) ™ @) dp® &)

i=1 j=1
k

=% 3 exp(—H(Z(Sxi, w))

i=1

{%/1“MG*WXFWW+§FQ)wW®ﬂw@&y

j=1 i=1

Proposition A.5 applied to the map e MG+ ++04) - N -5 [0, 00) shows that
the term further equals

SR ST
. i=1

i=1

and a final application of Proposition A.5 to e #(-¥) e~ HO:¥+) - N — [0, 00)
gives

exp(— H(u+v.¥)) =exp(— H(u. ¥)) exp (= H. ¥ + )
=exp(— H(.¥) = Hw, ¥ + ).
Taking logarithms concludes the proof. O

Note that the energy function, which is very prominent in the context of Gibbs
measures, is simply given by u — H(u, 0).

Remark 5.3 (Hereditarity) Let v € N. The Hamiltonian H is hereditary, that is, if
u € Nis such that H(u, ¥) = oo, then

Hu+v,¥)=Hw, ¥)+ H, u+ 1) =00
for every v € N, by Lemma 5.2.

We now use the Hamiltonian to rewrite several of our previous observations about
Gibbs processes. The formulae we obtain are perhaps more familiar to some readers.
First of all, we write the partition function as an integral with respect to the distribution
of a Poisson process. Note that while the partition function is defined on general
measurable sets, the following representation only works for sets of finite A-measure.
The result is immediate from (4) and Corollary D.2.

Corollary 5.4 Fixaset B € X with M.(B) < o0. Foreachy € N, the partition function
Zp () can be written as

Zp(y) =P / e V) aM, , (w).
N
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In Lemma 4.4, we learned that the existence of finite Gibbs processes is invariably
linked to the finiteness of partition functions and that the distribution of such a finite
Gibbs process can be stated explicitly. On sets of finite A-measure, this distribution can
be written in terms of the distribution of a Poisson process, similar to the observation
in the previous lemma. The following result is an immediate consequence of Lemmata
4.2 and 4.4 and Corollary D.2.

Corollary 5.5 Let C € X with A(C) < oo and ¥ € N be such that Z¢ () < oo.
A point process & in X is a finite Gibbs process with PI k'C¥) if, and only if. the
distribution of € is given by

MO

© Zc(¥)

I e -y TV, ().

Both Corollaries 4.5 and 5.5 express the distribution of a finite Gibbs process in
terms of a density function with respect to the Poisson process distribution. Of course
these density functions have to agree almost everywhere, but from their definitions
and Proposition A.5 it even follows that they are identical.

6 The DLR Equations

In this section, we state, for the sake of completeness, the so-called DLR equations,
named after Dobrushin, Lanford, and Ruelle [17-19, 36, 57]. Even though we state the
result in hitherto unprecedented generality, namely for an arbitrary measurable state
space, we do not give a proof. This is due to the fact that the techniques between [48]
and [42], where the equivalence of the DLR and GNZ equations was established, also
work in this greater generality with only minor adaptations. In fact, the calculation
which shows that a Gibbs process satisfies the DLR equation is similar to the proof of
Lemma 2.4 using Corollary D.2.

We want to emphasize that the DLR equations are of extraordinary importance in
statistical physics and are often used as a definition of the Gibbs process (instead of
the GNZ equations). The fact that no topological structure is required on the state
space shows how the characterization captures essential structural features of Gibbs
processes. A reader who is entirely unfamiliar with the DLR equations might find it
helpful to consult an introductory course on Gibbs processes, like [30] or [11].

Theorem 6.1 (The DLR equations) A point process n in X is a Gibbs process with PI
K if, and only if, for all B € X}, the process satisfies IP(ZB (npe) < oo) =1 and

oM(B)

- f FuyeH0n5) dTL, , (1) Peas.

[F(UB) | npe ] W

for each measurable function F : N — [0, oo].

Recalling that we can express k;,;, via the Hamiltonian H as in Sect. 5, a straightfor-
ward application of Corollary D.2 allows one to rewrite the DLR equations in terms
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of k,,, but we do without an explicit statement of this reformulation. However, we use
the formalism of finite Gibbs processes to rewrite the equations, which brings us back
to the equilibrium equations from Ref. [57]. Let B € X with A(B) < coand ¢ € N
such that Zg (¥) < 0o. Denote by Pp 4 the distribution from Corollary 5.5 of a finite
Gibbs process with PI « B-¥) as a measure on (N, \V). In particular, Py (Np) =1
and Pp y is absolutely continuous with respect to Iy, with density function

dPp y ) = e (B) o HL)

dIy, Zp()

If Zp(y) = oo, Lemma 4.4 implies that no finite Gibbs process with PI « (B-¥)
exists, so we put Pg y = 0. Let pp(i) = up be the restriction mapping on N and
Np = o (pp) the o-field of B-local events as discussed in Appendix C.

Lemma 6.2 Fix B € X with A(B) < oco. The map

NxN3 @, v) — [NG(M, V) dPp y 4 (1)

is N'gc ® N -measurable for every measurable map G : N x N — [0, oo].

Proof Since the partition function Zgp : N — [1, co] is measurable, the mapping
Y Zg(Ppc) = Zp o ppe(¥) is Npc-measurable. Thus, Fubini’s theorem implies
that

(W, V) > /N G, v) APy (1)

oMB)
Zp(¥B
is Ngc ® N -measurable. O

= 1{Zs(y5e) < 0} - c)fc(u, vy e M0 4, ()

With this new formalism we present a reformulation of the DLR equations in
terms of finite Gibbs processes depending on the boundary condition. Notice that,
while considerations via conditional probabilities go way back to [17], the following
corollary comes closest to the equilibrium equations stated in [36, 57]. The result
follows from Theorem 6.1 with Lemma 6.2 guaranteeing that all terms are well-
defined.

Corollary 6.3 A point process n in X is a Gibbs process with PI k if, and only if,

E[F(n)] = E[/N F(u 4 nge) dPp p e (M)}

for all measurable functions F : N — [0, oo] and each B € X}.

Note that in the context of the DLR equations many authors use the notion of spec-
ifications, some even use it to define Gibbs measures [48, 54]. As this representation
does not fit too well in our point process theoretic notation, and is extensively detailed
in the given references [see also 5], we do not reiterate this notion.
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7 Some Facts About the Local Convergence Topology and New
Convergence Results

In this section we discuss important fundamentals which are used throughout. We stick
to the setting from the beginning of Sect. 1. We discuss the concept of local convergence
introduced in Ref. [24] and provide connections to Janossy and factorial moment
measures. In the definition of local convergence we follow the recent publications [31,
55], where the concept includes the use of local and tame functions as proposed in
Ref. [24], but other authors also use the term local convergence when only including
local and bounded functions [14].

A function F : N — [—o00, 00] is called local if there exists a set B € A}, such
that F () = F(up) for every € N. We call such a function tame if there exists a
constant C > 0 and a set B € A}, such that |F(u)| < C(l + M(B)) forall u € N. In
particular, every bounded function F is tame. Some properties of local functions are
discussed in Appendix C.If n, n1, 12, . . . are point processes in X, we say that (1,,),eN
converges locally to n if E[ F (17,)] — E[F (n)] asn — oo for every measurable, local,
and tame function F : N — [0, co) for which the expectations are finite. For short,

we write 7, ﬂ) n. There is no need for the functions F to be continuous as in many
other modes of convergence, and thus no topological structure is needed on N.

Itis easy to verify that the class of local and tame functions is a measure determining
class and that local limits are unique in distribution. Moreover, the following result is
an immediate consequence of Theorem 11.1.VII of Ref. [9].

Proposition 7.1 Let n, n1, n2, ... be point processes in a complete separable metric

. , . loc
space X. Local convergence is stronger than convergence in law, that is, if n,, — 1,
then n, converges to n in law.

It is well-known that local convergences is equivalent to a suitable weak* conver-
gence (in the functional analytic sense) of correlations functions. We state this result
later on in this subsection, but first provide the connection between local convergence
and convergence of the Janossy measures. This connection is used (rather implicitly)
in the literature, for instance in the appendix of Ref. [31], but to our knowledge this
is the first time the results are stated separately. We state them in full abstraction and
under weaker assumptions than were used previously. Note that a definition and basic
properties of Janossy measures are discussed in Appendix D.

Lemma7.2 Let n, n1, 2, ... be point processes in X and fix a bounded set B € X}.
Assume there exists a map cp : N — [0, 00) with anozl cp(m) < oo such that the
Janossy measures of n,, restricted to B satisfy

sup Jy, Bm(B™) < cp(m)
neN

for each m € N. Further, suppose that, as n — 00,

Fddy pm —> / £ dygm
X’n X’”
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for all measurable and bounded functions f : X™ — [0, 00) and all m € N. Then
E[F(nn)] — E[F(n)] asn — oo for all measurable, B-local, and bounded functions
F :N — [0, 00).

Proof Let F : N — [0, c0) be measurable, B-local, and bounded by a constant
C > 0. For now, assume that F(0) = 0. For each m € N, define the function
S : X" — [0,00) as fiu(x1,...,%Xn) = F(8y, + ...+ 6yx,). These are measurable
and symmetric functions which are bounded by C. Therefore,

sup fmdJy, Bm < C-cp(m)
neN JXm

for all m € N and the right hand side is summable over m. Thus, we can use Lemma
D.1 (minding F (0) = 0), dominated convergence, and the assumption, to obtain

00 00
nll)ﬁ;o]E[F(T]n)] = nlllgo Zl /;gm fm dJn,,,B,m = Zl /};m fm dJn,B,m = E[F(U)]
m= m=

In case F(0) > 0, the assertion follows by applying the first part of the proof to the
decomposition F' (@) = max {F(,u) — F(0), O} — max {F(O) — F(u), 0} + F(0).
|

Remark 7.3 If the map cp in Lemma 7.2 satisfies

im~cB(m) < 00,

m=1

the result holds for all measurable, B-local, and tame maps F'. The stronger assumption
becomes necessary since the maps f;,, defined in the proof only satisfy f,,(-) <
C’(1+m) if F is tame with constant C’. Note that the expectations are finite for such
maps by the assumption on cp since Lemma D.1 implies

E[Fm]=<C'+ ) /m C'(A+m)yddypm <C'+C" Y (1+m)-cpm),
m=1

m=1

and similarly for n,, (n € N). If the boundedness- and convergence-assumption on the
Janossy measures holds for all B € A}, (with the stronger assumption on cp indicated
above), the expectations converge for all local and tame F, so 7, converges locally to

n.

Example 7.4 (Local convergence of Poisson processes) Let Dy, D, ... € X with
Dy Cc D, C ... and UZOZI D, = X. For each n € N let ®,, be a Poisson process
in X with intensity measure Ap, and let ® be a Poisson process in X with intensity

measure A. Then &, dog, ® as n — oo. This follows readily from Appendix D and
Lemma 7.2.
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The converse of Lemma 7.2 is also true (without any integrability assumption).

Lemma7.5 Let n, n1, n2, ... be point processes in X and fix a set B € Xp. Suppose
that, as n — 0o, E[F(nn)] — E[F(n)] for all measurable, B-local, and bounded
functions F : N — [0, 00). Then, as n — 09,

fdJdy, Bm — / fdJdy Bm
Xm Xm

for all measurable and bounded functions f : X" — [0, 00) and all m € N.

Proof Fix m € Nand let f : X — [0, 0c0) be measurable and bounded by a constant
C > 0. Define

1
FGo = — 1{u(B) =m] /B fdut™.

The map F is measurable by Lemma A 4, it is B-local since (1) pnm = ug") , and

bounded as

C
F(p) =

— - uB =m}-u™(B") <C, neN,

m!

using that u € N with u(B) = m satisfies © (B™) = m! (see Proposition A.2).
Thus, by assumption and the definition of the Janossy measures, we get

/X  fddy, = E[F )] — E[F(] = /X S ddymm.

asn — oQ. O

We now state a result which implies the well-known connection between local
convergence and weak™* convergence of correlation functions. This convergence of
the correlation functions is equivalent to the convergence of the Janossy measures
in the previous lemmata, but only under a stronger assumption, namely a version of
Ruelle’s condition.

Definition 7.6 (Ruelle’s condition) A point process 1 in X is said to satisfy Ruelle’s
condition if

an,m(') < (19)‘)”1 )

for each m € N and some measurable function ¢ : X — [0, 0o). Here we denote by
P A the measure on (X, X') with A-density .

If a sequence (1),),eN Of point processes satisfies the classical version of Ruelle’s
condition, where ¥ = ¢ with a uniform constant ¢ > 0, the corresponding correlation
functions exist and give a bounded sequence in L°°, and weak* convergence in L™
is precisely what occurs in the following lemma if the factorial moment measures are
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given through the corresponding A" -densities, that is, the correlation functions. Notice
that our new existence proof for Gibbs processes works via Lemma 7.2 and allows for
a way around the L' test functions.

We call a function ¢ : X — [—o00, 00] locally A-integrable if it is integrable over
bounded sets.

Lemma7.7 Letn, ni, N2, ... be point processes in X. Assume that there exists a mea-
surable, locally h-integrable map v : X — [0, 00) such that oy, ,n < (OA)" for all
m € Nandn € N. Then

fdJdy, Bm — / fdJy.Bm, asn— oo,
Xm Xm

for all measurable and bounded functions f : X" — [0, 00), all B € X}, and all
m €N, if, and only if,

/ gday, m —> gdoy ,m, asn— oo,
m Xm

forall g € LI(X’”, (19)»)’”) and everym € N.

Up to minor technical details, the necessity part of the lemma follows from Theorem
D.4 and an adaptation of the proof of Theorem 2.51 from Ref. [30]. Sufficiency follows
from Theorem D.6. Lemmata 7.7 and 7.2 (together with Remark 7.3) imply that if the
factorial moment measures (or correlation functions) converge in the weak sense of
Lemma 7.7, then 5, converges locally to . The converse statement can be formulated
via Lemma 7.5.

Remark 7.8 (A note on previous existence proofs for Gibbs processes) A rather modern
version of an existence proof, which we refine in this manuscript, uses the following
observation about the local convergence topology. Assume that 11, 17, . . . are point
processes in a complete separable metric space X which satisfy Ruelle’s condition for
some universal constant ¢ > (. Then the corresponding correlation functions exist and
Onm = Pyy.m € LOXM, AM) = L1(X™, A™)’". With the Banach-Alaoglu theorem
from functional analysis and a diagonal sequence construction, it is possible to extract
a subsequence {ny : k € N} C N such that

lim 8 Pngm A" = / g om dA™

k—o00 Jxm m

forall g € L'(X™, A™), each m € N, and some functions p,, € L= (X", \™). If one

can show that the functions p,, are the correlation functions of some point process
. I

n then Lemmata 7.7 and 7.2 imply that n,, = n as k — oo. In order to show the

existence of an infinite Gibbs process, the idea is to start with a suitable sequence of

finite Gibbs processes, to guarantee that they satisfy Ruelle’s bound, to construct the
local limit as above, and to prove that the limit is itself Gibbs.
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To obtain the limit process 1 in the construction above, it is used that a family
{om : m € N} of symmetric functions p,, : X" — [0, c0), which satisfy the Ruelle
condition, are the correlation functions of some point process if, and only if, for all

B € X, allm € Ny, and A™-a.e. (x1,...,x,) € B™,
o k
(=1 ‘
D [ okt i) O ) 2 0.
k=0 )

A comprehensive proof for locally stable energy functions is given in the lectures
notes [30]. There the whole construction, including the proof of a less general version
of Theorem D.6, are given in terms of the so-called K-transform, as (implicitly)
introduced in Ref. [40] and (explicitly) used in Ref. [34]. These proofs based on
the K-transform are technical and rely on Ruelle’s bound. Requiring a Ruelle-type
condition to assure that the correlation functions are a bounded sequence in L is
somewhat unnatural. In aiming at using Lemma 7.2, we can instead neatly employ
that Janossy densities naturally form a bounded sequence in L. More precisely, for
any sequence (17,),eN of point processes in X, any m € N, and all B € X},, we have

sup ”j’)n,B,m”L'(Xm,)d”) = sup Jn,,,B,m(Bm) = SUPP(%(B) = m) <1,
neN neN neN

given that the Janossy densities exist.

As we show in our proof of Theorem D.6 and our other results, we focus on the point
process theoretic perspective which leads to neat proofs. We use this perspective to
provide a new result which allows for the extraction of locally convergent subsequences
under weaker conditions.

The following result forms the foundation of our existence proof for infinite Gibbs
processes in Sect. 8. For the proof, we need the Kolmogorov extension theorem for
probability measures on N as recalled in Appendix E. In particular, to apply this
theorem we have to restrict our attention to substandard Borel spaces (see Appendix
E). Notice that no claim is made about the uniqueness of the constructed subsequence
and the limit process, we merely provide an existence result.

Theorem 7.9 Let (X, X)) be a substandard Borel space. Let 0y, 02, . .. be point pro-
cesses in X such that the Janossy densities j, g.m = jy,,B,m corresponding to these
processes exist and satisfy, for each B € X and m € N,

lim SUP/ jn,B,m(xl» ey Xm) ]l{jn,B,m(xla e X)) > C} d)\rg(xlv ey xm) =0.

CHOOHEN

Also assume that there exist maps cg : N — [0, 00) (for each B € Xj) with
Yooy cg(m) < oo such that

SUP/ Jn.Bm(X1s - xm) AR (X1, ..., ) < cp(m)
neN m
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for each m € N. Then there exists a point process n in X and a subsequence (1, )keN
such that E[F (n,, )] — E[F(n)] as k — oo, for all measurable, local, and bounded
functions F : N — [0, 00). If the maps cpg are such that ¥ o, m - cg(m) < 0o, then

loc
even n,, — nask — oo.

Proof We use the shorthand notations J, g.,m = Jy, B,m and ju.Bm = Jjn, B.m for
Janossy measures and densities. For the following construction, fix B € A}. Since
Jn.,0 = P(n,(B) = 0) is a bounded sequence in [0, 1], there exists a strictly
increasing map ro : N — N, corresponding to the selection of a subsequence, such
that

lim Jyk),8,0 = JB,0
k—o00

for some Jp o € [0, 1]. Iteratively applying the Dunford—Pettis lemma [Corollary
4.7.19 of 6] in the spaces L' (X, M) gives, foreachm € N, a strictly increasing map
rm : N — Nand a function jg ,, € Liexm, A'z) which is set to 0 outside of B™ such
that

lim fjroo...or,,,(k),B,m d}trg :/ ij,m d)hrg
XW!

k— o0 xm

forall f e L(X™, A). If we put ng =rgo...org(k), k € N, which corresponds
to taking the diagonal sequence, then

lim Jnk,B,O = JB,O and lim / fjnk,B,m d)»'g :/ ij,m d)”rg (3
k— 00 k—o00 Jxm Xm

forall f € L (X™, A%;) and each m € N. For each m € N, the limit function jp
is non-negative A" -a.e. Moreover, the measures Jp ,, (m € N) defined as Jp ,, (D) =
fxm 1p-jpmdA™, D € X®" are symmetric. Indeed, for sets Dy, ..., D, € X and
any permutation t of {1, ..., m}, Eq. (8) gives

JB.m (Df(l) X ... X Df(m)) = klggo Jni, B,m (Df(l) X ... X Df(m))
= lim Jy, gm(D1 X ... X Dp)
k— o0

= Jgm(D1 X ... x Dy).
Notice that the so constructed subsequence depends on the chosen set B.
We proceed to apply the above arguments to the sets B,. Applied to By, the con-
struction provides a subsequence {n,i :k € N} C Nas well as Jp, o € [0, 1] and

(A™-a.e.) non-negative functions jp, » € LY(X™ A™), m e N, which vanish outside
of B{", such that

| _ | . w [ e om
Jm, .m0 = Jpo and JL“;O/me nf pym X" = /me Tim 4
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for all f € L°(X™, A™) and each m € N. Iteratively applying this scheme gives (in
the ¢-th step) a subsequence

(ni:keNyc{nf':keNjc...Cln}:keN)

as well as Jg, 0 € [0, 1] and (A™-a.e.) non-negative functions jg, . € L X, A",
m € N, which vanish outside of B}, such that

| - | | S
Jim Juf.se0 = oo and JL“;O/me Inf e X" = /me JBem dh

for all f € L®°(X™, 1) and each m € N. Thus, choosing the diagonal sequence
ngp = nﬁ, we have

lim Jnk,Bg,O = JB@,O and lim / fjnk,Bg,m d)\m = ije,m d)”m (9)
k—o00 k—o00 Xm X

forall f € L®(X™, A™), each m € N, and every £ € N. On each of the substandard
Borel spaces (N, NV, B.), £ € N, we define the measures

o0 m
P(A) = 14) - Jugo+ D / 14( Y2 00) dnmn® A E), A € N,
m=1 2” i=1
n € N, and
o0 m
P) = 140 Jno+ 3 [ 1 3000) i @G, A € N
m=1 B;Zn i=1
By assumption, we have
m
sup [ 043 85) o R 7R = e ),
By

keN i=1

where the right hand side constitutes an integrable bound with respect to summation
over m. Hence, we can apply dominated convergence and the limit results from Eq.
(9) to conclude that

Jim P (A) = Py(A)

—> 00

for all A € N, and each £ € N. Notice that Lemma D.1 implies that, for A € Np,,
P (A) = P(y, € A).
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It follows that P (N) = 1 and P¢(N) = limj_. oo P/ (N) = 1, 50 P, PV, P, .
are probability measures on (N, N B,) for each £ € N. Moreover, if we take indices
i < ¢andanyset A € N, C Np,, we get

Py(A) = lim P (4) = lim P(,, € A) = lim P{"™(4) = P;(A).

Proposition E.1 implies that there exists a probability measure P on (N, A) such that
P(A) = Py(A) for all A € N, and £ € N. Thus, if we let 5 be a point process in X
with distribution P, then by construction

m

P() € A) = P(A) =Pe(4) = 14(0) - J.0+ ) | f 1a( D08 ) Jom (0 A2 G
m=1 an

i=1

for each A € N, and £ € N, and hence Lemma D.3 implies that (Jp, ) men, are the
Janossy measures of n restricted to By, for each £ € N. The limit relations in (9) and
Lemma 7.2 yield

klingo E[F(ﬂnk)] = ]E[F(fl)]

for all measurable, local, and bounded maps F : N — [0, co), where we use that
any local function is By-local for some ¢ € N. The additional claim concerning local
convergence follows readily from Remark 7.3. O

Itis clear from the proof that the assumptions on the Janossy densities in the theorem
need only be satisfied on the sets By.

Remark 7.10 We now discuss a condition which is sufficient to ensure the uniform inte-
grability and summability conditions of Theorem 7.9. As in the theorem, let 1, n2, ...
be point processes in X with Janossy densities j, g ,. Assume that there exists a
measurable and locally A-integrable function ¥ : X — [0, co) such that

. T(x1)-...-0(xm)
sup]n,B,m(xlw--,xm) < \ i
neN m:
for A™-a.e. (x1,...,xy) € X" eachm € N, and all B € &},. Then, for any B € &}

andm e N,

lim sup / B @ Lo ) = ¢} AR

€70 peNJX

P lim B(x1) e O ) - L) P () = o ml} A (X) =0

~ m! c—>o© Bm

as well as

. - 1 n
sup/ Jn,B.m(X) dAB(X) < —,(/ ﬁ(x)dx(x)> ,
xXm m! B

neN
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where cg(m) = %(fB #(x) dA(x))" meets

> m-cp(m) :/ B (x) dA(x) -exp(/ ﬂ(x)dk(x)) < 0.
m=1 B B

By Theorem D.4 and Corollary D.5, this bound on the Janossy densities leads to (B-
dependent) bounds on the factorial moment measures and correlation functions, so
the previous condition can be interpreted as local versions of Ruelle’s condition from
Definition 7.6.

8 An Existence Result for Gibbs Point Processes in General Spaces

We first state and prove the abstract result and provide basic discussions on the
assumptions. Afterward we turn to initial and immediate examples.

8.1 The Abstract Result

Consider the setting from the beginning of Sect. 1. In order to construct a (possibly
infinite) Gibbs process with PI « and reference measure A, we let £1,&>,... be a
sequence of finite Gibbs processes with PIs x (B0 These processes are given explic-
itly by Lemma 4.4. It is our goal to use Theorem 7.9 to extract from (£,),cN a locally
convergent subsequence and a limit process 7. We then want to prove that 7 is a Gibbs
process with PI «. For the first step, we need to ensure that the assumptions on the
Janossy measures in Theorem 7.9 are satisfied. In this we focus on the assumption
given in Remark 7.10. In and of itself this is an assumption on the whole construction
of the finite Gibbs processes &, and not a mere condition for ¥ and A. Such explicit
assumptions will follow later, but the generality of the following theorem will be
useful.

Theorem 8.1 Let (X, X)) be a substandard Borel space with some localizing structure
By C By C ... and let A be a locally finite measure on X. Let k : X x N — [0, 00)
be a measurable map which satisfies the cocycle relation (2) and is such that

Zp,(0) <oo, neN.
Moreover, suppose that, for A-a.e. x € X,
K(x, 1) < 0(x)-c*® .y eN,

for a constant ¢ > 0 and a measurable, locally i-integrable map ¥ : X — [0, c0).
Let &, be a finite Gibbs process with PI kB9 for each n € N, and assume that

P(x1) ... (xpm)

m!

Sup je,.B.m (X1, ..., Xp) <
neN
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for A"-a.e. (x1,...,xpm) € X" allm € N, every B € X}, and some measurable,
locally \-integrable map ¥ : X — [0, 00). Denote by n any one of the limit processes
obtainable from Theorem 7.9 and assume that, for all B € X',

lim sup/ E|K(x, ng,) — Kk (x, n)‘ di(x) =0
{—00 B

as well as

lim sup sup/BJE|x(x, (En)Be) — K (x, &) | dA(x) =0,

{—o00 keN

where (&, )ken is the subsequence of (§n)neN Which converges locally to n and where
Xy C Ap is a w-system which contains a nested sequence of sets that exhaust X and
is such that

a({BxA:BeX;,AGZ})zX(@N,

with Z the local events from Definition C.1. Then n is a Gibbs process with PI k.
Proof First recall that by Lemma 4.4, the Gibbs processes &, exist as Zp, (0) < oo for
n € N. The bound on the Janossy densities covers the assumptions of Theorem 7.9,

so we have &, dog, n as k — oo, where the subsequence and the limit process 7 are
as in the statement of the theorem. It remains to prove that 7 is a Gibbs process with
Pl k.

Notice that the Janossy densities of 1 satisfy the same bound as those of the processes
&,.Indeed, by Lemma 7.5 we have, foreachm € N, every B € A}, and any measurable
and bounded map f : X" — [0, 00),

/ finBmdd" = limsup/ [ Jgu,Bm A1
Xm Xm

k—o00

1 - -
= ./ F&) - xn) .9 o) dA (X,
m: Jpm

SO jin, Bm (X1, .., Xm) < w for A™-a.e. (x1,...,xy) € X™.
Fix B € Xg‘ and A € Z,andlet C € X}, be such that A € N¢. Define the following
measurable maps N — [0, oo],

F(p) = /X]IB(X) Ta(u)dp(x),

P = [ 1500 La 400 k(. 1 d2),

Fe(p) = /X]IB(X)HA(M + &)k (x, up)dr(x), £eN.
We collect in four steps the essential properties of these maps.
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®

(ii)

(iii)

The function F is (B U C)-local and tame, as F(u) < w(B). Thus, the local
convergence applies to F, so

lim E[F(,)] = E[F (],

where these expectations are bounded by

sup E[F(5,)] < sup E[§, (B)] = sup Z / D80 (B) ey () A R)
i=1

neN neN m 1

< / 9 (x) dk(x)~exp<f 9 (x) dk(x)),
B B

and similarly for E[ F (n)] (see also Remark 7.3).
Using that, for A-a.e. x € Xand all ¢ € N,

E[k(x, n,)] < 9 (x) - E[¢"5] ﬂ(x)Zc Jy.8.m(B}")

< D(x) - exp (c / ﬁ(y)dx(y)>, (10)
By

we obtain

E[Fe(m)] §/BE[K(x,nB£)]d)\(x) gflgé(x)dx(x)-exp <c/

By

¥ (x)dA (x)) ,
and the very same term bounds sup,,cy E[ﬁ ) (E,,)]. By assumption, we have

limsup [E[F ()] — E[Fe(n)]| §li;nsup/BIE‘K(x,nBl) —k(x, )| drx) =0,

L—>00
and, similarly, lim sup£_>oo SUPgeN |E[F(§nk)] [I:"g(é,,k ]| =0.

We show that, despite F; not being tame, we have limy_, oo E[ F¢ (§4,) | = E[F¢ (1) ]
foreach¢ € N.Tothisend, fix £ € Nand define the measurable mapsN — [0, 00),

Fz,;(u)=/X]IB(X)]IA(M+3x)K(x,uBg)11{K(x,MBk)Sj}d)»(X), jeN

For j € N, the map Fg’j is (BUC U By)-local and bounded by j - A(B). Therefore,
the local convergence applies, so

lim E[Fe j(5,)] = E[Fr;(m)]
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for j € N. Using (10) to justify the application of dominated convergence, we
have

lim sup | E[ £, ()] — E[ £ (n)]| < lim sup fB B[k, ng) i (xnp) > j}] da)
j—00 j—oo

=0.

Moreover, observe that, by Lemma D.1 and the bounds on « and the Janossy
densities,

sup |E[Fe,j (En)] — E[Fe(&np)]]
< suprJE[K(x, En)p,) Lk (x, En)p,) > j}] dr(x)

keN

= Sup(/BK(x,O)]l{K(x,O) > jHdA(x) - P&, (Be) = 0)

keN
+ Z/m/BK(X,Z((S):,')E%)]l{K(x,Z((Sx,»)BZ) > j}d)\(x)djgnk!B[,m(f(')>
m=l i=1 i=1

5/ 9 () 1D (x) > j}dr(x)

B
o0 C’n m - -

+3 (| vear /19 L) - ™ > jlda),
mX—:lm!(/Be ) (x)> &) {900 " > j}drt)

and the right-hand side converges to 0 as j — oo, by dominated convergence.
Now, let ¢ > 0. Choose jj € N such that

[E[ e (0] ~ E[Fe]| < 5 and sup[E[ e (&n)] ~ E[Fecen)]| < 3.
Choose ko € N such that, for each k > ko,

B Feio(En)] — E[Fep ]| < -
Then, for each k > ko, the triangle inequality yields |E[ F¢ (£, ] —E[ Fe()]| < e.

(iv) We now use (ii) and (iii) to show that limy_.oc E[ F (£4,)] = E[F ()]. Let e > 0.
By (ii), we can choose £y € N such that

|E[F ()] — E[Fe, (]| < 2 and sup |E[F (&n)] — E[Foo Gnp)]| < g

By (iii), we can choose ko € N such that, for each k > ko,

B[ Fry (€0)] — B[ Fro ]| < g
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Then, for each k > ko, the triangle inequality gives [E[ F(&,,)] — E[F(n)]| < e.

If k is large enough so that B C By, then the GNZ equation for &,, reads as

E[F(&,)] = E[ /X L5(x) ILA@nk)dsnk(x)}

= E[/X]ls(x) LaEn, +8) k(x, &) 1, (X)d)\(x)j|
= E[F(&y)].

Thus, the convergence results from (i) and (iv) immediately give

JE[/XnBu) La() dn(X)} _ E[fxngm La(y+ 60 e (x, 1) de)].

Consequently, the GNZ equation holds for all functions (x, i) = Lpxa(x, ) with
B € &, and A € Z. A literal copy of the final step in the proof of Lemma 2.1 (for
m = 0), using the properties of X", extends the equality to all indicator functions
(x, ) = 1g(x,n), E € X ® N, and monotone approximation allows for any
measurable function f : X x N — [0, co]. We conclude that n is a Gibbs process
with Pl «. O

Remark 8.2 In order to construct Gibbs processes with a boundary condition v, one
has to apply Theorem 8.1 to k¥ = «(-, ¥ + -). However, apart from the cocycle
assumption, it is not a given that « inherits the necessary properties from «. In the
special case where « is locally stable, a condition discussed below, i inherits this
property and most of the assumptions in Theorem 8.1 are satisfied.

Note that any Gibbs process whose Janossy densities satisfy the bound in Theorem
8.1 has a locally finite intensity measure. Indeed, this we have shown in item (i) of the
proof of Theorem 8.1.

One particular assumption on «, which covers all bounds in Theorem 8.1, is the
local stability assumption which is frequent in stochastic geometry and spatial statistics
as it is an essential assumption for many simulation algorithms for Gibbsian point
processes, cf. [46].

Definition 8.3 (Local stability) A measurable map x : X x N — [0, co) is called
(A-)locally stable if

sup k(x, u) < 9(x) (11)
neN

for A-a.e. x € X and some measurable, locally A-integrable map ¢ : X — [0, 00).

Remark 8.4 Despite being most handy, local stability can be a major restriction. The
setting of pair potentials constitutes an example where Theorem 8.1 can be used to
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show existence when « is not locally stable. However, the local stability assumption
comes as a convenient one. Just recall that, by Lemma 3.1, we have

1
e B 1) = — B[ 1{80(B) = O} (1. X 6) L,y (1)

where &, is a Gibbs process with PI i (Bn-0) (n € N) asin Theorem 8.1. These densities
are certainly bounded in the desired manner if we assume that

Sup Km (X1, ooy Xm, 1) < 0 (x1) - oo P (Xm)
MENf
for AM"-a.e. (x1,...,xy,) € X", all m € N, and some locally A-integrable function

¥ : X — [0, oo). This is virtually equivalent to « being locally stable. Aside from the
bound on the Janossy density, the local stability assumption also guarantees that

1
=1+ - f
m=1""

km (X, 0) dA" (X) < exp (/ 9 (x) d)\(x)) < oo

s Ba

for every n € N. Moreover, local stability implies « (x, u) < 9 (x) - M) for r-ae.
x € X, all u € N, and any ¢ > 1. Hence, local stability covers all assumptions from
Theorem 8.1 except the two limit relations.

Another possibility to obtain the bound on the Janossy densities in terms of an
explicit assumption on « is to study the correlation functions of the finite Gibbs pro-
cesses more closely. As the Janossy densities of these processes on their full domain
are given explicitly in terms of «,, by Corollary 4.5, Corollary D.5 implies that the

correlation functions pg, (X1, ..., X;;) are given by
1 i : / ( 0) dA*"( )
Kr(X1, ..oy Xk, Xy oo vs X
Z5.©) Z G —m)! S k(X1 k m+1 k
for A"-a.e. (x1,...,x,) € B} and all m,n € N. Hence, if this term, which is an

explicit quantity in terms of «, is suitably bounded, we get

sup péy,,m(xlv ces Xm) SO0 - D ()
neN
for A"-a.e. (x1,...,x,) € X" and all m € N. This is Ruelle’s bound (according to

Definition 7.6), and it implies the necessary bound on the Janossy densities. In the case
of pair potentials, the above quantity is studied in Ref. [57], and the required bound is
derived under suitable assumptions. We come back to this condition in Theorem 8.9.

Remark 8.5 In the definition of a Gibbs process via the GNZ equations (1), we find the
term « (x, n) dA(x) and this is the only place where x and A appear. Consequently, there
is some freedom in the choice of these parameters. For instance, in arguments where
the specific reference measure does not matter (which includes most of our arguments),
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it is no loss of generality to choose the local stability bound on « as ¥ = 1. A similar
argument could be used to normalize bounds on the Janossy densities or correlation
functions. However, we will not resort to this normalization and carry the bound for
« with us. Note that in allowing for « to be bounded by general # we follow Ref.
[37]. In Ref. [31], such an inhomogeneity is also included but in terms of an intensity
functions associated with the measure A.

Approaching the existence proof via level sets of the specific entropy requires some
kind of stationary, so the resulting existence results work only in R? (or can probably be
extended to locally compact topological groups). In R?, this method seems favorable
as it leads to stationary Gibbs processes and works under weak explicit assumption
on the energy function. Indeed, in Ref. [14], where the literature we mentioned in
the introduction culminates (in a sense), only stability (a minimal assumption) and
intensity regularity (an assumption that is made for similar technical reasons as the
limit relations in our result) are required.

8.2 Initial Examples and Some Remarks

As we have seen in Remark 8.4, local stability is one straightforward assumption to
cover all of the prerequisites of Theorem 8.1 except the two limit relations. Probably
the easiest way to ensure the validity of these limit requirements is to suppose that
has finite range, meaning that for each x € X there exists a set B, € A&}, with

k(x, ;) =«(x, up,), M €N,

such that, for every B € X}, we have
only if, y € By, forallx, y € X.

Denoting B = UXGB By, for fixed B € &), we then have «(x, u) = «(x, ug) for
all x € B and ¢ € N. Thus, if £ € N is large enough so that By D B, then

ep Bx € &b, and such that x € B, if, and

K@, ) = K(x. (B 5) = K ) = K(x, 1)

foreach x € B and u € N, and

/ sup |k (x, p,) — & (x, )| di(x) = 0,
B neN

If X is such that {x} € X for each x € X, it is always possible to include x in
B, while maintaining all other properties. In metric spaces, the classical finite range
property known from the literature trivially implies the given definition. Note that in
metric spaces we always choose as a localizing structure a sequence of balls with
growing radius around a fixed point in X, so A}, corresponds to the bounded sets (with
respect to the metric).

Lemma 8.6 Assume that X is a (subset of a) metric space. Then k : X x N — [0, 00)
has finite range if there exists a fixed R > 0 such that k(x, u) = K(x, ,uB(x,R))for
x € Xand i € N, where B(x, R) denotes the closed ball of radius R around x.
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If we combine local stability and finite range, we can provide a neat existence
result which also allows for boundary conditions without any problems concerning
the formal prerequisites in the sense that (-, -) = x (-, ¥+ ) inherits the assumptions
on k. Note that the assumptions in the following result are purely on « without any
explicit reference to the processes involved.

Corollary 8.7 Let (X, X) be a substandard Borel space with some localizing structure
By C By C...,lety €N, and let A be a locally finite measure on X. Moreover, let
k : XxN — [0, 00) be a measurable map such that k satisfies the cocycle assumption
(2) and is locally stable as in (11). Furthermore, assume that k has finite range. Then,
there exists a Gibbs process n with PIk (-, -) =k (-, ¥ + ).

Example 8.8 (Strauss processes) Let X be a complete separable metric space. Let
R >0,cel0,1],and ¥ : X — [0, 00) a locally A-integrable function. Consider the
measurable map « : X x N — [0, 0o) given by

ik(x, ) =0 (x) - HEER),

Then, Corollary 8.7 provides the existence of a Gibbs process in X with PI «. Such a
process is called Strauss process. A special case arises for ¢ = 0, where

K(x, ) =9(x) - ]l{u(B(x, R)) = 0}

is the PI of a hard spheres process. Of course we can also consider Strauss processes
with boundary conditions.

Apart from Gibbs processes with a finite interaction range, the generality of Theo-
rem 8.1 can be utilized to obtain existence results for pair interaction processes. With a
bit of technical work (involving the choice of a suitable 7-system A7), roughly related
to what is used in Appendix B of [31] but generalizing preliminary results to arbitrary
measurable spaces and pair potentials with negative part, it is possible to derive the
result displayed in the following. As these techniques are not new (but only refined)
and do not yield significant novelties in the pair potential setting, we skip the proof.
For details, we refer to Chapter 4 of the authors Ph.D. thesis [5].

Letv: X x X — (—o00, oo] be measurable and symmetric, and define « by

K (x, 1) =eXp(—/Xv(x,y)du«(y)>1{/Xv’(x,y)du«(y) < OO}, xeX, neN.

Notice that « is well-defined, measurable, and satisfies the cocycle assumption (2).

Theorem 8.9 Let (X, X)) be a substandard Borel space with some localizing structure
By C By C ..., andlet A be alocally finite measure on X. Let v : X x X — (—00, o0]
be measurable and symmetric such thatinf, yex v(x, y) > —A for a constant A > 0.
Let « be given through v as above and assume that Z, (0) < oo for n € N. Suppose
that

o0

1 1 m
e X, 0) dAF T caxo < [9@
jlelg Zg,(0) Z (k —m)! /B'/;—m ek (x1 k- 0) (Xm+1 Xi) < 1_[ (x;)

k=m j=1
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for M"-a.e. (x1,...,xn) € X", allm € N, and a measurable, locally \-integrable
map ¥ : X — [0, 00) which is such that, for A-a.e. x € X,

/ le™"Y) — 1| 9(y)dA(y) < co as well as / v (x, y) 9(y) da(y) < oo.
« X

Then there exists a Gibbs process in X with pair potential v and reference measure A.

If one restricts to non-negative pair potentials, Theorem B.1 of Ref. [31] is seen to be
slightly generalized to arbitrary substandard Borel spaces. If one restricts to translation
invariant pair potentials on R, it is straightforward to see that superstability and lower
regularity according to Ref. [57] also suffice for an existence result, that is, we recover
the existence result of Ruelle [57]. With these last two specific settings, the existence
of the classical hard core process and of various non-negative soft-core processes, like
the Gaussian core process due to Ref. [61], as well as of the Lennard—Jones and Morse
potential are guaranteed, cf. [S]. These are not new results but it is certainly reassuring
that our very general approach recovers them.

9 Cluster-Dependent Interactions in the Subcritical Regime

The duality of the Boolean model and the hard sphere model, see [27], shows that
the interaction between points of a Gibbs process may be intrinsically linked to some
binary relation on the state space. In this section, we recall this concept in the gen-
erality of Ref. [37] and prove that the corresponding Gibbs processes exist and are
unique in distribution as soon as the clusters of a Poisson process with respect to the
corresponding relation are finite. We thus provide a superstructure for results in Refs.
[2, 11, 27, 28].

In this section, let (X, d) be a complete separable metric space with localizing
structure B, = B(xg,n), n € N, for some fixed xo € X. Denote by X the Borel
o-field of X and by X}, the bounded Borel sets, and let A be a locally finite measure
on X. The restriction to metric spaces has technical reasons, namely that we need to
deal with weak convergence of measures in Lemma 9.2.

Let ~ be a symmetric relation on X such that {(x, y) € X2 :x ~ y} e X% We
call x, y € X connected via D C X if there exist n € Ny and z1,...,z, € D such
thatz; ~ zj41 foreach j € {0, ..., n}, where we put zo = x and z,41 = y. This last
terminology is also used for counting measures @ € N, think of

D = supp(u) = {x € X : u({x}) > 0},

For formal completeness, observe that supp(u) € X by Lemma B.1. If x, y are
connected via p, we write x £ y. If x is connected via pu to some point in ¢ € N, we
write x ~ Y. We define

Clx, ) = /X]”y e-}1{x % y)du(y) (12)
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and call C(x, u) the (u-)cluster of x. In the given setting, the points of any counting
measure can be chosen measurably with the help of Lemma 1.6 of Ref. [33], which
allows for a measurable construction of these clusters. In other words, the mapping

(x,u) > C(x,n) N

is measurable and so is the map (x, i, ) — 1 {x S ¥ } In the context of disagree-
ment couplings or when considering Gibbsian particle processes, it is instrumental to
consider interactions which only depend on corresponding clusters, that is, we have

K(x, u) = K(x, C(x, u)).

Particularly interesting is the case where the clusters, and hence the interaction range,
are infinite. Theorem 8.1 allows us to prove existence in that setting whenever we are
in a subcritical regime with respect to a suitable Poisson process. In the same regime,
we also prove uniqueness.

Theorem 9.1 Let (X, d) be a complete separable metric space as above, and let A
be a locally finite measure on X. Let k : X x N — [0, 00) be a measurable map
which satisfies the cocycle relation (2) and is locally stable as in (11) with bound V.
Moreover, suppose that

K(x, u) = K(x, C(x, ,u)), xeX, ueN,
and that, for A-a.e. x € X,
My, ({n e N: Clx, )(X) < 00}) = 1.

Up to equality in distribution, there exists exactly one Gibbs process in X with PI k.

9.1 Notation and Preliminaries for the Proof of Theorem 9.1

For the proof of both the existence and uniqueness part of Theorem 9.1, it is essential
that any Gibbs process is dominated by a suitable Poisson process. For finite Gibbs
processes, this is known from Ref. [23], but the extension to infinite processes takes
additional effort. Conceptually we follow Ref. [37] in doing so. However, we need
further properties related to the local convergence in the context of the existence result.
As mentioned at the beginning of this section, the assumption of X being a complete
separable metric space becomes necessary for the use of weak convergence in order
to derive the following lemma. A similar result could also be obtained by combining
Lemma 5.3 of Ref. [37] and the appendix of Ref. [60].

Lemma 9.2 In the setting given at the beginning of Sect.9, let k : X x N — [0, 00)
be a measurable function that satisfies the cocycle relation (2) and is locally stable
as in (11) with bound V. For each n € N, let &, be a finite Gibbs process with PI
kBn0 " and let n be (one of) the local limit process(es) obtainable from Theorem 7.9.
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Then (possibly after extending the underlying probability space) there exist Poisson
processes @, with intensity measures ¥Ap, (n € N) and a Poisson process ® with
intensity measure U A as well as point processes &, (n € N) and 1 such that

~ d ~
§n =286 and §, <@, (P-as.)
foralln € N,

Ly and 1< (P-as.),

7
and énk Log, N (as k — o0) along a suitable subsequence. Here < denotes equality in
distribution and two measures i, v on X satisfy u < vifu(B) < v(B) forall B € X.

Proof Fix n € N. By Example 2.1 of Ref. [23] (available only for the finite processes)

. . s .= d
and the Strassen theorem [41], there exists a point process &, with &, = &, and a
Poisson process ®,, with intensity measure A g, such that §, < ®, almost surely. Let

(&n; ) ken be the subsequence for which &, ﬂ) n as k — oo. By Proposition 7.1, we

s d d e .
have §,, — 1, where — denotes convergence in distribution, implicitly using the
metric structure that N inherits from X as detailed in Appendix 2 of Ref. [8]. Standard
reasoning [e.g. via Theorem 16.3 of 32] yields that (énk, @, )keN 1s a tight sequence.
Thus, there exists a subsequence which converges in distribution to a limit element

(n, ®), where ® is a Poisson process with intensity measure 9 and 7 4 n. Using
Proposition A.2.6 of Ref. [8] to reduce to Ny and arguing by contradiction, it is easy
to see that the set {(i, v) € N x N : u < v}isclosed. The weak convergence together
with §n < &, (a.s.) and the Portmanteau theorem [Theorem 4.25 of 32] yield

PH < ®) =1.
Moreover, for each measurable, local, and tame map F : N — [0, co) we have

E[F (é)] = E[F )] — E[F(] =E[F (D]

as k — oo which implies the asserted local convergence along the constructed
subsequence. O

The tools we use to prove the uniqueness part of Theorem 9.1 are only available
for diffuse reference measures. A simple randomization property, a special case of
which was already used in Ref. [60] (in a general manner) and [4] (in the context of
uniqueness results), allows for a workaround. We generalize this result slightly and
give a proof.

Recall that any point process in a Borel space, in the sense of [33, 38], is proper
meaning that it can be written as a sum of random Dirac measures.

Lemma 9.3 Let (X, X) be alocalized Borel space, A a locally finite reference measure
on X, and let (Y, Y) be a measurable space endowed with a probability measure Q.
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Let k : X x N — [0, 00) be a measurable function that satisfies the cocycle relation
2). Putk : X x Y x NX x Y) — [0, 00),

K r,p) =x(x, n(-xY)),

andletn = Z'}(:Xl) 8x; be a Gibbs process in X with Pl k and reference measure 1. Let

R\, Ry, ... be independent random variables in Y distributed according to Q, with
the whole sequence independent of 1. Then, the randomization 11 = Z(le) Sx;.Rj) of
n is a Gibbs process in X x Y with PI ik and reference measure A @ Q.

Note that the product space X x Y is localized by the sets By x Y C Bo x Y, C ...

Proof For ju = Y40 6, with x1,x2,... € X, and 5 = (s)jen € Y = @, Y,
define

w(X)

T(e.$) =Y Sus))
j=1

which constitutes ameasurable map Nx Y — N(XxY) by Lemma 1.6 of [33]. Write
R=(Rj)jenand Q = ®?°=1 Q. For any measurablemap f : XX Y x N(XxY) —
[0, o], we have

E|: fx,r,m) dﬁ(x,r):| :E[/ f(x,r, T (n, R)) d(T(n, R))(x,r):|.
XxY XxY

Due to the given independence properties, this term equals

/oo E[/x T T 9)d(T 6, 9)ex, »}d@(s)

n(X)
ZE[Z/YOO f(XJ"Sjv T(n, S)) dQ(S‘):| (13)
j=1

In order to write the term in the sumin (13) as g(X ;, n) for a suitable map g, we have to
ensure that g assigns the marks correctly in the sense that the fact that s; is the mark of
X jisalsorelevantin 7 (», s). Upon defining the measurable map g : XxN — [0, o]
by

g(x, ) = 1{udx}) > 0} [Yoo/Yf(x,r, T(u\ 8y, 8) +8x,r) dO(r) dQ(s),
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this is ensured as the infinite product structure implies (almost surely)
g(Xj,m) = /Yoo /Y f(Xjr, T\ 8x;,5) + 8(x;.r)) dQ(r) dQ(s)
= [ £ T009) d00).

Hence, picking up the previous calculation from (13), we have

n(X)

E[ Frr, ) di, r)] - E[ > e(x;, n)] - E[/ g, m) dn(X)].
XxY = X

By the GNZ equation for 1 and the given independence properties, this term further
equals

E[/ glx,n+38)k(x,n) dk(X)}
X

/}g(/oofyf(xm T(n,s) +8(x,r))dQ(r)dQ(S))K(x» n)d)»(X)}

=E /X/Yj‘(x,r,T(an)+(3(x,r))IC(x,r])dQ(r)d)L(x)i|

=E

=E . Yf(x,r,ﬁ+3<x,r))/5(x,r, ndi® Q)(x,r)],

which concludes the proof. O

We recall the following disagreement coupling of [37, Theorem 6.3], adapted to our
notation and in a strictly less general version focusing on locally stable Papangelou
intensities. For two finite counting measures ., 1" € N7, we denote by | — /| € Ny
the total variation measure of the signed measure u — u' defined via the Jordan
decomposition, see Corollary 3.1.2 of Ref. [6]. It is straightforward to show that the
map Ny x Ny 3 (u, 1) — | — p/| € Ny is measurable.

Proposition 9.4 (Disagreement coupling) In the setting given at the beginning of
Sect. 9 assume that A is diffuse and let k : X x N — [0, 00) be a measurable function
that satisfies the cocycle relation (2) and is locally stable as in (11) with bound ¥.
Moreover, assume that

k(x, ) =k(x,Cx,n), xeX, peN.
Let W € X, and , ' € Nye. There exists a Gibbs process & with PL kW) and a
Gibbs process €' with PI V"V such that € < ¥ and &' < V (almost surely), where
W is a Poisson process in X with intensity measure VA, and such that every point in

|& — &'| is connected via & + &’ to some pointin Y + '
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Note that if ¢ = v/, the two so-constructed Gibbs processes are identical (path-
wise). The concept of disagreement percolation was first introduced in Ref. [3] in the
discrete setting and transferred to the continuum in Refs. [27, 28] though the latter
works contain technical imprecisions. The above result from [37] provides a rigorous,
up-to-date, and very general version of the underlying technique.

9.2 A Proof of Theorem 9.1

We first prove existence. By Remark 8.4, the local stability assumption on « covers
all prerequisites of Theorem 8.1 except the limit relations. To show that these are also
satisfied in the given setting, let &, be a Gibbs process with PI x #»9 (n e N) and
denote by 1 a corresponding limit process from Theorem 7.9. We assume, without loss
of generality (by Lemma 9.2), that &, < ®,, foreachn € N and n < ® almost surely,
where @, is a Poisson process in X with intensity measure 9Ap, (n € N) and ® is a
Poisson process with intensity measure *A. We denote the corresponding combined
P-null set by Q0. If, for £ € N, x € X, and w € Qf, we have C(x, o, (a))) (By) =0,
then C(x, & (w))(B§) = 0 and therefore

C(x, g (@) = C(x, (@) p, = C(x, En(@)). (14)

For n, £ € N and A-a.e. x € X we have, by (14) and the assumptions on «,

Eli (v, (6)p,) — (x| = E|(k (v, 6)5,) = (x. 6 ) 1{CCx, @) (BF) > 0}
<9(x)-P(C(x, ®p,)(Bf) > 0)
<9(x)-P(C(x, ®)(Bf) > 0).

Combining this with the observation that

lim sup P(C(x, ®)(BS) > 0) = 1 — ]P’( U |w €Q:C(x, D) (BS) = o})

{— 00 =1
=1-P(Clx, ®)(X) < 0)
=0 (15)

for A-a.e. x € X, dominated convergence (using the local integrability of ) gives

lim sup sup/BIE|K(x, (En)p,) — Kk (x, &)| dA(x)

{—o00 neN

< limsup/ 9 (x) - P(C(x, ®)(Bf) > 0)dr(x) =0
B

£— 00

for every B € Aj. Similarly, limy_ fB Elx(x, np,) — «(x,n)|dA(x) = 0, and
Theorem 8.1 yields the existence result.
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Next, we argue that for the uniqueness part we can assume, without loss of
generality, that A is diffuse. The reasoning is similar to that in Ref. [4]. Consider
X=Xx[0,1] equlpped with some complete metric that induces the product topol-
ogy and let L = A ® £[0 1> Where £? denotes the d-dimensional Borel-Lebesgue

measure. For x € X, r € [0,1], and uu € N(X) let C(x,r,u) be the p-cluster
of (x,r), where (x,r), (y,s) € X are connected simply when x ~ y. We have
Clx,r, (X)) = C(x, n(- x [0, 1]))(X), so if @ is a Poisson process with intensity

measure ¥ A and @ is a uniform randomization of ® (as in Lemma 9.3), which is a Pois-
son process in X with intensity measure 9 A ® E[lo 7 by the marking theorem [Theorem

5.6 of 38], then the condition ]P’(C x,P)X) < oo) = | immediately implies
P(Cx,r, ®)(X) < 00) = 1

for A-ae. x € Xandany r € [0,1]. Forx € X, r € [0, 1], and u € N(X), we also
define

Iz(xvrs M) = K'()C, /‘L( X [O, l]))v

which inherits the cocycle and local stability property of k. Moreover,
/Z(x, r, C~'(x, r, /,L)) = k(x,r,p). If n, n’ are Gibbs processes with PI « and refer-
ence measure A, then by Lemma 9.3 the uniform randomizations 7, 77’ of  and n’ are
Gibbs processes with PI & and reference measure A. Thus, if the uniqueness result

holds for diffuse reference measures, then 5 4 ii’ as A is diffuse, and we obtain

n = i(-x[0,1]) £ 7(-x [0,1]) =

We conclude that the general result holds if it is proven for diffuse reference measures.
Hence, let us assume that A is diffuse.
For B, W € X}, with B C W and v, ¥’ € Nyc, we have

[P,y (E) = Py g (E)| = |P(6 € E) —P(§' € E)|
< E[1{sp € E} — 1{¢} € E}|
<P(&p # &p)
=P(l§ - £'1(B) > 0)
for all E € Np, where &, & are the Gibbs processes from the disagreement coupling
in Proposition 9.4. Since each pointin |§ — &’| (< Wy ) is connected via &€ + &’ (hence

via Wyy) to some point in 1 + /', the probability on the right-hand side is bounded
by

EUB ]l[x Wyt w’)} d\IJ(x)}
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which, due to Mecke’s equation, equals
Wy +8, v
/ IP’(x VI w/)) 9 (x) dA(x) = / IP’(x Y+ W)) 9 (x) dA(x).
B B
(16)
Now, let n, n be two Gibbs processes in X with PI «. According to Lemma 5.3 of Ref.
[37], we can assume, without loss of generality, that there exist two Poisson processes
®, &’ with intensity measure A such that n < ® and n’ < ®’ (almost surely) and
such that (1, n’, ®, ®') is independent of W. Let B € X}, be arbitrary and choose ¢

large enough so that B C By. Take E € Np. By Corollary 6.3 and the bound (16)
applied to W = By, we obtain

[P0 € E) POy € E)] < B[Py 1y (E) ~ P, (E)|

Yy ,
S/B]P’<x ~ (nB§+nBE))z9(x)d,\(x).

The right-hand side is clearly bounded by

/BP(x e nB;) 9 (x) di(x) —i—/B]P’(x e ’7392) 9 (x) d(x)

andasn BS = D BS and n’Bc < <I>;;c (IP-a.s.), the independence properties of the Poisson
14 14
process yield:

/ ®5
IP(n e E) — PGy € E)| < 2/ P(x ~ ch;) 9 (x) dA(x)

B

< 2/ P(C(x, D)(Bf) > 0) 9 (x) dA(x).
B

It follows from (15) and dominated convergence (letting £ — o0) that P = P on
the algebra Z that generates AV, and therefore, P = P . This finishes the proof. O

Remark 9.5 Notice that in Eq. (14), in general, we only have
C(x, €, (@) = C(x, & (@) g,
as there could be points in () g, (w) which are connected to x via points in () BS
However, if C(x, &, (»))(B§) = 0 this is not possible.
10 Gibbs Particle Processes

Let (B, d) be acomplete separable metric space. Denote by 5(B) the Borel subsets of B
and by Bj (B) those Borel sets which are bounded with respect to the metric d. Let C(B)
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be the space of compact subsets (particles) of B and equip X = C*(B) = C(B)\{@}
with the Hausdorff metric dgz. For a definition of dy and the fact that C*(B) (equipped
with dy) is a complete separable metric space, we refer to Appendix D of Ref. [45].
Denote the corresponding Borel o -field by X = B(C*(B)) and write X}, = B, (C*(B))
for those Borel sets which are bounded with respect to dy. Let A be a locally finite
measure on C*(B). In line with our setting in general measurable spaces, we consider
the locally finite counting measures

N(C*(B)) = {i measure on C*(B) : u(By(K,r)) € N forall K € C*(B), r > 0},

where By (K, r) denotes a ball of radius » in C*(B) around K with respect to dy.
Clearly our general setup from previous sections covers this setting and yields a defi-
nition and properties of Gibbs processes in C*(B), which are called Gibbsian particle
processes. Corollary 8.7 immediately applies in this setting and guarantees the exis-
tence of a large class of Gibbs particle processes. As an explicit example, we use the
result to prove existence of the processes considered in Ref. [2], a question left unan-
swered in that work. Any issues of measurability can be cleared with straightforward
standard arguments and we omit the details.

Example 10.1 (Admissible Gibbs particle processes due to [2]) We restrict our atten-
tion to B = RY, the d-dimensional space with the Euclidean metric. We consider
the space C¥ = C(R?)\{@} of non-empty compact subsets of R equipped with the
Borel o-field induced by the Hausdorff metric. We let ¢ : C¥ — R? be a center
function, that is, ¢ is measurable and satisfies ¢(K 4+ x) = ¢(K) + x forall K € c@
and x € R?. Let Q be a probability measure on C@) with Q(Céd)) = 1, where

C ={K € C9 : ¢(K) = 0}.
Moreover, assume that

/ LYL + (=) dQ(L) < 00, CeCP,
c@

where adding two subsets of RY means taking their Minkowski sum. This last condition
is certainly satisfied if the particle size is bounded, that is, if

Q({k ec?: Kk c BO,R}) =1
for a fixed R > 0. For some fixed intensity parameter z > 0 consider the measure

k(-)=z/ f 1{L +x e - }dQ(L) dx
R Je@
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on C¥ . The measure A is locally finite since, for any K € C @ and r > 0, there exists
aset C € C9 suchthat L  C forall L € By (K, r), and

/\(BH(K,r))§z/ / L{(L+x)NC # 2}dQ(L) dx
Rd Jo@

= zf L£Y(L + (—0)) dQ(L)
c

< 00,

by assumption on Q. Let V. = {V,, : n € N, n > 2} be a collection of higher-order
interaction potentials, meaning that, for each n > 2, V,, : (C(d))" — (—o00, 0] is
a measurable and symmetric function. Assume that there exists some Ry > 0 such
that V,, (K1, ..., K,) =0for Ky, ..., K, € C'D with max{dy (K;, K;): 1 <i,j <
n} > Ry and all n > 2. Moreover, assume that

[e.¢]

1 _
Zi(n o max{ _/cm Va(K Ly, o Ly dp (L, L L), 0} <00
2 - . ( a )Vl*

for K € C and € N(C@). Define k : C@ x N(CD) — [0, 00) as

o0
1
K, u) = —§ . VoK, Li,...,Lp—)du™ Y@Ly, ....Lo—D ).
k(K, ) eXp( (n—l)!_/(cm)m ( 1 n—1)du (L n—1)

n=2

Notice that « is well-defined as the term in the exponential is finite by the summability
assumption on the V;,. In Ref. [2] « is multiplied with an indicator 1{,({K}) = 0},
a modification that changes nothing about the following observations. The map « is
apparently measurable, and it satisfies the cocycle relation (2) by Exercise 4.3 of Ref.
[38]. Furthermore, « has a finite range of interaction as

K (K, 1) =«(K, LBy k.Ry))
by assumption on V. Finally, if we assume that « is locally stable, meaning that

sup k(K p) < 9(K)
neNC@)

for r-a.e. K € C and some locally A-integrable function ¢ : C @ _ [0, 00), then
Corollary 8.7 guarantees the existence of a Gibbs particle process with PI «. In fact,
it is assumed in Ref. [2] that ¥ < 1 uniformly.

In the context of particle processes, there is a natural notion of clusters. In the
language of Sect. 9 consider on C*(B) the relation given through

K ~ L if,andonlyif, KNL # @. (17)
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This relation is symmetric and satisfies {(K, L) € C*(B)? : K ~ L} € B(C*(B))®?.1t
also leads to a very intuitive interpretation of the clusters in Eq. (12) which, in this case,
describe the connected components of a germ-grain model. Notice that the assumption
in Theorem 9.1 then simply describes the absence of percolation in the Poisson-
Boolean model. In the remainder of this section, we use results on percolation in the
Boolean model due to Ref. [26] to establish existence and uniqueness of corresponding
Gibbs particle processes in the subcritical phase. As such, we recover the uniqueness
results in Refs. [27, 28], which is a benefit as these works contain technical gaps that
are now filled by [37] and the paper at hand. We also extend those results to particle
processes with more general grains, similar to Ref. [2] but allowing for unbounded
grains. Moreover, we newly provide the corresponding existence results for those same
processes in the region of their uniqueness.

We consider the setting from Example 10.1, thus restricting to B = R¢. For a center
function, let ¢ : C'Y — R? denote the map that assign to each compact set in R?
the center of its circumball, and let rad : C‘Y — [0, oo) denote the map that assigns
to a compact set the radius of its circumball. Both of these maps are continuous with
respect to the Hausdorff metric. With the relation in Eq. (17), define clusters as in Eq.

(12).

Corollary 10.2 Let Q be a probability measure on CD yith Q(C(()d)) = 1and

/ rad(L)¢ dQ(L) < oo,
cd

and, for z > 0, put
A () = zf / 1{L +x e -}dQ(L)dx.
RY JC@

Let k : C9D x N(CYD) — [0, 00) be a measurable map that satisfies the cocycle
property (2) and which is such that, for any K € C'D and v € N(C'D),

k(K,u) <1 aswellas «(K, i) :K(K,C(K,,u)).

Then, there is a constant z, = z.(Q, d) > 0 such that for any 7 < z. there exists,
up to equality in distribution, exactly one Gibbs particle process with PI k, activity
z, and grain distribution Q, that is, exactly one Gibbs process in C'D with PI k and
reference measure A;.

Proof Let Z be a random element of C'¥) with distribution Q (the typical grain). We
first note that the measure A; is locally finite. Indeed, it follows as in Example 10.1
that, for any K € C9D and r > 0,

h(Bu(K,r)) <z /C(d) LYL+ (—0)dQ(L) =z - E[LY(Z 4+ (-0))]
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for some suitable set C € C9. As C is compact, we have C C B(0, s) for s > 0 large
enough, and we also have Z C B(O, rad(Z)) almost surely. Thus, by assumption on

Q,

A(Bu(K,1) < z-E[LY(B(0,rad(Z) +5))]
= 2. £4(B(0, 1)) - E[(rad(Z) +5)"]
<z- LB, 1) 1+ max {1, E[rad(2)?]}

< Q.

Let® = Z;’il dk; be a Poisson particle process with intensity measure A;. Theorem
9.1 yields the claim if we can show that the Boolean model based on & (in other
words, the Boolean model with intensity z and grain distribution Q) is subcritical. To
this end, let us define on [0, co) the probability measure

m() = f(d) ]l{rad(L) € -}d(@(L) = IP’(rad(Z) € ~),
C
which satisfies
/Oo rddm(r) = / rad(L)? dQ(L) < oo.
0 c@

The Boolean model Uc;il K ; is almost surely contained in Ujil B (c(Kj), rad(K; )) R
which is itself a Boolean model, since

v =/ 1{B(c(L), rad(L)) € - } dd(L)
c@

is a (stationary) Poisson particle process with intensity measure

/c(d) L{B(c(L),rad(L)) € - }dr.(L) = Z/Rd /C(d) 1{B(x,rad(L)) € - } dQ(L) dx
=Z/ /OO]I{B(x,r)E-}dm(r)dx
R4 JO

by the mapping theorem for Poisson processes [Theorem 5.1 of 38]. Theorem 2.1 of
[26] provides a constant z.(Q, d) > 0 such that

P(C(K, ®)(X) < 00) > P(C(K, ¥)(X) < 00) = 1

forall K € C9 and every z < z.(Q, d). O

To extend an example from the literature, we consider segment processes in R?,
cf. Example 2.2 of Ref. [20]. Proceeding as in Example 10.1 gives an existence result
which covers the processes discussed in Ref. [20] (even in arbitrary dimension), where
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a global and deterministic bound on the length of the segments is assumed. We use
Corollary 10.2 to provide an existence and uniqueness result for segment processes,
which also allow for unbounded length distributions.

Example 10.3 (Segment processes) Let m be a probability measure on [0, co) with
existing d-th moment, which yields (half) the length of the segments, and let Q be
a probability measure on R¢ concentrated on the unit sphere S¢~!, which yields the
orientation of the segments. Consider on Céd) the probability measure

Q(.):/ / ]l{{s~v:se[—r,r]}E-}dQ(U)dm(’”)-
0 Jgd-!

Let V : C@D U {@} — [0, co] be measurable with V(@) = 0 (where the o-field
on C'D U {@} is constructed from the one on C@ by adding the singleton {&} as a
measurable set). With the PI

(K, ) = exp ( - /3/ V(K N L)du(L)),
o

where > 0, this fits into the setting of Corollary 10.2. A specific exampleis V(K) =
c-1{K # @&} for ¢ € [0, oo], but V could also be the restriction of a locally finite
measure on R? onto C‘Y U {@} (which gives a measurable map by Proposition E.13
of Ref. [45]). The existence result for this particular ¥ can be improved by noting that
it corresponds to a pair interaction and using Theorem 8.9 or Theorem B.1 of [31].
But of course more complicated « can be considered as well.

To conclude this section on particle processes, we leave as a take-away message

that Gibbs particle processes exist as soon as the PI is bounded and has either finite
range or depends only on suitable clusters with the underlying intensity parameter
being small enough. Particle processes thus provide one large class of examples that
show the usefulness of the generality of Corollary 8.7 and Theorem 9.1, and thus, by
extension, Theorem 8.1. In particular, the possibility of considering abstract product
spaces allows for interesting constructions.
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Appendix A: Factorial Measures

We recall the definition of factorial measures on an arbitrary measurable space. The
generality of the construction is due to Ref. [38]. We mostly collect their results, but
add some new (and mostly technical) insights. Before we start, we mention that a very
slight technical omission is made in Ref. [38]: to guarantee the measurability of the
term in Eq. (A15) of that paper, the localizing structure on the measurable space is
explicitly needed, as laid out in Lemma A.4. Fix a localized measurable space (X, X")
and let the space N be defined as in Sect. 1. We write [k] = {1,...,k} for k € N,
[0] = @,and [k] = Nifk = co. For ameasure u = Zl;=1 Sx/. € Nwithk € NgU{oo}
and x; € X, define the m-th factorial measure of u on (X", X ®my ag

#
/’L(m) = Z S(X./l """ x./m ) ’ (Al)

where the superscript # is used to indicate that the indices in the summation are
pairwise distinct, and where the term is defined as 0 € N(X") if the sum is empty.
Clearly, © e N(X™) and uV = p. It is easy to verify that

m
pmt() = f (/Xll{(i, 1) € - JdpComrn) — ) 1{G, x)) € - })dmm@)
Jj=1
(A2)
for each m € N, still using the shorthand notation X = (x, ..., xp,). It is well known

that in general measurable spaces not every measure in N can be written as a sum of
Dirac measures. Still, for each i € N there exists a unique sequence of symmetric
measures £ € N(X™), m € N, with u) = p and such that (A2) is valid for all
m € N. This is guaranteed by the following result, stated as Proposition 4.3 in Ref.
[38].

Proposition A.1 For i € N there exists a unique sequence of symmetric measures
w'™ e N(X™) (m € N) such that nV = p and the recursion (A2) is valid for all
m € N. Moreover, the maps . — n™ € N(X™) are measurable.

A proof of this proposition is given in Appendix A of Ref. [38]. As we have
mentioned before, though the authors do not state this explicitly, it is essential to have
the localizing structure on X to obtain measurability of 1 — ™). Proposition A.1,
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and thus recursion (A2), is the definition of factorial measures we adopt. The following
proposition collects those properties of factorial measures that can be found in Chapter
4 and Appendix A of Ref. [38]. As before, we write up for the restriction of u to a
set B.

Proposition A.2 Let pu, v € N and fix m € N. The following properties are satisfied.

Q) If Di,..., Dy € X are pairwise disjoint, then u"™ (D x ... X Dy) =
HT:] n(Dj).
(ii) For B € X, it holds that 1™ (B™) = u(B) - (,u(B) — 1) e (M(B) —m+ 1).
(iii) For B € X, it holds that (W) gn = u\".
(iv) For B € X, the relation /Lgn)(B’") = 0 holds whenever u(B) < m.
W) If u < v, then ,lL(m) < pm,

We complement the previous proposition by the following additional property.

LemmaA.3 Fixm,k € Nwithk > m, andlet € N. Let B € X and D € X®™. If
w(B) =k, then

u® (D x By = (k= m)t - uU (D).

Proof For v € N with w(B) = k and k > m, the recursion (A2) yields

1D x By = (w(B) - m)/ 1{x e D}dul" &) = k —m) - 1" (D).

m

Applying this relation kK — m times gives ug()(D x BK=My = (k —m)! - ,ug”)(D). O

Already in stating the (multivariate) GNZ equations, the following measurability
property is essential. We mostly use this result for Y = N.

LemmaA.4 Let (Y, )) be an arbitrary measurable space and fixm € N. The mapping
NxY>s(uy - / FO1 e X, )™ (e xm) € [0, 00]
Xm

is (N ® Y)-measurable for every measurable function f : X" x Y — [0, oo].

Proof By Proposition A.1, the mapping x — 1™ is measurable, so forany D € X®™
and A € Y the map

(403 = 1) [ 1o du® = 1400 1(D)
xXm
is measurable. Denote by D the collection of all sets E € X®" ® ) for which
(1, y) = /X 11X, y) du™ )
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is measurable. The w-system {D x A : D € X®m A e )} is contained in D.
Moreover, we have X" x Y € D and D is clearly closed with respect to countable
disjoint unions. Let E, F € D with E C F, and observe that

/ 1pe&, y)dp™ ) = lim / 1pp® y) duy’ &
xm {— o0 xm

by monotone convergence, using that | ;2 B} = X" and (u™) B = ,ug'z). Since

/ng) X"y < u(By)! < oo, the following difference is well defined (for each £ € N)

[ aneGnag’® = [ & el ® - [ 1&g @,

The right hand side is a measurable function of (u, y) since E, F' € D and u — up,
is measurable. As limits of measurable functions are measurable, we conclude that

(o) > fx Lre & ) dpu™ )

is measurable, so '\ E € D. Thus, D is a Dynkin system and Dynkin’s 7-A-theorem
implies D = X®" ® ). A standard monotone approximation completes the proof.
|

Equation (4.19) of Ref. [38] indicates how factorial measures can be used to rep-
resent any functional on N when evaluated on Ny. Indeed, refining that particular
equation and extending it by monotone approximation yields the following result.

Proposition A.5 Let F' : N — [0, oo] be a measurable map. Then, for any u € Ny,

00 1 m R
F(u) = 1{un() =0} - FO) + 3 —L{u(X) = m} / F(stj) du™ ).
j=1

m=1""

We frequently use Proposition A.5 to argue that a function which is finite for sums
of finitely many Dirac measures is finite on the whole of N.

LemmaA.6 Let G : N — [0, oo] be a measurable map such that G(0) < oo and
Gy + ...+ 6x,) <ooforallxy,...,x, € Xandany m € N. Then G(u) < oo
foreach i € Ny.

Proof. Applying Proposition A.5 to the map F(u) = 1{G () < oo} and using the
assumption, we obtain, for any u € Ny,

1{G(n) < oo} = 1{u(X) =0} - 1{G(0) < oo}

m

+3 %]I{M(X) =m}/m n{G(Zaxj) < oo}du<m>(i)

m=1 j=1
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o0

1
= 1{u) =0} + 3 — 1{u(X) = m} ™ X"
m=1
= 1{u(X) < oo}
=1. O

Exercise 4.3 of Ref. [38] asks the reader to prove that, for any 4 € N, x € X, and
m e N,

m+1
(1 + )" HD = p oD +/ {(xl,...,xj_l,x,xj,...,xm € Jdu"®.

We formulate and prove the following lemma as an extension of this exercise. Therein,
we denote by S(n) the set of all permutations of [n] = {1,...,n}.Forzy,...,z; € X
and T € S(n), we write T(z1, ..., 20) = (Ze(1)s - - > Zr(n))-

LemmaA.7 Let u,v € Nwith u(X) =k € Nand v(X) =m € N. Then

(M+U)(k+m) — _/ka Z t(zl,...,Zk+m) € }

reS(k+m)

AV sty oo 2rgm) dn® o 20

and, for any measurable and symmetric map f : XKt — [0, oo,

/ F@ d(u + )+ (@)
Xk+m

k ! . - -
SR / FEH DG du® ).

k!-m! Xk Jxm
Proof We only show the first claim, with the second claim following by monotone
approximation. Clearly, both (x + v)**" and the term in the lemma constitute finite
measures on XK To prove that these measures are equal, it suffices to show that they

agree on sets of the form C; x ... X Cxyp € X®*H™ Thus, let Cy, ..., Ciim € X.
Denote by A the field generated by these sets. Lemma A.15 of Ref. [38] yields the
existence of x1, ..., Xk, Y1, ..., ym € X such that u’ = Zf'(:l 8y, and V' = Z;.":l 8y,
satisfy

p™(D) = )" (D) and v(D) = )™ (D)
foralln € Nand D € A®", where A®" is the field generated by the system
{Di x...xDy:Dy,...,D, € A}.
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Similarly, there exist z1, .. ., Zx+m € X such that (u +v)' = Zf;ri" 8, satisfies
(1 +1)™(D) = ((n+v))" (D)
foralln € Nand D € A®". Hence, (A1) implies

(1 +v)E(C) x X Crpm)

k
= ((M + v)/)( +m)(C1 X oo X Crm)
#
= Z ]l{(z,'l,...,z,'Hm)EClX...XCk+m}.
[T ik+m€lk+m]

From the construction in Lemma A.15 of Ref. [38], it is obvious that (u+v)’ = u'+v/,
so the previous term equals

# # 1
Z Z ] Z It{t(xil,...,x,-k,yjl,...,yi,-m)€C1><...><Ck+m}

i1yeenik€Lk) jiseosjme€lm] T rES (k4m)

which, by (A1) and the construction of u’ and v’, equals the right-hand side of the
claim. O

Appendix B: Measurable Diagonals

Let (X, &X') be a localized measurable space and let N be defined as in Sect. 1. We say
that the measurable space X has a measurable diagonal if

Dx = {(x,y) e Xx X:x =y} € ¥

Lemma B.1 Assume that X has a measurable diagonal. Then X is separable, that is,
{x} € X for each x € X. Moreover, the map X x N > (x, u) — u({x}) € Ny is
well-defined and measurable.

Proof. For each x € X the map &, : X — X2, hy(y) = (x,y) is measurable, so
{x} = h;l(DX) € X. As there exists some ¢ € N such that x € By, we actually
have {x} € A}, so the definition of N ensures that u({x}) < oo. In particular, the
map in consideration is well-defined. Since X has a measurable diagonal, the mapping
(x,y) = 1py(x,y)is measurable and Lemma A.4 implies the measurability of

(x,M)r—>/X]lbx(x,y)du(y)=/X]l{x=y}du(y)=/;§]l¢x;(y)du(y)=u({x})-

O

The measurable space (X, X)) is called countably generated if the o-field X is
generated by countably many sets from X'.
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PropositionB.2 If (X, X)) is countably generated and separable, then X has a
measurable diagonal.

A short proof of this result can be given from scratch, but we refer to [47] for a
stronger version, where a slightly weaker assumption than the measurable space being
countably generated actually gives equivalence. For our purposes, the above statement
is well-suited since the substandard Borel spaces we consider (see Appendix E and
Sects. 7, 8) are countably generated. Moreover, notice that Proposition B.2 includes
every second countable Hausdorff space and thus in particular every separable metric
space. It also includes every Borel space (as [33, 38] understand them).

For a measure n on (X, X') and x € X define

p\ 8 = u— 8 L{u({x}) > 0},

which is itself a measure on (X, X'). The measure (£\6y,\ ... \0x,,. forxy, ..., x, € X
and m € N, is defined iteratively.

Lemma B.3 Assume that X has a measurable diagonal. Then, d,, : X x N — N,

dm(xla-'-vxmaﬂ) ZI‘L\S)CI \"’\8xm
is a measurable map for each m € N.

Proof We prove the claim by induction, starting with the initial case m = 1. Note that,
forany B € &,

(x, ) = di(x, £)(B) = (u\ 8;)(B) = w(B) — 1{x € B} - 1{u({x}) > 0} € No U {oc}

is measurable by Lemma B.1. If d,,, is measurable for any fixed m € N, then d,,, 11 is
also measurable since dy;41(x1, ..., Xm+1, L) = d] (xm+1 S (X1, oo, X, ,u)). O

Appendix C: Local Events and Local Functions

In this part of the appendix we deal with local events and functions. For a set B € X
define the map pp : N — N, pp(u) = up, which assigns counting measures their
restriction onto B. Put

Ng =0 (pg) = pg' (N,

the o-field on N generated by pp. Moreover, define Z = (. X, Ns.
Definition C.1 (Local events and local functions)

e A measurable set A € N is called a B-local event (for some B € X)if A € Np.
We say that A € N is a local event if there exists a set B € X}, such that A is
B-local, that is, if A € Z.
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e An AN -measurable map F : N — [—00, oo] is called B-local (for some B € X) if
F(u) = F(up) forall u € N. The map F is called a local function if there exists
aset B € X}, such that F' is B-local.

Notice that we define B-locality for arbitrary sets B € X', but when we call an event
or a function local, we specify to bounded sets B € X},. The following properties are
either obvious or easy exercises.

Lemma C.2 In parts (i)—(iv), fix a set B € X.

(i) The o-field Ng is generated by the evaluation maps wp : u +— w(D), D € X
with D C B. In particular, Ng C N.
(ii) For A € N and ;v € N, it is true that i € A if, and only if. up € A.
(iii) An N-measurable map F : N — [—o0, 00] is B-local if. and only if, F is
Np-measurable.
(iv) For each By, By € X, it holds that N'g,up, = 0 (N, UNp,).
(v) The collection Z = UBeX;, N3 is an algebra of subsets of N with o (Z) = N.

Similar to part (v), (72, Np; is an algebra with o (52, NV3;) = N.

Appendix D: General Facts About Janossy and Factorial Moment
Measures

We first recall the definition of factorial moment and Janossy measures, following
Chapter 4 of Ref. [38], and then discuss basic properties and their mutual relations,
generalizing results from Chapter 5.4 of Ref. [8].

Let n be a point process in a localized measurable space (X, X') and letm € N. The
m-th factorial moment measure of 1) is oy, (-) = E[n™(-)], which is a measure on
(X™, X®™), The m-th factorial moment measure of a Poisson process with intensity
measure XA is simply A™ and the Poisson process is the only point process which
satisfies this property for every m € N. If the factorial moment measure «; , of a
point process 1 is absolutely continuous with respect to A" with Radon—Nikodym
density py m, then py , is called correlation function of order m (of n with respect to
A).

The Janossy measure of order m € N of n restricted to B is the measure J;; g, on
the product space (X, X'®™) defined as

1
D) = —E[L{n(B) = m} 05" ()],
The Janossy measures are symmetric and satisfy
Jn,B,m(Xm) = P(T)(B) = m)

In line with this last observation we put J;, o = P(n(B) = O). With our choice of
the space N, Theorem 4.7 of Ref. [38] states that if n and 5" are two point processes
with J; g m = Jyy,B,m for all m € Ny and some set B € X}, then np and n’B have the
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same distribution. By Example 4.8 of Ref. [38], the Janossy measures of a Poisson
process with intensity measure A are

—A(B
e ())\m
m! B

JB,m =

If, for fixed B € & and m € N, the Janossy measure J;, g » of some point process n
is absolutely continuous with respect to A’;, then the density function j, p  is called
Janossy density.

With Proposition A.5 it is possible to express the expectation of functionals of np
via the Janossy measures.

LemmaD.1 Let n be a point process in X, and fix B € X. Then
E[FG1p) - 1{n(B) < oo} | = F(0) - P(n(B) = 0) + 2/ ) 408

for every measurable map F : N — [0, oo].

The statement of Exercise 3.7 in Ref. [38] is a simple corollary of the previous
lemma.

Corollary D.2 Let @ be a Poisson process in X with intensity measure . Then, for any
set B € X with A(B) < 0o and every measurable map F : N — [0, oo],

m

E[F(®p)] = —*(B>F(0)+e—“3>zm'/ Zax, d)\'"(x)
j=l1

With the formalism of local events and functions from Appendix C, a converse of
Lemma D.1 reads as follows.

LemmaD.3 Let n be a point process in X and let B € X. Assume there exists a

collection of symmetric measures Jg ,, on (X™, X®™) which vanish outside B™, for
eachm € N, and Jp o € [0, 00) such that, for all A € Np,

P(re A) =140 Jpo+ Y /B 1a( Y 6e) dls mo.
m=1 j=1

Then the (JB,m)men, are the Janossy measures of n restricted to B, and one has
IP’(n(B) < oo) =L

Proof First, choose A = {it € N: u(B) =0} = 75" ({0}) € Np and notice that
P(n(B) = 0) =P(n € A) = Jp.o,
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so Jp o is the Janossy measure of order O of n. Now, let F : N — [0, 00] be a
measurable function. By part (iii) of Lemma C.2, the map F o pp is Np-measurable.
Hence, by the assumption and monotone approximation, we have

E[F(ns)] = F<0>JBo+Z / Zax,)dJBmoo

m

Letk € Nand D € X®k With the specific choice F'(u) = % ]l{,u(B) = k} ugc)(D)
we obtain

LE[1{n(B) = K} (0)] = E[Frm)]
k k @ )
11{ Zaxj<B>=k} (Z%)B (D)dJp k()

1
= Z an(x,_.. LX) dJp k(X).

Jrjectk] VB¢

k!

By the symmetry of Jp , the right-hand side equals

+
— > (DN BY) = Jp (DN B") = Jp (D).
J1sees jk€lK]

We have thus verified that Jp i is the Janossy measure of order k of np. Finally, choose
A= {/L eN: u(B) = oo} € N to conclude that ]P’(n(B) = oo) =P(ne A =0.
|

In the remainder of this appendix section, we discuss the connections between
factorial moment and Janossy measures. The following two theorems are also stated
in principle in Chapter 5.4 of Ref. [8], but we generalize the results to potentially
infinite point processes on arbitrary measurable spaces. We also translate them into
up-to-date notation and give elegant proofs using the properties of abstract factorial
measures. We start by showing that the factorial moment measures can be expressed
locally via the Janossy measures without any additional assumptions.

Theorem D.4 Let n be a point process in X. Fix B € X with P(n(B) < oo) =1
For each m € N and every measurable function f : X™ — [0, c0] with f = 0 on

X"\ B™, it holds that

[e.e]

k! B ) B
fdan’m B Z (k )' xm f(X) JU’B’k(dX x Bk m)

@ Springer



Journal of Theoretical Probability

Proof Fix m € N. For D € X®™ with D C B™, we have

WK

(D) =E[n"(D)] = Y E[1{n(B) = k} " (D)]

k=m
> 1
-y mE[]l{n(B) =k} (D x B’H")]
k=m ’
= k! k—m
=y = Jo.B k(D x BE™™), (D3)

~
Il
3

by Proposition A.2 and Lemma A.3. The theorem follows from Eq. (D3) and standard
monotone approximation by step functions. O

Corollary D.5 Let n be a point process in X. Assume that the Janossy measures Jy g i
of n admit density functions j, p  with respect to Ak, for each k € N and B € X,
Then the correlation functions of n exist and satisfy

e¢]

k! . k—m
)On,m(xl, e 7-xm) = Z m /;kfm .]T],B,k(-xlv cee 7xk) da (xm+11 e ’xk)
k=m
for N"-a.e. (x1,...,xy) € B™, allm € N, and each B € &},

Proof Let B € X} and let f : X — [0, co] be a measurable function such that
f =0o0n X"\ B™. By Theorem D.4, we have

o0
k! . k
med“n,m =,;1m/3k St xm) juB k(s oo, X)) dAT (X, L, XE)

o0 k'
/;3'" TP Z m /Bk_m Jn,B,k(X1,~--,Xk)
k=m
AT oty - xk) A G ).
We conclude that (o ) g is absolutely continuous with respect to A’z forall B € &},.

Now, let D € X®" with A"*(D) = 0. Then )»’g[(D) = A"(D N B}') = 0 for each
£ € N, and therefore )

aym(D) = Zlirgo aym(DN an) = elingo(an,nl)Bz” (D) =0.

Thus, a;,,, is absolutely continuous with respect to A™, so the correlation functions
of n exist and satisfy the claim. O

We proceed by providing a converse to Theorem D.4. Notice that this time we need
to impose an additional assumption.
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Theorem D.6 Let 1 be a point process in X. Let B € X and m € N be such that

o0
Z oty -k (B™HE)
—_— <0

k!
k=0

Then, for measurable and bounded functions f : X" — [0, 00) with f = 0 on
X’n \ BH‘L,

1 k
fdjn,B,m = % Z (= ) / f(X) Qy, m+k(dX X Bk)

XI‘” . k:O
For each B € X with E[Z”(B)] < 00, the Janossy measure of order 0 is given as

L\ (— 1k
Jygo=1+ Z i
k=1

a, ik (B).

Proof. First note that the assumption gives E[n(’")(B’")] = aym(B™) < oo which
implies P(n(B) < c0) = 1, by Proposition A.2. For D € X®" with D C B™, we
have

DL ol i o R S
k=0 k=0 k! t=m+k (€ —m—i)
00 . ik X®
=3 S L ey (< 8
k=0 o=k (£ -k
00 L (—l)k
=Y +m)!Jypmie(DxB)Y ——
~ RN~k
= m! Iy p.m(D). (D4)

where for the first equality we used Theorem D.4, for the third equality we applied
Fubini’s theorem, which is possible since

€ +m)! N oty ek (B
ZZ Jp.pmse(D x BY) <Y IS < oo,

k=0 t=k k(e —k)! k=0 k!
and the forth equality in (D4) follows from
¢ 4
(— D)k 1 ¢ £
Zk!(ﬂ—k)! K!Z k =D { J

k=0 k=0
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The general result follows from equation (D4) and monotone approximation. Finally,
consider the case m = 0. As in the assumption, let B € X satisfy E[27®)] < co. It
follows that P(n(B) < 00) and

n(B)
1+ Z Dkl k(B ) = E[l + Z (k)(Bk i| IE|: Z (n(kB))i| = E[Z"(B)] < 00

k=0

In particular, we may use Fubini’s theorem to conclude that

& (1B)
1+Z o X k(89 = E [1+Z <k>(3)] [Z( (D]

k=0

=E[1{n(8) = 0}]

= Jy,B,0- O

Corollary D.7 Let n be a point process in X. Let B € X and m € N be such that

o0
oty mk (B"TE)
Z Ll S A0

k!
k=0

Assume that the correlation functions py m4x of n with respect to A exist for all
k € No. Then Jy, p i is absolutely continuous with respect to '™ and the corresponding
Janossy density is given by

I o (=DF
Jn.B.m (x1, ..., Xm) = J Z X! /;:k pr],m+k(xl, e Xmtk) dak Xmt1s -, Xin+k)
for A-a.e. (x1,...,Xxy,) € B™.

The corollary immediately follows from Theorem D.6. We conclude the discus-
sion with a remark on sufficient conditions that ensure the convergence of the series
featuring in Theorem D.6 and Corollary D.7.

Remark D.8 Fix a set B € X with P(n(B) < 0o) = 1. Notice that when considering
constructions on the full space X, the bounding constants and maps appearing in this
remark may all depend on B.

1. The obvious assumption is to require the existence of a constant ¢ > 0 such that
Oln,g(Be) < ¢! for each ¢ € N. Then we have

ay, m+k(Bm+k) = ck
I
k=0

for m € N. Similarly, we get E[27®)] < ¢¢ < oo, corresponding to the case
m = 0.
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2. The assumption in part 1 holds if, for each £ € N, we have a; ¢(-) < O 1)¢() for
some measurable, X p-integrable map ¢ : X — [0, 0o). If correlation functions
exist, the condition is satisfied if

Pne(X1s ey xg) SV (xp) ... F(xg)

forAt-ae. (x1,...,x¢) € B¢ andall¢ € N. This corresponds to Ruelle’s condition
in Definition 7.6.

3. Forany ¢ > O and m € N we find k¢ ,, € N, k¢ ,, > m, such that for every k ¢ N

with k > ke ,, we have (%)m <(1+ %)k This we use to calculate

[ee) m Bm+k r o 1
Z%LH:E Z—n(B)r](B)—l) (n(B)—k—m+1)]

= k! =0k
[ n(B)! n(B)_m<7](B)—m>i|
=Ef ——W——— B
o) ) 1{n(B) = m} ]; .

<E <@> 2n(B) ]l{n(B) > m}]

Z ( ) 2k P(n(B) = k) + Z(2+s)" (1(B) = k)

k= ki m

k
kem . Z8M n(B)
<2 ( > ) + E[(Z +¢) ]

Thus, if there exists some b € (2, 00) such that E[b”(B)] < 00, the series
converges for every m € Np.

4. Assume there existsamap c : N — [0, co) and b € (2, co) with Z,fil bk-c(k) <
oo, and J; g x(B¥) < c(k) for all k € N. Then

o0 o
E[p"®] = Zbk (n(B) = k) Zb"f,,,g,k(B") < Zbk (k) < .

k=0 k=0 k=1

By part 3, the assumption of Theorem D.6 is satisfied for every m € Np.
5. In case Janossy densities exist, the previous condition is satisfied if

D(xp) ... 0 (xp)
k!

JnBa(X1, .o, xp) <

forak-ae. (x1,...,xx) € BX,allk € N, and a A p-integrablemap v : X — [0, 00).

Appendix E: A Kolmogorov Extension Result for Measures on N

The results in this part of the appendix are presented in full detail in the lecture
notes [51, 53]. Though these are not peer reviewed publications in scientific journals,
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the math is sound and we have checked all results we present here as well as the
preliminaries leading up to them, and, aside from a few typos, they are perfectly
correct. We refrain from giving proofs here and only sketch the essential results.

First, consider the space S = {0, 1}°° of all sequences of 0’s and 1’s. Endowed with
the metricd : S x S — [0, 1],

o
I5n — 5,
d((smmen, (spnery) = 3 ==,

n=1

the space S is a compact metric space and we denote by B(S) its Borel o-field. It is
easy to verify that the o-field of a measurable space (X, X) is countably generated if,
and only if, there exists a map f : X — S such that f~! (B(S)) =4X.

A measurable space (X, X)) is called a substandard Borel space if there exists a
map f : X — Ssuch that f~!(B(S)) = X and f(X) € B(S). Thus, substandard
Borel spaces are countably generated measurable spaces that satisfy some additional
property. In particular, Borel spaces, and thus also complete separable metric spaces,
are substandard Borel, which can be shown with standard constructions in the lines
of Theorem 6.1 of Ref. [52]. Substandard Borel spaces provide enough structure to
supply existence results for probability kernels and extension results as the ones we
state below. Note that in Ref. [52] these spaces are discussed in detail and called type-B
spaces.

The results culminating in Proposition 18.2 (4) of Ref. [51] and Lemma 2.2 of Ref.
[53] show thatif (X, X) is a substandard Borel space, then (N, Ap) is also substandard
Borel for each B € A},. Proposition 2.3 of Ref. [53], which is proven via the general
Kolmogorov extension result presented in Theorem 19.1 of Ref. [51], shows that
(N, V) is substandard Borel and an extension theorem holds for probability laws on
the space of counting measures. The precise result reads as follows.

Proposition E.1 Let (X, X) be a localized substandard Borel space. For each £ €
N let Py be a probability measure on (N,NB[) with Py(A) = P;(A) forall A €
N, whenever i < € (Kolmogorov consistency property). Then there exists a unique
probability measure P on (N, N') such that

P(A) =Py(A), AeNp, LeN.

The reader who is not fully convinced by the reference to the lecture notes can
proceed along the following lines to obtain Proposition E.1 in the case where (X, X))
is a Borel space. For each D € X the space (D, X N D) is a Borel space and so is
the space (N(D), N(D)) by Theorem 1.5 of Ref. [33]. The map gp : N — N(D),
defined by ¢p (1) (B) = ju(B) (for B € X N D), is surjective and ¢, (V' (D)) = Np,
so (N, Np) is a substandard Borel space. Next, one has to observe that the proof of
Theorem 4.1 in Chapter V of Ref. [49] (omitting the last part of that theorem as we
already know that (N, ) is a Borel space) actually only requires the spaces (N, N'p)
to be substandard Borel. Thus, it remains for the reader to convince himself that the
atom-condition of Theorem 4.1 in Chapter V of Ref. [49] is satisfied. To give a sketch,
assume that Ay O A, D ... are subsets of N such that A,, is an atom of (N, Ngn)
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(in the sense of Definition 2.1 in Chapter V of Ref. [49]) for each n € N. Then, using
the easy-to-prove fact that the intersection of two atoms from (potentially) different
countably generated o-fields over the same base set is either empty or an atom of
the o-field generated by the union of the two o-fields, it is straight forward (if a
bit technical) to explicitly construct a sequence of measures (i,),eN in N such that
wn € A, with u, (X) = p,(By,) and (up41)B, = un for every n € N. Hence there
exists a measure . € N so that g, = u, foreachn e Nandso u € ﬂ;’il A, £ Q.
For the full construction of the sequence (u,),cn We refer to Lemma 2.4 of Ref. [53],
where all considerations are laid out. With this sketch, referring to the lecture notes
only as a convenient check up and not as a necessary reference, the reader can obtain
Proposition E.1 for Borel spaces.
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