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1. Introduction

The cooling lubricant takes a major role in machining, by
reducing the heat flow [1] into the tool and the friction in the 
contact area [2]. For cyclic engagement of the tool, as in the 
case of milling, this may lead to an increase in tool life [3] and 
ensures a reliable chip transport and good surface quality.
However, the use of oil in the high productive gear manufac-
turing process gear skiving shortens the service life of the tools 
used in machining of AISI 4140 and AISI 4340 compared to 
dry machining [4]. These findings cannot yet be clearly de-
scribed due to the complex kinematics, by means of highly var-
iable cutting conditions during the tool engagement [5]. There-
fore, the gear skiving process results in complex chip-tool in-
teraction as well as in manifold multiscale interaction of fluid, 
structure and molecular dynamics. Studies of single-scale gear 
skiving without consideration of the cooling lubricant using 

FEM result in long calculation times [6]. Considering the com-
plex interactions and the high computation times, it is therefore 
attempted to represent them by analogy tests in a simple 2D 
analysis model in order to provide the basis for a validated 3D 
simulation. It is assumed that a machining tribological system 
consists of 2 zones: the sticking zone and the sliding zone [7].
This is characterized by the sliding speed of friction partners 
and local normal stresses [8]. Furthermore, the contact length 
of the friction partners plays a major role. Studies showed that
the real contact length is not influenced by the use of cooling 
lubricant in orthogonal cuts. This means that the size of the 
sticking zone is independent of the cooling and lubrication 
strategy [9]. In addition, Tabor et al. [10] proposed that the pen-
etration of the cooling lubricant is low due to the relative speed 
of the chip and the locally high pressures in the contact. This 
raises the question of the extent to which the influence of the 
cooling lubricant in metalworking affects the existing frictional 
properties and its penetration into the cavity between the tool 
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Abstract 

Cooling lubricants in machining perform important tasks, from cooling and lubrication of the friction partners in contact to the 
removal of the separated chips. An essential, determining and largely unresolved question in relation to cooling lubricants in ma-
chining is to what extent the coolant can get into the cutting zone. The aim of this paper is to address this question by using a
multiscale approach to determine the penetration of the cooling lubricant gap. This is achieved by multiscale simulations by means 
of coupling the results of flow, structural and continuum mechanical simulations. Comparatively, the results of the simulated 
machining operation are compared with experimental orthogonal cutting tests of AISI 4140. 
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and the workpiece.
This paper aims to predict the distribution of the oil in the 

contact area based on orthogonal cutting experiments of 
AISI 4140 using oil as cooling lubricant considering the cutting 
conditions of a previously analyzed gear skiving process [4].
For this purpose, a multiscale simulation approach by means of
CFD, FEM and Reynolds equations is used the first time to de-
scribe the dry contact length of the tool on the basis of the ge-
ometric and process boundary conditions.

2. Materials and Experimental Setup

The tests were carried out with samples from AISI 4140. 
The manufactured specimens with dimensions 100x50x4mm
(LxWxD) were previously quenched and tempered at 600°C 
for one hour according to DIN 10083. The resulting hardness 
is 339±10 HV30 which, according to DIN EN ISO 18265, re-
sults in a tensile strength of 1070 ± 31MPa. The chemical com-
position of the material is given in Table 1.
Table 1. Chemical composition of AISI 4140 steel (wt %)

C Mn Si P S Cr Mo Cu
0.41 0.81 0.33 0.01 0.023 1.04 0.189 0.13

Orthogonal cutting tests were performed on a 5-axis CNC 
milling machine of type MAG NBH 630 MT as shown in Fig-
ure 1. Hereby the tool holder is clamped into the tool spindle. 
Different rake angles can be set by turning the tool spindle.

Figure 1. Orthogonal test set up; a) detail of tool and workpiece; b) stepper 
motors .

The workpiece is clamped on the rotary table. By rotating 
the table, the cutting speed can be adjusted. The cutting and 
passive forces during machining were measured and recorded 
with a Kistler Type 9124B1011 mounted in the machine spin-
dle at a sampling frequency of 10 kHz. Coated tungsten carbide 
tool inserts of the type CCMW120404 with a rake angle γ = 0°, 
a clearance angle, α = 7°, and a cutting edge radius, rβ = 30 µm,
without chip breaker were used for the tests. These cutting tools 
are coated with an AlCrN-based layer from the company Oer-
likon Balzers. To avoid the influence of wear, the cutting in-
serts were only used once per trial number. The additive-free 
paraffinic-base oil "TUDALEN 3036" was used as cutting 
fluid, which was applied to the cutting zone by means of a sy-
ringe design controlled by stepper motors (see Figure 1b). The 
set flow rate lies at 1 l/min with a nozzle diameter of 2 mm. 
The cooling nozzle points directly at the cavity formed between 
the chip and the tool. The main pourpose of this study is to rep-
resent the challenging cutting conditions of gear skiving by 

means of an orthogonal cutting set-up. Therefore, the cutting 
speeds, rake angles, and chip thicknesses were exported as pa-
rameter fields using the freely available software OpenSkiving
[11] to analyse the manufacturing of a ring gear from e-mobil-
ity application [4]. Given the parameter field the maximum and
minimum values were extracted and transferred into a fully fac-
torial test design (Table 2).
Table 2. Full factorial designs of experiments

Trial 
Number

-

Cutting speed
in

m/min

Uncut chip 
thickness in 

µm

Rake angle
in
°

1 115 50 -25
2 140 50 -25
3 115 150 -25
4 140 150 -25
5 115 50 -5
6 140 50 -5
7 115 150 -5
8 140 150 -5
9 127.5 100 -15

3. Numerical Modelling

To determine the penetration of the fluid in the cavity be-
tween the workpiece and the tool, the input data from 2D FE 
simulations and CFD simulations are required. The individual 
simulation models of the orthogonal cut extract the following 
data by means of a loose coupling method (Figure 2). After the 
chip formation simulation, the geometrical boundary condi-
tions are transferred to the CFD simulation in order to deter-
mine the fluid pressure distribution in the cutting area which in 
turn is provided as input for the Reynolds equation solver 
(RES). Further, the FE simulation passes on the data to the RES
in the way of sliding velocity and normal pressure distribution 
of the friction partners. Finally, the fluid distribution in the con-
tact area between tool and workpiece is predicted by means of 
Reynolds equation.

Figure 2. Data transfer between simulation models

3.1. FE-Simulation

2D-FEM simulation was carried out for the nine different 
experimental point by using the FE software Simufact Forming 
21, which is based on MSC Marc 2019 [12]. The model was set 
up with a mesh type of quadrilateral elements with a plain strain 
assumption and continuous re-meshing depending on refine-
ment boxes, element distortion and strain change resulting in a 
minimum element edge length of 8 µm. Due to the continuous 
re-meshing the simulation was performed as an implicit time 
integration. The simulation included a rigid tool fixed in the 
space, an elasto-plastic workpiece, and two heat sink fixed bod-
ies for the workpiece and the tool as shown in Figure 3.
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Figure 3. FE-Model setup.

The friction behaviour between the workpiece and the cut-
ting edge was described as a combined Coulomb-shear friction 
law (Eq. 1). Where 𝜏𝜏𝑓𝑓 refers to the contact shear stress, 𝜎𝜎𝑛𝑛 refers 
to the contact normal stress, μ refers to the Coulomb friction 
coefficient, and τ refers to the shear friction coefficient.

τf= {μ∙σn when µ∙σn < σf
m∙σn when µ∙σn > σf (1)

The Coulomb value µ and the shear factor m were fixed at 
0.35 and 1 as obtained in previous works [13]. The Johnson-
Cook plasticity model (Eq. 2) was used to model the workpiece 
material [14].

σf=[A+Bε̅n] [1+C ln ( ε̇ε0̇
)] [1- ( θ-θroom

θm-θroom
)
m
] (2)

The model parameters are given in Table 3, where A is the 
yield strength, B is the hardening modulus, C is the strain rate 
sensitivity coefficient, n is the hardening coefficient and m the 
thermal softening coefficient [13].
Table 3. Johnson-Cook Parameter

A in MPa B in MPa C n m
595 580 0.023 1.03 0.133

The cutting edge rounding was set to 30 µm, measured op-
tically with a Keyence VHX-970f by observing the real geom-
etry. Parameters kept constant for the simulation are given in 
Table 4.
Table 4. Constant parameters of the FE-Simulation

θm
K

θroom
K

λc
W/mK

𝜀𝜀0̇
-

αair
W/m2K

1820 293 120 1 50

Here αair refers to the heat transfer coefficient between the 
tool/workpiece and the environment, 𝜃𝜃room is the ambient tem-
perature and the reference temperature for the Johnson-Cook 
placticity model, 𝜃𝜃𝑚𝑚 is the melting temperature, and 𝜀𝜀0̇ is the 
reference strain rate, see Eq. 2. To obtain sliding velocities and 
the distribution of the contact pressure on the rake face of the 
tool, the values were exported by means of a Fortran subroutine
for the use in the Reynolds equation. The needed updated geo-
metrical workpiece and cutting tool were exported as STL-files
with a minimum element-edge length of 0.15 µm for the CFD-
simulations.

3.2. CFD-Simulation 

To evaluate the distribution of the fluid, the velocity field 
and the pressure of the cutting fluid close to the chip-tool-con-
tact, Smoothed Particle Hydrodynamics (SPH) simulations are 
conducted. The method uses a purely Lagrangian formulation 
of the Navier-Stokes equations. Therefore, the computational 

domain is discretized by movable particles, which store the 
quantities of the fluid flow at discrete spatial points. To reduce 
computational effort, the kernel function is truncated at a max-
imum radius of influence. Only particles within this sphere of 
influence participate in the simulation. In the conducted simu-
lation a Quintic spline kernel is applied with a smoothing length 
of h = Δx and a maximum influence radius rmax = 3h. Δx repre-
sents the mean particle spacing. Furthermore, a Single-Phase 
formulation is used, where the cutting fluid is discretized by 
particles while the surrounding air is not represented. Neglect-
ing the air-phase reduces tremendously the computational cost
[15]. Considering the setup presented here, the Single-Phase 
formulation is applicable due to the comparatively low air ve-
locities and the small distance of the nozzle outlet to the impact 
compared to the jet diameter. The investigated 2D geometry is 
imported from the cutting simulations. The workflow of the 
simulation is carried out exemplarily for one operating point 
(Trial number 9 cf. Table 2). The walls of the domain (work-
piece, chip, tool and nozzle) are discretized by three layers of 
particles to provide a sufficient kernel support. The motion and 
growth of the chip is slow compared to typical velocities of the 
cutting fluid. Hence, growth of the chip is neglected and the 
geometry is extracted from certain time steps of the cutting sim-
ulation. For the simulations carried out, the most significate
variables summarized in Table 5 are analysed. First, the reso-
lution is varied by means of two different mean particle spac-
ing. Next, the influence of the chip geometry is investigated by 
picking different time steps of the cutting simulation. Finally,
the influence of the nozzle diameter and volume flow rate of 
cutting fluid is investigated. The distance of the nozzle outlet 
to the tool tip is kept constant to 9 mm for all simulations.

Table 5 Conducted simulations

#

-

cutting path
mm

Particle 
spacing
µm

Volume 
flow rate
l/min

Nozzle 
diameter
mm

A 2.4 10 1.0 2
B 2.4 25 1.0 2
C 0 10 1.0 2
D 6.9 10 1.0 2
E 2.4 10 1.5 1
F 2.4 10 3.0 2

3.3. Pressure Probing

Figure 4a. shows the results of the cutting fluid distribution 
and the total pressure field for simulation F in the vicinity of 
the chip. The results are extracted, when the cutting fluid 
reaches a steady state distribution. Besides some small fluctua-
tions in the pressure field the cavity is completely filled with 
fluid. An unphysically high pressure rise in the very thin gap 
formed by the chip-tool contact can be observed, due to approx-
imation errors of the SPH schemes with low particle number 
and errors in the surface tension model for sharp edges. There-
fore, the pressure probing location is shifted to the area indi-
cated by the green circle with a spatial averaging of the values 
of pressure. Figure 4b reveals, that this shift is not crucial re-
garding physical distribution of pressure. The velocity magni-
tude is almost zero within the probing region. A further decel-
eration closer to the gap will not increase the dynamic pressure 
and consequently not increase the applied pressure.

1mm
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and thermal 
boundary 
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thermal boundary 
condition

Fp

Fc
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Figure 4. a) Typical pressure distribution with highlighted area of probing 
b) Velocity field in vicinity of the chip

3.4. Reynolds calculation

The penetration depth of the coolant into the interface region 
between the tool and the developing chip of the workpiece was
calculated using the Reynolds equation with a mass conserving
cavitation model as shown in Eq. 3 [16].

Where µf and ρ indicate the viscosity and density of the oil, 
p the pressure distribution at the chip cavity, hf the film thick-
ness, Uchip the relative sliding velocity, href, pref and ρref are indi-
cating the reference film thickness, pressure and density. The 
cavity fraction is given by θ and qr and ql are indicating the mass 
flow of the set boundaries. The geometry of the simulated sys-
tem is shown in Figure 5. The cooling lubricant enters from the
right side with pressure p = 0.6 MPa (boundary condition set 
according to the CFD simulation results). The fluid viscosity 
value of η = 0.045 Pa∙s, was the determined according to DIN 
EN ISO 3104. The calculation was performed with two main 
parameters, namely the speed, Uchip of the chip with respect to 
the tool, and the minimum height, hmin of the gap between tool 
and chip. The latter was defined to account for the uncertainty 
in the gap size and the roughness of the real measured experi-
mental system. In order to describe quantitatively how far the 
coolant (MWF) can penetrate into the contact, the so-called dry 
length 𝐿𝐿𝑑𝑑𝑑𝑑𝑑𝑑 was defined, which represents the length of the dry
region of the chip-tool interface as sketched in Figure 5.

Figure 5. Geometry of the Reynolds calculation

4. Results

4.1. FE-Simulation Results

The local values of the relative sliding velocity and normal 
pressures in the chip-tool contact for the full factorial test plan 
presented in Table 2 are shown in Figure 6. According to the 
results presented by Bergmann [8], the extracted simulation re-
sults show a typical progression of the indicated values.

Figure 6. Relative sliding velocities and normal contact pressure in the contact 
area of the investigated full factorial test setup

A linear decrease of the sliding velocity up to a relative ve-
locity of 0 m/s appears at all investigated points. This indicates 
the beginning of the sticking zone of the tribological contact, 
which continues until material separation at the cutting edge 
radius and is characterized by a low material flow rate (shad-
owed area). For the normal stresses in the contact, a steep gra-
dient can be seen at the beginning of the contact area. Subse-
quently, a linear increase of the normal stress up to the begin-
ning of the sticking zone is observed for the investigated pa-
rameter sets. As soon as the sticking zone is reached in the 
tribological contact due to the relative speed of 0 m/s, the nor-
mal stress increases with a larger gradient. Depending on the 
examined uncut chip thickness, this increase occurs in different
distinct. In particular, the smaller the rake angle applied, the 
more evident the increase in normal stress at the beginning of 
the sticking zone. The highest normal stresses occurs in the area 
of the cutting edge rounding. Up to the material separation 
point, the relative sliding velocities are equal to 0 m/s. After the 
material separation point (indicated in Figure 6 as 0), the rela-
tive sliding velocities increase again stepwise to almost the ap-
plied cutting velocities, resulting in a high velocity gradient. At 
the same time, the normal stress presents decreases after the 
material separation point. However, for the investigated param-
eter set, different characteristics can be observed: Thus, in the 
case of a negative rake angle, the tool-chip contact length in-
creases while the uncut chip thickness remains the same. This 
also results in a larger sticking zone in the tribological contact. 
For instance, a reduction of the rake angle from -25° to -5° re-
duces the contact length by approx. 50%, irrespective of the
selected chip thickness. In addition, the local stress on the cut-
ting edge is reduced by the reduction of the normal stress. The 
lower shear rates and the reduced shear angle are the main fac-
tors for this. Furthermore, the influence of the cutting speed has 
a small effect on the normal stress distribution but a high im-
pact on the relative sliding velocities. In summary, rake angle 
and chip thickness have the greatest influence on the present 

chip
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0 1e+06
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-
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∇ ∙ [−
𝜌𝜌ℎ𝑓𝑓3

12µ𝑓𝑓
∇𝑝̅𝑝 + 1

2𝜌𝜌ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑈𝑈𝑐𝑐ℎ𝑖𝑖𝑖𝑖(1 − 𝜃𝜃)] = ∇[𝑞𝑞𝑟𝑟 − 𝑞𝑞𝑙𝑙] = 0
(3)

where: 𝜃𝜃 = 1 − 𝜌𝜌
𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 , 𝑝̅𝑝 = 𝑝𝑝 − 𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟

𝑝̅𝑝 ∙ 𝜃𝜃 = 0
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parameters of normal stress distribution, which directly influ-
ences the formation of the sticking zone and thus the present 
tribological conditions.

4.2. CFD-Simulation Results

At first, the necessary resolution of particles is analysed by 
comparison of simulations (A) and (B). For this purpose, the 
geometry of the cutting simulations after 2.4mm cutting path is 
used. A nozzle of 2 mm in diameter is placed in the domain, 
pointing directly at the cavity between tool and chip. The flow 
rate is set to 1 l/min at the nozzle velocity inlet. Figure 7 a) and 
b) shows a comparison of the velocity fields and fluid distribu-
tions for the Δx = 25 µm and Δx = 10 µm. The evaluation is
done after the cutting fluid distribution remains in a steady
state. The distributions and the velocity field look very similar.
From this perspective the medium resolution (B) is the prefer-
able. Nevertheless, the finest resolution is chosen, because of
the better discretization of the gap area as reference configura-
tion. Furthermore, three states of the chip formation are inves-
tigated. Simulation (D) uses the initial state of the cutting sim-
ulation of the undeformed workpiece, whereas simulation (E)
takes one of the last time steps. In Figure 7 c) and d) the veloc-
ity fields and cutting fluid distributions of simulation (D) and
(E) can be compared. The reference simulation (A) in a) should
also be considered. The results of all three simulations look
very similar. In the cavity, a region of low velocity forms. Con-
sequently, a minor influence of the chip geometry on the flow
characteristics is observed. It can be explained by the small
length scale of the chip compared to the nozzle diameter and
especially compared to the flood area.

Figure 7. Cutting fluid distribution and velocity fields for a) Δx = 10 µm;
b) Δx = 25 µm; c) FE time step 0; d) FE time step 31.

The main objective of the SPH simulations is to provide a
static pressure in the vicinity of the gap by probing and spatially 
averaging particle values in the continuum scale. Since the 
geometry of the chip has minor influence on the flow 
characteristics, only the influence of the volume flow rate and 
the nozzle diameter are investigated. Exemplarily the total 
pressure distribution of simulation (F) is shown in Figure 8 a).
It reveals the same flow characteristics as pointed out before. 
A region of high pressure (and corresponding low velocity 
magnitude) is formed in the cavity in vicinity to the chip. 

Figure 8. a) Cutting fluid distribution and pressure field for simulation (F);
b) Pressure over squared bulk velocity

To validate the simualiton results, the determined pressures
are plotted against the square of the dynamic velocity (Figure 
8b). The relation can be determined by the Bernoulli equation 

for the calculation of the dynamic pressure. To do this the 
pressure close to the chip is related to the sum of the dynamic 
pressure of the nozzle flow and the static ambient pressure. The 
square function can thus be used to calculate the pressure 
boundary conditions for the Reynolds-Equation solver.

4.3. Reynolds Equation Results

The Reynolds simulations of the innermost part of the chip-
tool contact result in the dry length, i.e. the length of the contact 
region which is not penetrated by the cooling lubricant. The re-
sults for the dry length (normalized by the total length of the 
model system) are shown in Figure 9. The dry length is almost 
independent of the minimum gap height, but it increases with 
the chip velocity. For velocity values, which are typical for the 
studied orthogonal cutting process (~1m/s) the fluid cannot 
reach the innermost about 28% of the contact. This result can
be used in a friction model of the full contact to separate the 
dry and the lubricated region. 

Figure 9. Dry length of the chip/tool contact from Reynolds calculation

The calculated dry contact ratio in conjunction with the ex-
tracted contact length results from the FE simulation can finally 
be used to determine the dry length in the investigated point of 
testing. The comparison between the dry length predicted by 
the Reynolds equation and the FE-simulated sticking zone in 
the contact area is shown in Figure 10. The averaged values 
obtained from the ratio of the calculated dry length using the 
Reynolds equation and the sticking zone determined by FE 
simulations of the investigated points show good agreement. In 
particular, for large chip thicknesses (h = 150 µm) with small 
rake angles (γ = -5°), for small chip thicknesses (h = 50 µm)
and highly negative rake angles (γ = -25°), as well as for the 
central point of the test plan (h = 100 µm, γ = -15°) the dry 
length is equal to the determined sticking zone in the tribolog-
ical contact. For small chip thicknesses (h = 50 µm) with small 
rake angles (γ = -5°) as well as for large chip thicknesses 
(h = 150 µm) and highly negative rake angles (γ = -25°), a 
larger deviation is observed, whilst these investigated points 
have an opposite trend.

Figure 10. Percentage deviation of sticking zone to dry length
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4.4. Experimental results

The measured cutting and passive forces for dry orthogonal 
cut and oil lubricated are compared to the achieved simulation 
results with dry friction parameters in Figure 11 and in Table 6
the percentage deviation related to dry results. Cutting forces 
increase with increase of the uncut chip thickness and increased 
negative rake angles. The measured results indicate that the ap-
plication of oil in the orthogonal cut has no influence on the 
measured forces of the cutting and passive forces. Considering
that, the cutting forces are dependent on the contact length and 
normal stresses, this confirms the calculations using the Reyn-
olds equation of the dry length. In particular, since the normal 
stresses are highest in the range of the dry length and thus have 
a great influence on the calculated cutting forces. In addition, 
the simulation results show good agreement with the experi-
mental data for the cutting and passive force. In detail, the cut-
ting forces are overestimated for highly negative rake angles 
and underestimated for less steep rake angles. This behaviour 
shows an opposite trend in the passive force. Overall, a good 
agreement of the considered parameter range appears, which 
thus serves as a validation of the extracted values.

Figure 11. Cutting- and passive force comparison between dry, oil lubricated 
and simulations results

Table 6 Comparison of test results with dry, oil lubricated and simulation re-
sults as percentage as percentage deviation

5. Conclusion

The formation of the dry length during the machining of 
AISI 4140 with the use of oil has been investigated by means 
of simulation and validated with experimental results in orthog-
onal cutting. The key findings of this work are:

▪ The dry contact length is almost independent of the mini-
mum gap height, but increases with increasing relative
sliding speed.

▪ The pressure distribution of the fluid at the tool-workpiece
contact is uniform and linear to the bulk velocity.

▪ The determined dry contact length, calculated with Reyn-
olds equation corresponds to the determined FE-Simula-
tion of the sticking zone in the tool contact.

▪ For typical cutting velocities in wet gear skiving, about 26-
32% of the tool-chip contact remains dry.
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cutting velocity (m/min) 115 140 115 140 127.5 115 140 115 140
average 

deviation
Uncut chipthickness (µm) 50 50 150 150 100 50 50 150 150

Rake Angle ( ) -5 -5 -5 -5 -15 -25 -25 -25 -25

cu
tti

ng
fo

rc
e Dry - - - - - - - - - -

Oil lubrication 2% 1% 1% 0% 4% -11% -5% 1% 2% 100%
Simulation -7% -2% -6% -5% -1% 22% 6% 10% 7% 103%

pa
ss

iv
e

fo
rc

e Dry - - - - - - - - - -
Oil lubrication 2% 0% -2% 0% -1% -9% -4% 0% 4% 99%

Simulation -24% -25% -24% -22% -21% 2% -12% -3% -2% 85%


