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Today’s highly competitive pharmaceutical industry is in dire need of an accelerated transition from the
drug development phase to the drug production phase. At the heart of this transition are chemical reac
tors that facilitate the synthesis of active pharmaceutical ingredients (APIs) and whose design can affect
subsequent processing steps. Inspired by this challenge, we present a model based approach for system
atic reactor design. The proposed concept is based on the elementary process functions (EPF) methodol
ogy to select an optimal reactor configuration from existing state of the art reactor types or can possibly
lead to the design of novel reactors. As a conceptual study, this work summarizes the essential steps in
adapting the EPF approach to optimal reactor design problems in the field of API syntheses. Practically,
the nucleophilic aromatic substitution of 2,4 difluoronitrobenzene was analyzed as a case study of phar
maceutical relevance. Here, a small scale tubular coil reactor with controlled heating was identified as
the optimal set up reducing the residence time by 33% in comparison to literature values.
1. Introduction

Traditionally, batch processing is the standard in the fine chem
icals and pharmaceutical industry because of its simplicity and
flexibility [1]. However, batch manufacturing has some well
known disadvantages such as scale up difficulties, mass and heat
transfer bottlenecks, long production times and possible supply
chain disruptions [2,3].

Continuous pharmaceutical manufacturing (CPM), in turn, is a
process intensification strategy that enables the reduction of the
number of synthesis steps and units, which can lead to significant
cost savings [4,5]. Furthermore, CPM enables safer operation
[3,6,7], better scalability, enhanced process automation, smaller
process footprint, enhanced mass and heat transfer, and higher
throughput [8]. As a result, CPM is considered by both academia
and industry as the most viable alternative to batch manufacturing
[9].

At the heart of the shift from batch to CPM technology are con
tinuous flow reactors (or simply flow reactors), which are usually
within the micro to millimeter scale. These reactors serve as the
key driver of highly intensified flow processes, and they can be
intensified by using temperature, pressure, light or immobilization
agents [10,11]. Hence, flow reactors are currently being used to
synthesize APIs [12,13] and organic intermediates quite frequently
[14]. Based on the advantages of flow reactors, Hessel proposed the
concept of novel process windows (NPW), i.e. operating under
extreme process conditions to improve API production [15].

However, Valera et al. [16] argued that the advantages cited for
flow reactors might not always be the case and that the decision to
operate a reaction continuously or batch wise should be done on a
case by case basis. Hence, the question arises: how do we system
atically choose the best reactor type for a particular API synthesis?

In an attempt to answer this question, Plouffe et al. [17] pro
posed a tool box approach for the selection of the best reactor for
a particular reaction based on reaction classes, reacting phase (sin
gle or multiphase), and the reaction network. However, the authors
admitted that this heuristic based approach might not encompass
all reaction types [17]. Model based approaches such as attainable
region methods [18] and superstructure reactor optimization [19]
could be used, but these methods are still dependent on existing
reactor types, i.e. following a component off the shelf philosophy.

Inspired by this challenge, we propose the use of an apparatus
independent methodology called elementary process functions
(EPF) developed by Freund and Sundmacher [20,21]. A model
based approach such as the EPF methodology can guide the opti



Nomenclature

Latin symbols
a surface to volume ratio, mm2/mm3

Ci molar concentration of component i, mol/L
cp;i specific heat capacity for component i, J/(mol K)
dt internal tube diameter (i.d.), mm
EA;m activation energy, J/mol
h heat transfer coefficient, kW/(m2 K)
j component dosing flux vector, mol/min
jq heat flux i, kJ/(s m2)
km rate constant for reaction m, L/ (mol min)
k1;m pre exponentional factor for reaction m, L/ (mol min)
Ke environment fluid constant, m K/W
l reactor length, m
Mwt molecular weight, g/mol
Ncomp number of components,
nf final amount of component i, mol
ni molar amount of component i, mol
ni;0 initial amount of component i, mol
ni;tot total amount of moles of reactant i (2,4

difluoronitrobenzene or morpholine), mol
Nreac number of reactions,
rm rate of reaction m, mol/ (L min)
Re Reynolds number,
S selectivity,
sc selection vector (binary variable) for cases in level 1,
t reaction time of fluid element, min
T reaction temperature, K
Te environment (cooling/heating) temperature, K
v fluid velocity, mm/s

V volume, mL
VEtOH volume of ethanol (solvent), mL
V reac volume of reacting components, mL
X conversion,
z axial coordinate, m
Bold font

vector value variable

Greek symbols
mi;m stoichiometric ratio of component i in reaction m,
c feed ratio of morpholine (2) to 2,4 difluoronitrobenzene

(1),
DHm standard ethalpy of reaction m, J/mol
lEtOH viscosity of ethanol (solvent), cP [g/(s dm)]
qEtOH density of ethanol (solvent), g/dm3

s residence time, min

Superscripts
c cases considered in level 1

Subscripts
U upper bound (or maximum allowable value)
L lower bound (or minimum allowable value)
EtOH ethanol (solvent)
reac reaction or reacting components
i component index
m reaction index
mal design of intensified flow reactors and complement synthesis
experiments. This can lead to novel process windows [15]; thereby,
accelerating the pharmaceutical process development phase. As a
case study of pharmaceutical relevance, we considered a homoge
neous liquid phase nucleophilic aromatic substitution (SNAr) of
2,4 difluoronitrobenzene in the presence of morpholine [22].

This paper is organized as follows: in Section 2, relevant
approaches for designing reactors for API synthesis are reviewed.
In Section 3, the EPF methodology is briefly described, and then
demonstrated in Section 4 for the aforementioned case study. This
is then followed by conclusions.
2. State-of-the-art on the design of reactors for APIs

In recent times, chemical reaction engineering (CRE) concepts
are increasingly being applied to design reactors for the synthesis
of APIs and organic intermediates [23 25]. For example, Shukla
et al. [26] applied CRE principles to maximize the selectivity of a
diazotization reaction in continuous flow reactors. Jolliffe and
Gerogiorgis applied CRE and other process engineering tools to
design a conceptual process for the continuous manufacturing of
ibuprofen [25] and artemisinin [27]. By applying CRE tools, Nagy
et al. [23] derived simple heuristics for determining when it is
important to consider dispersion or mixing in flow reactor design,
dimensioning, and scale up. Witt et al. [24] compared models of
varying complexity for the design of mesoscale flow reactors.
Westermann and Mleczko [28] applied CRE principles to highlight
the importance of considering heat management (which is usually
ignored) in the design of continuous flow reactors for organic syn
thesis. However, the aforementioned studies are based on the
selection of ‘‘off the shelf” reactors; thus, limiting the possibility
of novel reactors or the selection of the best existing reactor.
Moreover, chemical engineers and chemists in pharmaceutical
drug development rely on established types of flow reactor during
their modeling and simulation or laboratory protocols. As
described by Roberge [17,29], there are three basic flow reactors
used in API synthesis, namely: plug flow (coil) reactors,
continuous stirred tank reactors (CSTRs), and plate reactors. Fur
thermore, new types of reactors such as the multi injector reactor
[30,31], the continuous oscillatory baffled reactor [32], the agitated
cell reactor [33], and the filter reactor [34] have been developed
and applied to CPM. Experimentally, it is almost impossible to
compare all possible candidates of flow reactors for a particular
synthesis protocol due to cost and time constraints. Even for a
small subset of available reactors at the lab scale, it is infeasible
to consider all possible reactor configurations in the design space
and to determine the underlying optimal operating conditions by
means of experimental trial and error.

Furthermore, most of the continuous flow reactor modeling
activities reported in the current literature are based on simula
tions with little or no model based optimization studies. Even
though a number of optimization based reactor design approaches
exist [19,18], these methods still depend on established reactor
types. Therefore, the possibilities for the optimal design of new
intensified reactors are limited. Here, an apparatus independent
concept such as the elementary process functions (EPF) might be
an interesting alternative. In this work, the focus is on demonstrat
ing how the EPF approach can be used to design optimal reactor
configurations for API synthesis problems.
3. Elementary process functions-based reactor design

The elementary process functions (EPF) methodology proposed
by Freund and Sundmacher [20] was used in this work for a sys



tematic optimal reactor design in the field of API synthesis. The EPF
approach breaks free from the conventional unit operation
approach which is usually based on ‘‘off the shelf” processing
units such as mixers, reactors, distillation columns, etc. The key
idea is to replace units with functional modules and track a fluid
element traveling through these functional modules. In each func
tional module, e.g. a reaction module, the changes of the state of a
fluid element with time are influenced by fluxes (controls) such as
heat fluxes, component dosing fluxes, and diffusion fluxes (see
Fig. 1).

Based on the EPF approach, Peschel et al. [21] developed a sys
tematic reactor design methodology. Here, the optimal reaction
route in state space with respect to a particular objective function
is obtained. Examples of these objective functions include minimal
residence time, highest possible conversion or selectivity. As a
result, various process intensification methods can be incorporated
into the reactor design process. In literature, it has been shown that
this concept can lead to novel intensified optimal reactors
[21,35,36]. In the sequel, we briefly explain the three levels of
the EPF based reactor design approach: (i) integration and
enhancement, (ii) control variable selection, and (iii) technical
approximation. For a more detailed discussion, the reader is
referred to [21] and references therein.
3.1. Level 1: Integration and enhancement

On the first level, process intensification concepts [37] such
as integration and enhancement are considered. Here, integration
refers to a unit with more than one function e.g. reactive distil
lation column; while enhancement involves the use of fluxes
such as heat flux and component dosing fluxes to improve the
process. Typically, the intensification concepts are chosen based
on the reactor designer’s experience, but a more systematic
approach such as the superstructure optimization concept [19]
might be implemented as well at this stage. Furthermore, the
optimal reaction route is obtained under the influence of fluxes
optimized along the path of the fluid element, and no limitations
arising from predefined reactors are imposed. The only con
straints are due to thermodynamic relations, reaction kinetic,
and system inherent features such as temperature bounds and
solubility.

The dynamic behavior of the representative fluid element is
modeled by the Lagrangian approach [38] to incorporate the
non geometric and apparatus independent nature of EPF.
Moreover, this formulation leads to short computation times and
relatively fast screening of various process intensification (PI)
options with the purpose of identifying an optimal reaction route
[21]. Ultimately, the goal of the first level is to determine the best
theoretically possible reaction route which will serve as a
benchmark for the next two levels and any final reactor
implementation.
Fig. 1. Conceptual representation of a fluid element in thermodynamic state space affecte
r, and heat flux /qðtÞ.
3.2. Level 2: Control variable selection

At the second level, technically implementable control variables
are selected to approximate the pre defined flux profiles from level
1. This is because heat flux and component dosing fluxes can be
limited by heat transfer kinetics and mass transfer kinetics in
reality.

Furthermore, the flow regime, a particular channel geometry,
and a prototype reactor set up are assumed at this level. Finally,
the best control variables that lead to an optimal objective value
close to that of the first level are selected, and realized in the third
level.

3.3. Level 3: Technical approximation

The technical approximation can be achieved by using off the
shelf reactors or by novel design principles based on the optimal
reaction route and related control profiles from the previous levels.
Nevertheless, it should be mentioned that the technical approxi
mation of the reaction route and control profiles are not unique
but are dependent on the engineering judgement of the reactor
designer.

It is also possible to consider different hypothetical technical
reactors within a superstructure framework [19] comparing vari
ous configurations simultaneously. As soon as a suitable reactor
design is chosen, simple and rigorous reactor models can be formu
lated and optimized in order to ascertain the optimally fine tuned
configuration of the identified reactor. Lastly, the three levels led to
a class of mathematical problems called dynamic optimization
problems. The details of the solution approach used to solve them
can be found in Section 3.4.

3.4. Dynamic optimization solution strategy

The EPF approach is expressed mathematically as a dynamic
optimization problem which has to be solved efficiently. In this
work, a direct (‘‘discretize then optimize”) solution approach was
used. For each level considered in this work, the dynamic mole bal
ances, energy balances, constitutive equations, and algebraic con
straints constitute a system of differential algebraic equations
(DAEs).

These DAEs were transcribed into a large scale system of non
linear equations by using the simultaneous dynamic optimization
solution approach [39]. The simultaneous approach was selected
because it handles instabilities and path constraints efficiently
[39,40]. Specifically, the DAEs were transcribed by using the
method of orthogonal collocation on finite elements [41]. The
resulting system of nonlinear equations was implemented in the
algebraic mathematical language AMPL [42] by using the CONOPT
solver [43]. All computations were performed on a PC running a
CentOS operating system with an Intel(R) Core(TM) i7 4789 pro
cessor at 3.60 GHz, and 16 GB RAM.
d by generic time-varying component dosing fluxes /jðtÞ and /wðtÞ, the reaction flux



Fig. 3. Reaction mechanism for the nucleophilic aromatic substitution of 2,4-
difluoronitrobenzene.
4. Optimal reactor design for the nucleophilic aromatic
substitution of 2,4-difluoronitrobenzene

We applied the EPF approach for an optimal reactor design of
the nucleophilic aromatic substitution (SNAr) of 2,4
difluoronitrobenzene. This model reaction was chosen because of
its pervasive utility in the pharmaceutical industry [44 46] and
the availability of kinetic data [22]. The related reaction kinetics
and mechanism used in this work was adapted from the work by
Lee et al. [22] (see Fig. 2). According to this reference, it was
assumed that species in charged ionic form are negligible. O’Brien
and co workers also reported that the salt byproduct 6 was
removed by an extraction process [44]. Hence, 6 would not be con
sidered in the reaction mechanism as shown in Fig. 3. Furthermore,
hydrogen fluoride (HF) is assumed not to be in the gaseous form as
it can form ionic bonds with the amine groups of the reaction prod
ucts and reactant 2 [22]. HF can also form alcohol HF mixtures
with the ethanol solvent as stated in Ref. [47]. However, these were
not considered in this study in order to keep the model complexity
tractable. These assumptions are also supported with the fact that
the reactions were handled in the homogeneous liquid phase by
Lee et al. [22]. The objective of this work is to design an optimal
reactor that minimizes the residence time of the SNAr reaction
between 2,4 difluoronitrobenzene (1) and morpholine (2). The cor
responding decision structure for the reactor design procedure is
shown in Fig. 4 and explained in more detail in the sequel.
4.1. Level 1: Applying integration and enhancement concepts

In this work, three process intensifying cases (see Fig. 4) were
be considered with the objective to minimize the residence time
of the studied reaction system. These include:

1. Reactor intensification by heat flux/reaction temperature opti
mization as a generic concept for minimizing the residence time
[48].

2. For the remaining two cases, we consider the concept of compo
nent flux dosing. This intensification method was chosen
because dosing strategies may lead to reduced residence times
while leading to better temperature control and mitigation of
hot spots [31,49].

For the sake of comparison, the proposed options are bench
marked against an optimal reference case from literature [22]. Here,
an isothermal tubular (coiled) flow reactor was optimized by
simulation and experimental studies. The optimal residence
time, temperature, feed ratio of morpholine (2) to 2,4
difluoronitrobenzene (1), and selectivity were 5 min, 393.15 K,
2.7, and 87%, respectively. Next, we explain each intensification
and enhancement concept considered in more detail.
Fig. 2. Reaction scheme for the nucleophilic aromatic substitution of 2,4-difluoronitrob
regio-selective isomer 4 and by-products 5 and 6.
Case 1. Fluid element without dosing.

In this case, the feed ratio and heat flux are optimized assuming
ideal unconstrainedfluxes (on the first level). Technically, wemimic
heat flux changes by using the reactor temperature as the control
variable while the feed ratio will be an additional design parameter.

Case 2. Fluid element with dosing of 1.

Case 2 is similar to case 1, with the addition of another control
variable: the component dosing flux of reactant 1 along the reac
tion route. This enables us to consider the possibility of an
enhancement concept that involves the interplay between the
optimal heat flux and reactant 1 dosing profiles.

Case 3. Fluid element with dosing of 2.

Case 3 follows the same idea as case 2, but with reactant 2
dosed along the reaction coordinate instead of reactant 1. This
strategy enables us to consider the effect that the optimal heat flux
and reactant 2 dosing will have on the residence time.

4.1.1. Model development for the EPF level 1
The mole balances are formulated by using the Lagrangian

approach. Furthermore, the reaction was assumed to be carried
out entirely in the liquid phase, and the solvent volume was
assumed to be equal to or larger than the volume of reacting spe
cies. Thus, the densities of each component and the volume of the
fluid element were assumed to be constant. We assume constant
concentration for the solvent, ethanol, while the mole balances
for the other reaction components i (see Fig. 2) are given as:

dniðtÞ
dt

sc
> � jðtÞ þ

XNreac

m

mi;m � rm � V 8i 2 f1;2g; ð1Þ

dniðtÞ
dt

XNreac

j

mi;m � rm � V 8i 2 f3;4;5;HFg; ð2Þ
enzene (1) with morpholine (2) to produce the ortho regio-selective isomer 3, para



Fig. 4. EPF decision structure for the intensified reactor design.
where jðtÞ : ½j1ðtÞ; j2ðtÞ�> is a vector representing the component
dosing fluxes with j1ðtÞ and j2ðtÞ representing dosing of 1 and 2,
respectively. sc is a selection vector which determines the dosing
fluxes are considered in each case c 2 f1;2;3g. sc is set as [0,0],
[1] and [0,1] for cases 1, 2, and 3, respectively. mi;m is a stoichiomet
ric ratio of component i in reaction m; rm is the rate of reaction m
and V is the volume of the fluid element. Typically, the volume is
formulated as a function of the number of moles, temperature
dependent density, and molecular weight of the reaction species
[50]. However, with the unavailability of temperature dependent
density equations for the SNAr reaction molecules, we have
assumed a constant volume of 10 mL [22] in this study. This
assumption is plausible since we do not expect significant volume
changes in small scale systems with a single organic phase. Further
more, the stoichiometric ratios mi;m follow the reactions in Fig. 3. The
reaction rates rm are expressed by power law kinetics as postulated
by Lee et al. [22] according to:

rm km
YNcomp

i

C
jmi;m j
i 8m 2 Nreac ð3Þ

where Ncomp is the number of reacting components, Nreac is the
number of reactions and the rate constants km for each reaction m
is given by the Arrehenius equation:



km k1;mexp
EA;m

RT

� �
ð4Þ

where k1;m and EA;m are the pre exponential factor and activation
energy for reaction m, respectively. The values for k1;m and EA;m

were taken from [22] and are given in Table 1.
Lastly, performance measures such as conversion X and selec

tivity S are presented below:

X n1;tot n1;0

n1;tot
ð5Þ
S n3;f n3;0

X � n1;tot
ð6Þ

where n1;tot is the sum of the initial amount and dosed amount of
2,4 difluoronitrobenzene, and n3;f is the final amount of the target
product at the end of the reaction.
4.1.2. Optimization formulations for level 1
A case dependent dynamic optimization formulation for mini

mizing the residence time s is described as:

min
TðtÞ;s>jðtÞ;n1;0 ;c

s

subject to:

� Mole balances: Eqs. (1) and (2)
� Reaction rates: Eqs. (3) and (4)
� Performance measures: Eqs. (5) and (6)
� Terminal constraints: X 0:99
� Intrinsic bounds: T 2 ½TL; TU�; c 2 ½cL; cU�
� System bounds: S 2 ½0;1�;ni;tot ni;0 þ

R s
0 jidt 8i 2 f1;2g

� Case specific selection vector: sc

In addition to the residence time, other objective functions such
as the yield maximization [21], selectivity maximization [36],
space time yield maximization [51] or even multi objective
functions can be evaluated depending on the problem at hand. In
this work, the conversion was set at 99% to avoid challenges in
downstream separation [22]. As conversion is nearly complete
(X 0:99) and is set as a terminal constraint, it is not expedient
to use the final conversion as an objective function. Furthermore,
we conducted preliminary studies using the selectivity as the
objective function and found that the selectivity and yield cannot
be improved as explained in the next section. Therefore, the resi
dence time was selected as the objective function for this study.

The temperature range, 353.15 393.15 K at which the kinetic
experiments were performed were used to define the lower bound
TL and upper bound TU on the temperature control variable. Simi
larly, the upper and lower bounds of the feed ratio c of reactant 2
to 1 were chosen as cL 1 and cU 3, respectively. This was done
in order to ensure that the reaction kinetics remain valid through
out the optimization procedure. Please note, to ensure a fair
comparison with the literature reference case, these constraints
are applied here as well.
Table 1
Reaction kinetic parameters taken from Lee et al. [22].

Reaction k1 [L/(mol min)] EA [J/mol]

r1 1:8673� 106 43:6� 103

r2 1:7514� 104 35:8� 103

r3 9:7012� 103 40:4� 103

r4 6:1063� 108 70:1� 103
4.1.3. Results for EPF level 1
The dynamic optimization result of the first case in level 1 is

shown in Fig. 5. The concentration profiles and temperature con
trol profile are shown in Fig. 5a and b, respectively. The residence
time for the first case (i.e. no dosing) in level 1 is 3.22 min which is
a 35% decrease from the reference case [22] that was optimized by
combining experiments and simulations. It can be seen in Fig. 5b
that the temperature profile remains at the upper bound of
393.15 K. This is due to the fact that the reaction would ideally
be completed in the shortest possible time if it operates at the
highest possible temperature throughout the course of the reac
tion. The temperature profiles of the second and third cases (i.e.
dosing of 1 and 2) are equal to that of the first case and thus not
shown here. Nevertheless, the temperature profile implies that
operating at the maximum temperature leads to the shortest resi
dence time. Also, the ratio of reactant 2 to reactant 1 for the case 1
is 3 to 1, i.e. the upper bound.

The intensification strategies at level 1 show that the dosing of
reactants does not lead to lower residence times or higher selectiv
Fig. 5. Optimization results for the first level in the case of the fluid element
without dosing (s = 3.22 min, c = 3.00): (a) concentration state profiles; (b)
temperature control profile.



Table 2
Optimization parameter values used in level 2.

Parameters Values Units

h 0.5 kW/(m2 K)
T0 353.15 K
TL 353.15 K
TU 393.15 K
TeL 353.15 K
TeU 393.15 K
cL 1 –
cU 3 –
dtL 1 mm
dtU 1.5 mm
ity (see Appendix A and Figs. A.13 and A.14). This is due to the fact
that the reaction order of reactants 1 and 2 are the same in the
desired and undesired reactions. Hence, the dependence of reac
tion rates on the concentration of reactants 1 and 2 in the desired
and undesired reactions are the same.

Moreover, the reactions are all irreversible and purely driven by
the kinetics and not by thermodynamics. This kind of reaction is
termed neutral as reported in Lu et al. [52] and Hamel et al. [53].
Therefore, the only way to minimize the residence time is to
exploit the heat flux and feed ratio of reactants 1 and 2.

In the next section, we seek to implement the idealized heat
flux obtained by incorporating an energy balance that includes
transport kinetics to obtain realistic heat fluxes.

4.2. Level 2: Limited fluxes and control variable selection

In level 2, the major goal is to select physically implementable
control variables that can approximate the control profiles obtained
in level 1. In detail, we have to add transport kinetic limitations on
the heat flux in terms of material and environmental factors.

4.2.1. Model development for level 2
In addition to the model equations in level 1, an energy balance

is included as shown below:PNcomp
i nicp;i
V reac

þ qEtOH � cp;EtOH
MwtEtOH

!
dT
dt

a � jq þ
XNreac

m

rm � DHm

!
ð7Þ

where cp;i is the specific heat capacity of component i in J/(mol K)
which is expressed as temperature dependent equation (see Appen
dix C). V reac is the total volume of the reacting species (excluding the
solvent) in L, and qEtOH is the density of the solvent (ethanol) in g/L.
MwtEtOH is the molecular weight of ethanol in g/mol, að 4=dtÞ is the
surface to volume ratio in mm2/mm3, and jq is the heat flux in
J/(s m2). The standard enthalpies of reactions DHm were taken from
Ref. [22]. The heat flux jq transport kinetics is assumed to follow
Fourier’s law and it is given as:

jq hðT TeÞ ð8Þ
where h is the heat transfer coefficient which is kept at a constant
value of 0.5 kW/(m2 K) [36], and Te is the environment (heating or
cooling) temperature in Kelvin (K). For more details on the model
formulation of the energy balance for level 2, the reader is referred
to Appendix B.

4.2.2. Optimization formulations for EPF level 2
The optimization formulation of level 2 has the same structure

as that of level 1, but with changes in the state and control vectors,
and with additional variables and constraints. Since an energy bal
ance is on the second level, the reaction temperature is now con
sidered as a state variable and not as a control variable.

Moreover, the volume of the solvent VEtOH is chosen as a deci
sion variable within reasonable bounds and the volume of the
reacting species V reac is constrained by the equality constraint:

V reac V VEtOH ð9Þ
Furthermore, a soft constraint was included to minimize the

heat loss by limiting the difference between the initial temperature
T0 and final temperature Tf to a maximum of 1 K:

ðTf T0Þ2 6 1 ð10Þ
Due to the small volume of the reactor considered in this work,

the corresponding bound on the tube diameter was set between 1
and 1.5 mm [10,54]. Therefore, the optimization of the second level
is given as follows:
min
fTeðtÞ;dt ;VEtOH ;n1;0 ;cg

s

subject to:

� Mole balances: Eqs. (1) and (2)
� Energy balance: Eq. (7)
� Heat flux transport kinetics: Eq. (8)
� Reaction rates: Eqs. (3) and (4)
� Performance measures: Eqs. (5) and (6)
� Volume constraint: Eq. (9)
� Terminal constraint: X 0:99
� Heat loss constraint: Eq. (10)
� Intrinsic bounds: T 2 ½TL; TU�; Te 2 ½TeL; TeU�; c 2 ½cL; cU�
� Design bounds: dt 2 ½dtL; dtU�
� System bounds: S 2 ½0;1�

The bounds of the reaction temperature are similar to those of
level 1, while the environment temperature Te is set to reasonable
bounds from 300 to 393.15 K. The parameters and bounds used in
the optimization formulation for level 2 are summarized in Table 2.
4.2.3. Results for level 2
In the case of limited kinetics, the minimum residence time and

selectivity for the reaction are approximately 3.31 min and 87%,
respectively. This slight increase in residence time of about 2.9%
is due to Eq. (10) and the non idealities incorporated in level 2.
Obviously, the environment temperature is a suitable control vari
able for implementing the reaction route and corresponding con
trol profiles. Furthermore, the optimal solvent volume, tube
diameter and the feed ratio obtained are 5 mL, 1 mm and 3.0,
respectively.

The concentration profiles are nearly identical to those of case 1
in level 1 (cf. Fig. 5) while the heat flux and temperature profiles
are shown in Figs. 6 and 7, respectively. The temperature profile
rises from the initial temperature of 353.15 K to the upper bound,
393.15 K within the first 15 s and remains at the upper bound for
approximately 3 min until the 99% conversion condition is fulfilled.
Subsequently, the temperature decreases to 354.15 K in the short
est possible time in order to fulfill the heat loss constraint (Eq.
(10)). The heat flux profile shows the initial heating of the reaction
fluid to its maximum allowable temperature, followed by a zero
heat flux due to no temperature gradient between the reaction
temperature and environment temperature, and then cooling in
the last step. This temperature profile was caused by the environ
ment temperature which remains at its highest value of 393.15 K
for the first 3.21 min before switching to its lower bound of
353.15 K (cf. Fig. 8).

As seen, the temperature has a strong impact on the residence
time. Therefore, to quantify additional factors a sensitivity study
was applied as shown below.
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Fig. 6. Heat flux profile for EPF level 2.
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Fig. 7. Temperature state profile for EPF level 2.
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Fig. 8. Environment temperature control profile for EPF level 2.
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Fig. 9. Sensitivity analysis for the environment temperature control case in EPF
level 2: (a) effect of heat transfer coefficient on residence time and selectivity; (b)
effect of tube diameter on residence time and selectivity.
4.2.4. Parameter sensitivity analysis
In this section, a sensitivity analysis on the selected case in level

2 is performed in order to determine the effect of certain design
parameters before moving on to the technical approximation.
The heat transfer coefficient and tube diameter were selected as
two parameters of interest. Typically, these two parameters deter
mine the cost of the resulting technical reactor. Another important
reason for a sensitivity study is to ensure that the aforementioned
parameter ranges and assumed values in level 2 do not affect the
model and objective adversely.

Firstly, a parameter sensitivity analysis was performed by vary
ing the heat transfer coefficient, h between 0.5 and 5 kW/(m2 K) as
reported by Kockmann et al. [54], while the diameter was kept at
the constant optimal value of 1.0 mm. For a selected value of h
within this interval (see Fig. 9a), an optimization problem was
solved to determine the corresponding residence time and selec
tivity. Fig. 9a shows that increasing the heat transfer coefficient
reduces the residence time, and that the selectivity remains at a
constant value of approximately 86.4% over the whole range.
Moreover, the residence time between 3 and 5 kW/(m2 K) remains
at a constant value of 3.25 min and does not reach the 3.22 min
attained in level 1. This is because of the additional constraint
Eq. (10) and the fixed initial temperature of 353.15 K on level 2.
Another reason is that the reaction temperature is a state variable
and not a control variable in level 2.

In addition, a parameter sensitivity analysis was performed by
varying the internal tube diameter, dt between 0.1 and 2 mm
[54,22], while the heat transfer coefficient was kept at the constant



Table 3
Optimal objective and design variables results for level 3.

Variable name Values Units

Residence time, s (objective) 3.36 min
Selectivity, S 86 %
Feed ratio, c 3:1 –
Heating fluid constant, Ke 0 m K/W
Internal tube diameter, dt 1.42 mm
Reactor length, l 6.3 m
Fluid velocity, v 31.14 mm/s
Reynolds number, Re 7000 –
previously assumed value of 0.5 kW/(m2 K). Similar to the sensitiv
ity analysis for the heat transfer coefficient, optimization problems
were solved at selected values of dt within this interval and the
corresponding residence time and selectivity for each scenario
are shown in Fig. 9b. Obviously, the tube diameter does not have
a significant impact on the selectivity. However, the residence time
increases linearly with increasing tube diameter.

Based on the sensitivity analysis, it suffices to say that the
selected constant heat transfer coefficient (h 0:5 kW/(m2 K)) will
be sufficient for the technical approximation in level 3; while, the
tube diameter will be kept as a decision variable because it influ
ences the residence time.

4.3. Level 3: Technical approximation

In this section, we design an optimal technical reactor that
approximates the control profiles derived in level 2. In the previous
level, the environment temperature control was selected as the
best control variable for the optimal reaction route of the SNAr
reaction. Based on Figs. 6 8, the heat flux of the best technical
reactor can be approximated by first heating, maintaining the reac
tion temperature at the upper bound, and then cooling for the last
2.4 s. However, the time required for heating and cooling are rela
tively small when compared to the period of constant temperature.
Hence, the technical reactor is further simplified by first using a
pre heater to heat the reactants to the maximum possible temper
ature; feeding the reactants into a tubular reactor that is main
tained at the maximum temperature by a controller, and then
using the controller to switch to cooling as soon as 99% conversion
is achieved. Therefore, only the tubular reactor section will be
modeled in detail and optimized in the following sections.

Furthermore, we assume that the best technical reactor for this
reaction has plug flow characteristics as a majority of small scale
reactors are assumed to have these characteristics. To identify
the optimal configuration of the technical reactor, the governing
equations are derived in the next step.

4.3.1. Model development for EPF level 3
Assuming no axial mixing, a constant reactor volume of 10 mL

and an average fluid velocity, the continuous tubular coil reactor
can be modeled as a one dimensional plug flow reactor with a heat
exchanger. First, the component mole balances are given as:

dni

dz
V
v
XNreac

m

mi;m � rm 8i 2 Ncomp; ð11Þ

where v is the mean fluid velocity. Furthermore, the energy balance
for the reacting fluid inside the tubular reactor is given as:

v �
PNcomp

i nicp;i
V reac

þ qEtOH � cp;EtOH
MwtEtOH

!
dT
dz

a � jq þ
XNreac

m

rm � DHm

!
ð12Þ

In contrast to level 2, the environment temperature (cooling/heat
ing temperature) is not considered as a control variable. Rather, a
balance is done over the environment temperature Te as shown
below:

dTe

dz
Ke � jq ð13Þ

where Ke is an aggregated cooling/heating fluid dependent param
eter that ranges from 1 to 1 m K/W (see Appendix D and Refs.
[21,35]).

Furthermore, the reaction fluid velocity and flow regime is con
strained by the Reynolds number:
Re
qEtOH � v � dt

lEtOH
ð14Þ

Other dimensionless numbers such as the Damköhler, Fourier, or
Bodenstein number might be considered leading to more informed
choices of the reactor types as suggested by Nagy et al. [23]. More
details on the model formulation in level 3 can be found in Appen
dix D.

4.3.2. Optimization formulations for EPF Level 3
Besides the DAE model developed in Section 4.3.1, the volume

constraint (Eq. (9)); and reasonable bounds on the Reynolds num
ber Re, the parameter Ke and the mean fluid velocity v are also
included in the optimization for level 3. The heat transfer coeffi
cient was also kept at constant value of 0.5 kW/(m2 K).

Based on the above specifications, the optimization formulation
for level 3 is given as:

min
fl;v;dt ;VEtOH ;n1;0 ;cg

s

subject to

� Mole balances: Eq. (11)
� Energy balance: Eq. (12)
� Coolant energy balance: Eq. (13)
� Reaction rates: Eqs. (3) and (4)
� Performance measures: Eqs. (5) and (6)
� Volume constraint: Eq. (9)

� Reactor length: l 4 V=ðpd2
t Þ

� Terminal constraint: X 0:99

� Heat loss constraint: ðTf T0Þ2 6 1
� Intrinsic bounds: T 2 ½TL; TU�; Te 2 ½TeL; TeU�; c 2 ½cL; cU�
� Design bounds: dt 2 ½dtL; dtU�;Re 2 ½ReL;ReU�
� System bounds: S 2 ½0;1�

The optimization parameters and variable bounds used in level
3 are the same as those of level 2, with the exception of the lower
and upper bound of the Reynolds number which were set at
ReL 100 and ReU 7000, respectively. These bounds were chosen
to keep the flow between the laminar and transition regimes. Note
that the reactor length l is left as a free variable.

4.3.3. Results for level 3
The minimum residence time, selectivity, and optimal design

variables for level 3 are summarized in Table 3. These results imply
that the small scale coil tubular reactor proposed in level 3 is able
to technically approximate the optimal reaction route obtained in
previous levels quite well. The residence time at level 3 is slightly
longer than that of level 2 because of the introduction of more non
idealities. In order to determine possible materials that could be
used to fabricate the reactor, a rough back of the envelope calcula
tion can be performed (k ’ h� dt � 0:70W=ðmKÞ). Thus, a stainless
steel material can be used for the optimal technical reactor [55].
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Fig. 10. Heat flux profile for the EPF level 3.

0 1000 2000 3000 4000 5000 6000
Reactor length [mm]

350

355

360

365

370

375

380

385

390

395

C
oo

la
nt

 te
m

pe
ra

tu
re

 [K
]

Fig. 12. Environment temperature control profile for the EPF level 3.
Moreover, the concentration profiles in level 3 are similar to
those on level 2 and as such are not shown. The heat flux profile
shows rapid heating from 15.88 to 0.099 kJ/(s m2) until position
0.58 m in order to fulfill 99% conversion (see Fig. 10). Following
this, the heat flux decreases gradually to 0.003 kJ/(s m2) at position
5.90 m since the reaction now generates sufficient heat to sustain
itself. At 5.90 m, 99% conversion is attained and then the heat flux
switches to cooling mode.

As a result, the reaction and environment temperatures
decrease after position 5.90 m as shown Figs. 11 and 12, respec
tively. This behavior is to ensure that the reaction still maintains
the 99% conversion while minimizing the energy costs. Further
more, cooling at the tail end of the reactor could be important if
a subsequent reactor or separation unit operates at a temperature
lower than the maximum temperature (393.15 K) of the SNAr
reaction.

For the reaction system considered and the assumptions made
in this work, the EPF outcome implies that a continuous tubular
coil reactor with controlled heating is the best reactor type to min
imize the residence time. Moreover, our results suggest that using
this reactor configuration will lead to a 33% reduction in residence
time in comparison to a literature reference case [22], while
achieving a selectivity and conversion of 86% and 99%, respectively.
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Fig. 11. Temperature state profile for the EPF level 3.
Please note that our predictions have not been experimentally ver
ified, but are plausible in the context of the experiments conducted
by Lee et al. [22]. Thus as part of a conceptual study, we have suc
cessfully demonstrated the principle use of the EPF concept in opti
mal reactor design for API synthesis problems.
5. Conclusions

In summary, we have demonstrated that the elementary pro
cess functions (EPF) approach can be used for the optimal design
of reactors for API and organic intermediate production. As a model
reaction, we considered the SNAr reaction of 2,4
difluoronitrobenzene with morpholine and showed that the EPF
approach leads to optimal design outcomes in terms of specified
objective function.

The applicability of the EPF concept for any given process of
interest is often hampered by the scarcity of available experimen
tal data. To adapt the EPF approach to a particular API synthesis,
the minimum required data are: a detailed reaction mechanism
network, temperature dependent reaction kinetic data, and the
operating window in which the experiments were conducted.

In addition, information such as thermodynamic equilibrium
data, physico chemical properties of the reacting mixtures, fluid
transport properties and a good engineering judgement will
greatly improve the reliability of the results obtained by the EPF
approach. Therefore, we conclude that the successful implementa
tion of such an approach will require close collaboration and dia
logue between process systems engineers and process chemists.
Indeed, as the typical data provided by chemists or pharmaceutical
researchers is insufficient for the EPF approach, additional reaction
engineering experiments are required.

Nevertheless, unlike other simulation based approaches and
heuristics currently used in designing reactors for API synthesis,
our approach inherits the apparatus independent nature of the
EPF concept. Even though the approach led to an existing reactor
design in this case, it also has the advantage of leading to novel
reactor designs [35,36].

In conclusion, applying the EPF approach for the design of reac
tors for API synthesis can lead to novel process windows [15].
Therefore, the approach can complement the experiments per
formed by process or organic chemists and speed up the drug
development process significantly.
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Fig. A.13. Optimization results for level 1, case 1 (s = 3.22 min, c = 3.00): (a)
concentration state profiles; (b) dosing of 1 control profile.
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Appendix A. Further results for level 1

For the second case in the first level (cf. Fig. A.13), reactant 1
starts at a concentration of 0.147 M and reacts instantaneously
with 2 at time t 0. As soon as the reaction begins, the remaining
portion of 1 is dosed at 0.03 s with a molar flow rate of
16.29 mmol/min. This leads to a rapid increase of the concentra
tion of 1 to 0.154 M followed by its gradual decrease along the
reaction coordinate as it reacts with 2. The residence time achieved
by using the second concept results in a residence time of 3.22 min,
and a selectivity of 86%.

Fig. A.14 shows the results for the third case, the results are
quite similar to the results for the second case. However, reactant
2 is dosed instead of 1 in this case. Hence, the initial concentration
2 is 0.442 M but additional moles of 2 are dosed after 0.03 s with a
molar flow rate of 48.94 mmol/min. The residence time and selec
tivity are also similar to that obtained in the second case.

Appendix B. Model assumptions for level 2

The specific heat capacity of the reacting species in Eq. (7) are
expressed as polynomial functions of temperature. They are
obtained by using least squares optimization in cases where exper
imental data from literature is available and by using group contri
butions in cases where they are not. Details of how the coefficients
of the specific heat capacity equations are obtained are shown in C.

The left hand side of the energy balance equation above (cf. Eq.
(7)), is made of contributions from the reacting species and the sol
vent (ethanol). The energy balance is formulated in such a way that
only the specific heat capacities of the reacting species are depen
dent on temperature while the specific capacity of the solvent is
assumed to vary negligibly with temperature. The assumption is
valid for two reasons: (1) the model reaction considered is a homo
geneous liquid phase reaction; (2) a rough back of the envelope
calculation reveals that the solvent occupies majority of the vol
ume in the reference reactor. Moreover, this assumption reduces
complexity of the model and intractable nonlinearities during sub
sequent optimization. The density of the solvent is also assumed to
be constant since the reaction is a homogeneous liquid phase
reaction.

Appendix C. Heat capacity

In this work, two approaches were used to obtain the specific
heat capacity cp equations. In the first approach, when specific heat
capacity data are available in literature for a compound i, we
assume that cp;iðTÞ follows a polynomial function of degree 2 as
it provides a compromise between data fitting (see Figs. A.15 and
A.16) and numerical robustness, i.e. avoiding overfitting and
Runge’s phenomenon:
cp;iðTÞ ai þ biT þ ciT
2 ð15Þ

and then we use least squares optimization[56] to estimate the
coefficients ai;bi, and ci

min kAix̂i bik2 ð16Þ
where

Aix̂i bi is the residual or error,
bi ðcp;i;1; cp;i;2; . . . ; cp;i;kÞ is the specific heat capacities (out

comes) measured at different temperatures (observables) k,
x̂i ðai; bi; ciÞ 2 R3 is a vector containing the least squares esti

mated coefficients for component i and,
Ai 2 Rk�Ncomp is a Vandermonde matrix with (k P Ncomp).

Ai

1 T1 T2
1

1 T2 T2
2

..

. ..
. ..

.

1 Tk T2
k

2
666664

3
777775 ð17Þ
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Fig. A.14. Optimization results for level 1, case 2 (s = 3.22 min, c = 3.00): (a)
concentration state profiles; (b) dosing of 2 control profile.
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Fig. A.15. Determining the coefficients of the specific heat capacity equation for
morpholine. The coefficients were determined by applying a second-order least
square approximation on the experimental data from Mesmer and Hitch [57].
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Fig. A.16. Determining the coefficients of the specific heat capacity equation for
hydrogen fluoride. These coefficients were determined by applying a second-order
least square approximation on experimental data [58].
The first approach was used to obtain the specific heat capacity
equations for morpholine (2) [57] and hydrogen fluoride (HF) [58]
(see Figs. A.16 and A.15).

For the other components for which specific heat capacity data
could not be found, a group contribution method [59] given by the
following equation was used:

cp;iðTÞ
X
i

niai þ
X
i

nibiT þ
X
i

niciT
2 þ

X
i

nidiT
3 ð18Þ

where ni is the number of occurrence of group i in a given molecule,
ai; bi; ci, and di are semi empirical values associated with the group
i, and T is the absolute temperature. Based on these two approaches,
the coefficients for the specific heat equation for each compound
are given in Table C.4.
Appendix D. Detailed model development for level 3

A detailed derivation of the coolant temperature Te in level 3
reads as:
ve � qe � cp;e
Mwte

dTe

dz
pde

Ae
� jq ð19Þ

Ke is an aggregated cooling fluid dependent parameter that ranges
from 1 to 1 min dm K/J [21,35] and it is given as:

Ke
p � de �Mwte

Ae � ve � qe � cp;e
ð20Þ

where Mwte is the molecular weight of the (cooling or heating)
environment fluid, de is the diameter of the tube around the reactor
in which the environment fluid flows, Ae is the cross sectional area
of the jacket around the reactor, ve is the velocity of the environ
ment fluid, qe is the density of the environment fluid, and cp;e is
the specific heat capacity of the environment fluid. These aforemen
tioned parameters are assummed to be constant.

We also assume that the solvent occupies significant volume of
the reactor. Based on this assumption, it suffices to assume that the
Reynolds number will largely depend on the flow of the solvent
(ethanol, EtOH).



Table C.4
Coefficients of specific heat capacity equations [22].

Species a [J/(mol K)] b [J/(mol K2)] c [J/(mol K3)] d [J/mol K4]

1a �1:912� 101 5:700� 10 1 �3:761� 10 4 8:787� 10 8

2b �1:712� 10 3 8:447� 100 �1:198� 10 2 –

3a �6:654� 101 1:075� 100 �7:132� 10 4 1:660� 10 7

4b �6:654� 101 1:075� 100 �7:132� 10 4 1:660� 10 7

5a �1:139� 102 1:579� 100 �1:050� 10 3 2:441� 10 7

HFb 6:251� 101 �2:229� 10 1 6:294� 10 4 –

EtOHc
1:124� 103 – – –

a Coefficients obtained from group contribution methods.
b Coefficients obtained from least-squares optimization.
c A constant value was used.
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