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Kurzfassung

Das globale Ziel dieser Arbeit war es, ein präzises digitales Modell einer Cu(In,Ga)Se2 (CIGS)-
Solarzelle aufzubauen. Dazu wurde eine Simulationssoftware entwickelt, die es ermöglicht,
grundlegende Charakteristiken des Heteroübergangs abzubilden. Aufbauend auf den fundamen-
talen Drift-Diffusions Gleichungen wurden die wichtigsten physikalischen Zusammenhänge in
die Software implementiert, um eine CIGS-Solarzelle auf der Ebene der Halbleiterphysik zu
beschreiben. Dabei sollten die verwendeten Materialparameter möglichst nahe an der Realität
liegen. Viele Parameter sind bekannt, eine große Unsicherheit liegt jedoch in der Beschreibung
der elektrischen Defekte im CIGS-Halbleiter. Diese führen über Shockley-Read-Hall (SRH)-
Rekombination zu dem dominanten Leistungsverlust in der Solarzelle. Im CIGS-Material können
diese Defekte eine Vielzahl von möglichen Ursprüngen haben und je nach Prozess oder Beschich-
tungsanlage unterschiedlich auftreten. Eine genaueBeschreibung imnumerischenModell ist jedoch
unabdingbar, um die genauen Verlustmechanismen und die Höhe der Verluste zu spezifizieren.

Für eine genaue und umfassende Kenntnisse über die Defekte im CIGS-Material, wurden CIGS-
Schichten aus verschiedenen Anlagen, hergestellt mit unterschiedlichen Prozessarten, untersucht.
Dazu wurden innerhalb dieser Arbeit Deep Level Transient Spectroscopy (DLTS)-Messungen für
die Verwendung an CIGS Solarzellen angepasst. DLTS stellt eine sehr sensitive Methode dar,
Störstellen in Halbleiter-Materialien äußerst exakt zu vermessen. Für genaue und belastbare Mes-
sungen wurde eine spezielle Messprozedur entwickelt sowie geeignete Werte der Messparameter
identifiziert. Damit wurden schlussendlich die charakteristischen Eigenschaften Defektdichte, en-
ergetische Lage, Wirkungsquerschnitt und Defekttyp in den unterschiedlichen Proben bestimmt.
Die Ergebnisse konnten dann als Input-Parameter in der Software übernommen werden und so die
Defekte auf numerischer Ebene abgebildet werden.

Ein zentraler Punkt dieser Arbeit war es außerdem, mit Hilfe des numerischen Models den Ein-
fluss von Rubidium, das durch ein Rubidiumfluorid (RbF) postdeposition treatment (PDT) Schritt
eingebracht wurde, auf die Defekte und deren Eigenschaften zu untersuchen. Dazu wurden im er-
sten Schritt grundlegendeMessungen an vereinfachten CIGS-Proben ohne Bandlücken-Gradienten
durchgeführt, die mit unterschiedlichen Alkalielementen behandelt wurden. Dadurch konnten den
einzelnen Alkalielementen charakteristische Signaturen in den DLTS-Messungen zugeordnet wer-
den.
Mit dieser Grundlage wurden verschiedene Probenreihen an CIGS-Solarzellen aus einer produk-
tionnahen Inline-Beschichtungsanlage vermessen. Im CIGS-Material konnten zwei signifikante
Störstellen (ein Minoritätendefekt und ein Majoritätendefekt) in der Mitte der Bandlücke identi-
fiziertwerden, die aufgrund ihrer energetischenLage, potentielleRekombinationszentren darstellen.
Es konnte nachgewiesen werden, dass eine PDT-Behandlung des CIGS-Materials die Defektdichte
des einen Minoritätsdefekts um den Faktor drei reduziert, der Majoritätsdefekt jedoch nicht bee-
influsst wird. Dieses unterschiedliche Verhalten konnte auf den räumlichen Ursprung der Defekte
zurückgeführt werden. Während der vom PDT beeinflusste Defekt wahrscheinlich an Korngrenzen
vorliegt, wo das Rubidium vorzugsweise segregiert, ist der zweite Defekt homogen in der Schicht
verteilt. Die experimentellen Ergebnisse wurden in numerischen Simulationen verifiziert und
Strategien für weitere Entwicklungsschritte ausgearbeitet.

iii



Kurzfassung

Aktuell von großem Interesse ist die Entwicklung von (Ag,Cu)(In,Ga)Se2 (ACIGS)-Solarzellen, bei
denen ein Teil des Kupfers durch Silber substituiert wird. In ACIGS-Zellen mit geringem Silberan-
teil konnten ähnlicheDefekte wie imCIGS nachgewiesenwerden, einen Einfluss auf diese durch ein
RbF-PDT konnte jedoch nicht direkt verifiziert werden. Das ist zum Großteil auf ein starkes Signal
von einem Dotierlevel zurückzuführen, dessen energetische Lage und Dichte sich systematisch
mit dem Rb-Gehalt erhöhen. Während dieses Signal die DLTS-Messungen der ACIGS-Proben
dominiert, ist es in silberfreien CIGS-Proben nicht nachzuweisen. Bei der Untersuchung von
ACIGS-Solarzellen wurde jedoch auch ein signifikant unterschiedliches Performance-Verhalten im
Vergleich zu (silberfreien) CIGS-Solarzellen beobachtet. Der Grund hierfür liegt in einem geän-
derten Dotierverhalten und einer parasitären Energiebarriere am CIGS/Puffer Übergang. Auch
hier konnten die Effekte durch numerische Simulationen belegt und die Ergebnisse auf weitere
Wirkungsgrad Verbesserungen hin untersucht werden.

Diese Ergebnisse zeigen, wie mit Hilfe von numerischen Simulationen und geeigneten Input Daten,
digitale Experimente durchgeführt, physikalische Grenzen aufgetan und reale Effekte analysiert
werden können. Mit robusten Input Daten können insbesondere die auftretenden Verluste in
einer CIGS-Solarzelle bestimmt und somit die experimentelle Forschung und Entwicklung von
Dünnschicht Solarzellen unterstützt werden.
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Abstract

The global goal of this work was to build an accurate digital model of a Cu(In,Ga)Se2 (CIGS)
solar cell. Therefore, a simulation software was developed which allows to reproduce fundamental
characteristics of the heterojunction. Based on the fundamental drift-diffusion equations, the most
important physical relations were implemented in the software to describe a CIGS solar cell at
the level of semiconductor physics. The material parameters used should be as close as possible
to reality. While many parameters are known, a large uncertainty lies in the description of the
electrical defects in the CIGS semiconductor. These lead to the most dominant power loss in the
solar cell via Shockley-Read-Hall (SRH) recombination. In the CIGS material, these defects can
have a variety of possible origins and can occur differently depending on the process or deposition
equipment. However, an accurate description in the numerical model is essential to specify the
exact loss mechanisms and the magnitude of the single losses.

In order to obtain accurate and comprehensive knowledge about the defects in the CIGS material,
CIGS layers from different systems, produced with different types of processes, were investigated.
For this purpose, Deep Level Transient Spectroscopy (DLTS) measurements were adapted for
the application on CIGS solar cells. DLTS is a very sensitive method to measure defects in
semiconductor materials with high accuracy. For accurate and reliable measurements, a special
measurement procedure was developed and suitable measurement parameters were identified. With
this, finally the characteristic properties defect density, energetic position, capture cross section and
type (minority or majority) of the defects in the different samples were determined. The results
were then used as input parameters in the software and in this way the defects were reproduced
numerically.

A central point of this work was to investigate the influence of rubidium introduced by a rubidium
fluoride (RbF)-post-deposition treatment (PDT) step on the defects and their properties by using the
developed numerical model. For this purpose, DLTS measurements were performed on simplified
CIGS samples which were gradient-free and treated with different single alkali elements in the first
step. Thereby, characteristic signatures could be assigned to the individual alkali elements in the
DLTS measurements.
On this basis, different series of samples of CIGS solar cells from a production-like inline co-
evaporation system were analyzed. In the CIGS material, two significant defects (a minority defect
and a majority defect) were identified in the middle of the band gap, which represent potential
recombination centers. The minority defect showed a reduction of the defect density by a factor of
3 due to the PDT, while the majority defect was not affected by the PDT. This different behavior
could be attributed to the spatial origin of the defects. The defect influenced by the PDT is probably
located at grain boundaries, where the Rb mainly segregates. The second defect is homogeneously
distributed in the layer. The experimental results were verified by numerical simulations and
strategies for further development steps were elaborated.

In (Ag,Cu)(In,Ga)Se2 (ACIGS) solar cells, where a small amount of copper in CIGS is substituted
by silver, similar defects were measured as in CIGS cells, although an influence by a RbF PDT could
not be verified directly. This is largely due to a strong signal from a doping level which energetic
position and density systematically increase with the Rb content. While this signal dominates
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Abstract

the DLTS measurements of the ACIGS samples, it is not detectable in silver-free CIGS- samples.
However, when investigating ACIGS solar cells, a significantly different behavior in performance
and defect characteristics in dependence of the Rb amount was observed compared to CIGS solar
cells. The reason for this is a change in doping behavior and a detrimental energy barrier at the
CIGS / buffer interface. Again, the observed effects were proven by numerical simulations and the
results could be investigated for further efficiency improvements.
These results presented in this work demonstrate how numerical simulations and appropriate input
data, can be used to perform digital experiments, identify physical limitations, and analyze real-
world effects. In particular, by using robust input data, the losses occurring in a CIGS solar cell
can be determined, thus supporting experimental research and development.
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1 Introduction

These sentences were written exactly 10 months after Russia started its illegitimate war of aggres-
sion against Ukraine. As a result, Europe and a large part of the rest of the world have been pushed
from a pandemic crisis into an energy and economic crisis. Prices for heat, electricity, mobility
and even food increased massively. It has been once again made clear and called into people’s
minds what should have long been a social consensus. Namely, that the German, European and
worldwide energy industry is still too heavily based on the combustion of fossil fuels. The share
of renewable energies in electricity production in the Organisation for Economic Co-operation and
Development (OECD) countries was just below 30% [1]. In Germany, the share was just under
50% [2], which shows that in many other parts of the world the expansion of renewable energies
is significantly behind and must be massively accelerated, both in electricity production and in the
heat sector. The International Energy Agency (IEA) indicates a global increase in renewables of
3.78TW needed over the next five years to meet the NetZero scenario by 2050 [3]. An important
pillar in this transition is the expansion of photovoltaic (PV) technologies [4]. Several countries
and regions have released programs for the expansion of renewables, with PV playing an essential
role, like the U.S. inflation reduction act, China’s 14-years plan or the REPowerEU plan [5, 3, 6].

Based on these programs, it is obvious that the expansion of photovoltaics will be pushed forward
tremendously. Currently, the predominant technology is silicon wafer-based PV, which accounts
for a large part of the installed PV capacity [7]. However, thin-film photovoltaic (TFPV) has
several advantages compared to wafer-based silicon PV: First, the use of flexible substrates is
possible [8]. In addition, the amount of material used is very low, since the layers are very thin
in the µm range. This also means that the energy payback time is very low, which is achieved
by using efficient and energy-saving coating methods [9, 10]. An example of such a thin film
technology is Cu(In,Ga)Se2 (CIGS) photovoltaics. This technology has already reached market
maturity and various manufacturers are selling CIGS thin film modules commercially [11, 12, 13].
Despite the great progress made in recent years, there is still a great need to further increase
efficiencies, production costs and the carbon dioxide footprint of the production to keep pace with
silicon photovoltaics. However, before a technology can be applied to a module or production, it
must be developed on a smaller scale in the laboratory. One way to accelerate the development,
besides experimental work, is the use of numerical simulations. They allow not only to reproduce
experimental data, but also to make predictions and simulate experiments on the computer with
relatively little effort.

Therefore the main goal of this thesis was to build an accurate numerical model of a CIGS
heterojunction in order to support the process development. Herein, the semiconductor properties
of the used materials have to be known in detail in order to build up an exact model. Since the
numerical simulations show that the recombination of charge carriers at electrical defects is one
of the largest losses in CIGS solar cells, the exact knowledge of the defect properties in the CIGS
material is of highest importance. With the reproduction of the defects in the numerical simulation
it is possible to analyze the recombinationmechanismswithin the heterojunction precisely, quantify
the corresponding losses and to develop strategies to reduce this loss.

1



1 Introduction

For this purpose, a measurement procedure was developed within this thesis to measure the defects
in the CIGS material with Deep Level Transient Spectroscopy (DLTS). DLTS is a capacitive
method, which allows to measure the defect properties very precisely [14]. Since defects in CIGS
can have a variety of origins, CIGS layers from different deposition systems investigated in terms of
the inherent defects. In the combination of these DLTS measurements and numerical simulations,
dominant defects in the CIGS material can be measured, the influence of a so-called PDT step on
these can be shown, and the measurements can be reproduced in the simulation. Furthermore, an
outlook on the development could be given, which can be expected for further improvements of
the cells.

The work is structured as follows: First, the fundamentals of CIGS solar cells are briefly presented
in Chapter 2. An upper efficiency limit is introduced and loss mechanisms in the cell that lead to
this limit not being reached are discussed. Strategies used to reduce such losses are also discussed.
The chapter also gives a brief overview of the samples used in this thesis and the characterization
methods are described. Then, the methodology of the self-written simulation software is presented
in Chapter 3 and the allocation of losses in CIGS solar cells is explained. Herein the fundamental
problem of the Shockley-Read-Hall (SRH) recombination as dominant loss in CIGS solar cells
is addressed. The DLTS method is discussed in an own section in Chapter 4, as it was a central
point of this thesis. A detailed example of how to build a simulation model, use the results from
DLTS measurements as input data for the simulation and interpret the data is given in Chapter
5. Chapter 6 discusses fundamental DLTS measurements on gradient-free samples with different
alkali elements. These measurements can be considered as baseline measurements of the following
chapters. In Chapter 7, the influence of a RbF-PDT step on the defects measured by DLTS in a
CIGS layer from a fabrication-like system is shown and the results are reproduced in simulation.
In Chapter 8, one step further is taken and the effect of RbF-PDT on the ACIGS solar cell is more
systematically investigated. Again, the measurements are supported by simulations. Finally, the
work and its results are summarized in Chapter 9.
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2 Fundamentals of Cu(In,Ga)Se2 Solar Cells

This chapter gives an overview of the basic physics of Cu(In,Ga)Se2 (CIGS) solar cells. It starts
with the basic operation principle in Section 2.1, introduces a theoretical thermodynamic efficiency
limit in Section 2.2 and describes possible loss mechanisms in solar cells in Section 2.3. Section
2.4 summarizes strategies to reduce the corresponding power losses. In Section 2.5, the different
sample types, used in this work are described. lastly, in Section 2.6 all used characterization
techniques are described.

2.1 Basic Operation Principle of CIGS Solar Cells

CIGS solar cells are a thin film photovoltaic (PV) technology, with an active material containing
Cu, Ga, In and Se (sometimes Sulfur) building a chalcopyrite crystal structure [15]. Due to the
direct band gap of CIGS, providing a high absorption coefficient, layer thicknesses of 2 to 3 µm
are sufficient for the (almost) complete absorption of light. The CIGS layer is deposited on a
(commonly) Molybdenum (Mo) coated substrate, which can be glass or a flexible material like
polyamide or steel-foil [16, 17]. The Mo layer serves as back contact for the charge extraction.
The pn-junction is build with a thin film of a buffer material deposited on top of the CIGS
layer. The most common material is CdS, but also Cd-free materials are used, like zinc oxide
sulfide (Zn(O,S)) [18]. The layerstack is completed with two subsequent deposited transparent
conductive oxide (TCO) layers, shown in Figure 2.1 (A). The intrinsic zinc oxide (iZnO) supports
the formation of the pn-heterojunction and is simultaneously a protection against sputter damages
due to the subsequent layer of aluminum doped zinc oxide (AZO). The AZO serves as n-contact
for the charge extraction.
Since, the n-type doping of cadmium sulfide (CdS) or other buffer materials usually is significantly
higher, and the energetic bands are different to the CIGS bands, the junction can be described as a
pn+-heterojunction. The heterointerface between CdS and CIGS reveals a typical spike conduction
band offset (CBO), like illustrated in the band diagram in Figure 2.1 (B) for the unbiased and dark
case.
Incident photons with energies higher than the band gap energy of the CIGS are absorbed and create
electron-hole pairs by exciting an electron from the valence band into the conduction band. From
this point the charge carriers will diffuse to regions of lower concentrations (electrons towards the p-
doped region and holes towards the n-doped region). Nevertheless, a second force drives the carriers
into the opposite direction. Due to the absorption of photons and the corresponding excitation of
charge carriers, the electrochemical potentials of electrons and holes have been changed. The
gradient of these electrochemical potentials is the driving force of the drift current, separating the
charge carries. The superposition of drift and diffusion can be solved exactly using the equations
introduced in Chapter 3, resulting in an electrical current flow, which can be extracted from the
device.
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Figure 2.1: (A) Representative layer stack of a CIGS thin film solar cell and (B) the corresponding energy band diagram.

A JV-curve of a solar cell device can be obtained by changing the applied voltage (and therefore
the load resistance). The resulting curve can be described (within limits) by the one diode model
with following characteristic:

J(V ) = −Jph + J0

(
exp

(
q(V − J(V )rs)

ndkBT

)
− 1

)
+

V − J(V )rs
rsh

(2.1)

with the photocurrent density Jph, the reverse saturation current density J0, the charge of an
electron q, the ideality factor nd, the Boltzmann constant kB and the temperature T . The series
resistance rs and the shunt resistance rsh are zero and infinity, respectively, in the ideal case and can
be neglected on the material level. With this assumption, the diode equation for the semiconductor
pn-junction (without resistive effects) can be obtained:

J(V ) = −Jph + J0

(
exp

(
qV

ndkBT

)
− 1

)
(2.2)

From this characteristic, the prominent solar cell parameters short circuit current density JSC, open
circuit voltage VOC and fill factor (FF) can be derived: The JSC is defined as the negative current
density at zero voltage. The VOC is defined as the voltage of zero current. The maximum power
point (MPP) is defined by the voltage VMPP, where the power (density) gets maximum, defined by
the product PMPP = VMPP · JMPP. From the MPP the FF is determined the ratio [19, 15]:

FF =
VMPP · JMPP

VOC · JSC
. (2.3)

The power conversion efficiency (PCE) is defined as the ratio between the maximum generated
power and the incident radiative power of the AM1.5G solar spectrum at standard testing condition
(STC) (PIn):

PCE =
PMPP

PIn
=

VMPP · IMPP

PIn
=

FF · VOC · ISC
PIn

(2.4)

A nonuniform elementary composition is a common practice, resulting in a Ga/(Ga+In) (GGI)
grading, often in from of a double grading with increasing band gap towards the back contact and
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2.1 Basic Operation Principle of CIGS Solar Cells

towards the CdS interface. The band gap is dependent on the composition, where an increase of the
Gallium fraction (increasing GGI) leads to an increased band gap, like described in literature [20,
21, 22]. This band gap engineering has several advantages like reduced back contact recombination,
improved VOC and better band alignments between the CIGS absorber and the buffer layer [23, 21,
24]. Due to the graded band gap a definition of the band gap of the device is not straightforward.
Often an approach suggested by Kirchartz et al. is used, by taking the inflection point of the
photovoltaic quantum efficiency [25].

p-doped CIGSn-doped CdSTCO

C

WSCR

Displacement due 

to voltage bias

Figure 2.2: Schematic Illustration of the SCR at the heterojunction. The capacitance C can be described by assuming
a capacitor with the SCR edges as plates with the distance WSCR. Due to an external bias, the position of
the edges are shifting

Besides the current-density-voltage (JV) characteristic of a solar cell or a pn-junction, the
capacitance-voltage (CV) characteristic is of great interest in device characterization. In gen-
eral, the capacitance C of a CIGS solar cell device is defined by the capacitance of the pn-junction
and can be described equivalent to the capacitance of a simple plate capacitor, where the edges of
the space charge region (SCR) correspond to the plates [26]:

C =
ϵ0ϵrA

W
(2.5)

with the dielectric permittivity ϵ0, the material permittivity ϵr, the size A of the sample and the
width of the space charge region W . The principle idea is illustrated in Figure 2.2. Due to the
difference in doping of the highly doped CdS and the moderately doped CIGS layer, the SCR is
mainly located in the CIGS layer (indicated by the large shaded region in the CIGS layer and the
small shaded region in the CdS layer). The exact location of the SCR edges depent on the doping
of both materials and on the external voltage Vext. Therefore the width of the SCR follows:

W (Vext) =

√
2ϵ0ϵr
q

(
1

N−
A

+
1

N+
D

)
· (Vbi − Vext) . (2.6)

Herein q is the elementary charge, N−
A and N+

D are the density of acceptor and donor dopants,
respectively anUbi is the build-in potential of the diode [26]. Again, due to the difference in doping
of both participating materials, only the SCR edge within the CIGS layer is displaced by an external
voltage. This displacement due to a bias voltage, can be used to determine the doping density of
the CIGS layer. Therefore, the capacitance of the solar cell is measured for different bias voltages.
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2 Fundamentals of CIGS Solar Cells

By rearranging Equations 2.5 and 2.6 and assume an effective p-doping of the CIGS layer (only
N−

A ), following relation can be obtained [14]:

(
A

C

)2

=
2 (Vbi − Vext)

qϵ0ϵrN
−
A

(2.7)

Plotting (A/C)2 against Vext gives a straight line (in the ideal case, without pertubating influence
of deep defects or secondary pn-junctions and uniform doping profiles).The slope of the line relates
to the doping density N−

A and the interception with the voltage axis corresponds to Vbi

2.2 Theoretical Efficiency Limit of CIGS Solar Cells

A first approach of a fundamental efficiency limit can be defined by the Shockley-Queisser (SQ)
limit, taking into account the unavoidable losses of solar cells. The SQ limit is a thermodynamic
limit, predicting the maximum achievable efficiency in dependence of the absorber band gap.
Herein following assumption are made [27, 28]:

• Only photons with energies larger than absorber band gap are absorbed, according to a
step-like absorption profile with absorptance being 1 above the band gap Eg and 0 below.

• For each absorbed photon one electron-hole pair is created.

• Herein only the band gap energy can be used and the excess energy is lost due to thermal-
ization.

• The solar cell with a temperature 300K emitts radiation by itself due to radiative recombi-
nation, which is the only type of recombination, following Planck’s law [29].

• The carrier temperature is equal to the cell and ambient temperature.

• The contacts for charge extraction are perfectly selective, no ohmic losses occur.

From these assumptions, the JSC can be directly calculated via the integral over the photon Eneregy
E [25]:

JSC,SQ = q

∫ ∞

Eg

ϕsun(E)dE (2.8)

and the dark saturation current is given by the integral over the black body radiation ϕBB:

J0,SQ = q

∫ ∞

Eg

ϕBB(E, T = 300K)dE (2.9)

The Shockley-Queisser current-voltage curve then follows the equation

J = J0,SQ

(
exp

(
qV

kBT

)
− 1

)
− JSC,SQ (2.10)

The exponential term results from the voltage dependent emission due to radiative recombination
within the solar cell. In order to calculate the corresponding PCE, one has to divide the maximum
extracted power Pmax = −J(Vmax)Vmax by the incoming power density:
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2.3 Loss Mechanisms in CIGS Solar Cells

PCESQ(E) =
Pmax∫∞

0 Eϕsun(E)dE
(2.11)

The resulting efficiency over the band gap is illustrated in Figure 2.3, revealing a double maximum
at 1.2 eV and 1.4 eV with efficiencies about 33%. Additionally, the band gap region of CIGS,
which is possible due to adjusting the GGI ratio is shown in green. This region fits very well to the
maximum of the SQ curve, showing the potential of CIGS solar cells.
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Figure 2.3: Calculated SQ limit in dependence of the band gap for the AM1.5G spectrum.

2.3 Loss Mechanisms in CIGS Solar Cells

In addition to the fundamental and unavoidable losses discussed in the previous section, other
technological and avoidable losses occur in thin-film solar cells. This section gives an overview
of the most prominent loss mechanisms in CIGS solar cells. Herein the text is limited to those
mechanisms which are considered in the numerical simulations, as well. Resistive losses, shading
losses due to metallization grids and shunting effects are not considered. Figure 2.4 gives an
illustration of the losses, following the path of light. In the following, the occurring losses are
divided into optical and electrical losses.

2.3.1 Optical Losses

The optical losses on material level can be divided into three parts: reflectance loss, absorption
loss and transmittance loss. The reflectance loss occurs at every material interface with different
refractive indices. The resulting reflectance is influenced by the whole layerstack and can be
calculated by analytical approaches like the transfer-matrix method (TMM). A common strategy
to minimize reflectance losses is the evaporation of an anti-reflective coating (ARC) layer on top of
the layer stack, containing of a transparent material with a suitable refractive index. In the CIGS
research, a standard ARC material is magnesium fluoride (MgF2).
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Figure 2.4: Illustrated of possible (and in the simulation considered) losses in CIGS solar cells on the material level.

The (parasitic) absorption takes place in layers before the actual active CIGS layer, absorbing a part
of the incident light before it enters the CIGS. This part of the light is lost for the creation of electron
hole pairs in the absorber layer. For thick, incoherent layers like glass substrates or encapsulating
materials, the absorption loss is calculated via the Lambert-Beer law. For layerstacks, containing
of thin layers in the range of the wavelength of the incident light, the absorptance have to be treated
with methods like TMM in order to account for thin film interferences.
Lastly, the incomplete absorption or transmittance, denotes that part of light, which is not absorbed
by the CIGS. This can be for example, due to an absorber thickness being to small.

2.3.2 Electrical Losses

The electrical losses on the material level are only due to recombination processes. The most
prominent loss mechanism herein, is the Shockley-Read-Hall (SRH) recombination via defects,
resulting in reduced carrier lifetimes and therefore reduced performance. The basic equation of the
recombination rate is given by [30]:

RSRH =
np−N2

intr

τp(n+ nref) + τn(p+ pref)
(2.12)

and is discussed in more detail within Section 3.2.5 of the numerical implementation of the SRH
recombination. The SRH recombination process is a two-step process, where an electron from the
conduction band and a hole from the valence band are captured by a defect. Figure 2.5 shows the
four possible processes of electron capture (1), electron emission (2), hole capture (3) and hole
emission (4). Two capture processes (of an electron and a hole) result in a recombination of the
charge carriers [30].
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2.3 Loss Mechanisms in CIGS Solar Cells

Figure 2.5:Within the SRH statistics four different states are considered. Process (1) is the capture of an electron by
a defect state, process (2) the corresponding emission. Process (3) and (4) are hole capture and emission,
respectively. A recombination event of an electron and a hole is the combination of two subsequent capture
processes, shown on the right. Taken from [30]

The probability for a recombination process, and therefore the recombination rate is depending
on the fundamental quantities of a defect: the energetic position within the band gap, the defect
density and the capture cross section of electrons and holes. Depending on the energetic position
within the band gap of the material, a defect is either defined as a shallow defect or a deep defect.
Shallow defects (near the bandsET−EV ≲ kBT ) may slow down the carrier transport (by trapping
and releasing) or can even contribute to the effective doping. Deep defects (ET − EV > kBT )
capture carriers from the band and, due to the energetic distance to the bands, the probability for
an excitation into the band is fairly low [30, 31].
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Figure 2.6: Defect levels in CuInSe2 (CIS) and CuGaSe2 (CGS) calculated by density-functional theory (DFT) simula-
tions and interpolated defects levels for CIGS with GGI = 0.3. “III“ indicates a group III element with In
for CIS, Ga for CGS and either In or Ga for CIGS. The illustration is adapted from [32], data are taken from
Wei et al. [33] and Zhang et al. [34]
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Defects in CIGS absorber materials can have a variety of origins, due to the polycrystalline nature
of the material and the stoichiometric variations[35]. Typical types of defects are vacancies (e.g.
Cu vacancies VCu, which are partly responsible for the p-type doping in CIGS solar cells [36]),
interstitial atoms in the host crystal lattice, atom substitutions (e.g. an In atom on a Cu position
InCu [22]), stacking faults or edge dislocations [26]. Furthermore, in CIGS defect complexes
like the (VSe +VCu) or (2V−

Cu + In2+Cu) have been observed [37, 38, 34]. Figure 2.6 gives and
overview of calculated defects level in CIS and CGS [33, 34]. Additionally the interpolated defect
levels of CIGS with a GGI of 0.3 are shown [32].

Further bulk recombination mechanisms are the radiative and the Auger recombination. The ra-
diative recombination is a fundamental recombination process. Although it is already considered
in the SQ theory, an “extra“ radiative recombination takes place due to a radiative recombination
coefficient which does not equal the corresponding coefficient of a black body and due to non-step-
like absorptance profiles [25].
The Auger recombination is getting more important for highly doped semiconductors like in
silicon solar cells [39]. The Auger recombination is a three particle process, where an electron in
the conduction band gives it’s energy to another electron in the conduction band and recombines
with a hole in the valance band. The second electron afterwards gets back to the conduction band
edge by thermalization [40].

Furthermore, recombination can take place at interfaces and surfaces. The surface recombination
is often assigned to the recombination due to dangling bonds at semiconductor surfaces. In the
numerical modelling of semiconductor devices, the surface recombination is commonly described
via the the surface recombination velocity (SRV) of electrons and holes at the contacts of the device
and is used as a boundary condition for the simulation [41].
In this thesis, surface and interface recombination are distinguished, where interface recombina-
tion is defined as a recombination at interfaces within the device and not at terminating surfaces
like contacts. The interface recombination can be described by the SRH recombination as well,
with the difference, that the trap density is in units of cm−2 instead of cm−3 like for the bulk
recombination. Technologically, both, the surface and interface recombination can be reduced by
suitable passivation strategies [42].

2.4 Pathways to Improve the Efficiency

This section discusses two main approaches in CIGS deposition to improve the performance. First,
the role of alkali elements is discussed. Herein a special focus lies on the effect of alkali-post-
deposition treatment (PDT) processes. In the second part the improvements due to the addition of
silver to the CIGS alloying are discussed. Next to these strategies, other improvement strategies
have been developed within the last decades, like the accurate control of the Ga-content of the
CIGS layer and the corresponding development of the so called double grading of the CIGS band
gap towards the CdS layer and the back contact. In order to reduce the optical reflection losses of a
device, a common improvement strategy is the application of an anti-reflection coatings [15]. Due
to the scientific relevance, this section is limited to the discussion of alkali elements in CIGS layers
and the alloying with silver.
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2.4 Pathways to Improve the Efficiency

2.4.1 Alkalis in CIGS

Alkali elements play an important role in CIGS solar cells, since the unintentional incorporation
of sodium in the CIGS layer lead to an improvement of the cell performance [43]. This diffusion
of Na into the CIGS is nowadays utilized in the preparation of the devices, or is replaced by more
controllable methods like a PDT step or a precursor approaches [44]. Independent of the method
of introducing Na into the CIGS layer, the sodium in the CIGS increases the hole concentration.
Although the exact dopingmechanism is still an ongoing discussion, it is assumed, that the formation
of NaIn and NaCu plays a decisive role [45, 46]. Furthermore, the main part of the incorporated
sodium is found at grain boundaries (GB) and interfaces. The amount of sodium in the grain
interiors (GIs) and the amount of sodium at the GBs depends strongly on the Cu/(Ga+In) (CGI)
ratio of the CIGS [47, 48].
This situation can even change, if some additional alkali elements are introduced into the CIGS
layer. In all of the recent world records of CIGS solar cells, a PDT step with alkali-fluorides of
heavy alkali elements like potassium, rubidium or cesium have been applied in addition to the Na
incorporation [49, 50, 51]. Also the introduction of heavy alkali elements can increase the doping
density [52, 53, 54, 55] with a beneficial effect on VOC. Herein, an exchange mechanism with Na
atoms plays an important role, where the Na is pushed into the grains or towards the surface. The
replacement by the secondary alkali leads to a reduction of the overall sodium concentration in the
layer [53, 56, 54, 57]. Since heavier alkalies more unlikely diffuse into the GIs, they rather segregate
at the grain boundarys (GBs) [58]. This was confirmed by different experimental measurements
like atom probe tomography (APT) [59, 60, 61]. Furthermore, it is assumed that additional alkali
elements can reduce the recombination at GBs by the passivation of defects [62, 52, 63, 55, 64].
Again, the exact mechanisms can depend on the stoichiometry of the CIGS.
In addition, PDT steps can induce the formation of secondary phases like KInSe2 (KIS) or RbInSe2
(RIS) on the Cu- and Ga-depleted CIGS surface [57, 65, 66, 67, 68]. Theoretical calculations
revealed, that the formation enthalpy of a AInSe2 phase with A = Na, K, Rb and Cs is the lowest
for all possible secondary phases [58]. Lepitit et al. suggested following mechanism: the alkali
atoms occupy copper vacancies and Cu-sites and push copper into the layer. At the same time, Ga
diffuses to the CIGS surface and forms GaF3, which is washed away afterwards [57]. Regardless
of the exact mechanism, the formation itself and the effect of such a secondary phase is strongly
discussed in literature.

2.4.2 Silver Alloying in CIGS

The substitution of parts of copper by silver in CIGS solar cells shows an increasing interest in the
last years. In themeantime, high efficiency devices have been already demonstrated [69, 70, 71, 72].
There are several reasons to use silver-alloyed CIGS for high efficiency solar cells. It is assumed that
silver is reducing or passivating defects in the absorber layer [73, 70, 74]. Yang et al. showed data,
where (Ag,Cu)(In,Ga)Se2 (ACIGS) devices indeed revealed a higher carrier lifetime, compared
to CIGS devices. Another point is the reduction of the Urbach energy, reported by different
groups [75, 76]. Additionally, silver affects the energetic band configuration of the CIGS absorber.
Theoretical calculations revealed, that both, valence and conduction band are shifting downwards
with the addition of silver, resulting in higher band gaps and higher chemical potentials [77, 20].
Erslev et al. experimentally confirmed the effect on the band gap [76]. From a technical point
of view the use of ACIGS is of high interest, because ACIGS can be grown at lower temperature,
compared to CIGS, due to a reduced melting point [78, 79, 70]. Larger grains and smoother
surfaces make ACIGS an appropriate bottom cell in tandem devices [70, 78, 80, 81].
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Nevertheless, the use of ACIGS instead of a silver-free CIGS absorber results in some new chal-
lenges, as well. First, silver enhances the elemental intermixing during the ACIGS growth, resulting
in a flattened GGI profile. Therefore, obtaining the well established band gap profile with double
grading and notch is more difficult [82, 71]. Additionally, the diffusivity of alkali elements depends
on the silver content in CIGS. Aboulfadl et al. showed DFT simulations, which reveal an increasing
solubility of alkali elements with increasing silver content. Furthermore, silver affects the surface
of the absorber layer. Donzel-Gargand et al. report a highly Cu-depleted ACIGS surface, precon-
ditioning the formation of an Alkali-In-Se phase [83, 84]. Furthermore, the changes in the CIGS
surface affect the growth of the subsequent buffer layer [85, 77]. Both, the formation of secondary
phases at the ACIGS surface and the influence on the buffer growth can have a large impact on the
heterojunction and therefore on the device performance.

2.5 Cells Used in This Work

This section describes the different samples used in this work in order to verify the developed
numerical model. Some investigations base on samples from a laboratory evaporation systems like
Chapter 6 or Chapter 5. The main investigations are performed on samples from a production-like
multi-stage co-evaporation system (Chapters 7 and 8). Table 2.1 gives an overview of the used
samples and the corresponding preparation methods. The Sections 2.5, 2.5 and 2.5 give more
details on the properties of the three different sample types and the corresponding preparation
methods.

Note: The sample preparation was conducted by the MAT-Team at Zentrum für Sonnenenergie-
und Wasserstoffforschung Baden-Württemberg (ZSW). The planning of the experiments and the
selection of the samples was carried out by the author.

Research Tool High Efficiency Line Industrial Scale
Method Static one-stage

co-evaporation
Static multistage
co-evaporation

Dynamic multistage
inline co-evaporation

Substrate Soda lime glass and
ZrO

alkali-aluminosilicate
glass

Soda lime glass

Grading uniform, without band
gap grading

pronounced double
grading

(smooth) double
grading

PDT without, NaF, KF, RbF RbF without, RbF
Table 2.1: Overview of the investigated samples and their corresponding preparation methods.

Uniform Band Gap Samples for Alkali Analysis

Note: The sample preparation was conducted by Alexander Eslam and Roland Würz from the
MAT-Team at ZSW.
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The samples discussed in Chapter 6 are prepared in a laboratory evaporation system with a single
stage process, where the co-evaporation of all elements is conducted at the same time. An accurate
control of the system, allows to grow samples with a homogeneous element distribution within
the layer depth, with no compositional change. These samples represent a simplified CIGS solar
cell. For the investigations on alkali elements, the samples were grown on ceramic zirconium
oxide (ZrO) substrates, preventing any diffusion of alkali elements into the deposited layers during
the growth. Thus, a separated view on the PDT process, without an influence of the alkali elements
from the substrates is possible and the view on the effect of single different alkali elements, as well.
In the presented work, following samples on ZrO substrates have been investigated:

• no PDT: a sample with neither alkali elements from the substrate, nor from a PDT step after
the CIGS deposition. This sample serves as the alkali-free reference

• NaF-PDT: aCIGS sample, containingNa due to an in-situ PDT step after theCIGSdeposition.
No other alkali element is present in a significant amount

• KF-PDT: A CIGS sample, containing only K due to an in-situ PDT step after the CIGS
deposition. No other alkali element is present in a significant amount

• RbF-PDT: a CIGS sample, containing only Rb due to an in-situ PDT step after the CIGS
deposition. No other alkali element is present in a significant amount

The analyzed samples are from two different evaporation batches. Batch I includes the alkali-
free sample, the NaF-PDT sample and the KF-PDT sample. Batch II includes the RbF-PDT
samples. In both cases an alkali-free sample and a sample on standard soda-lime glass (SLG)
were prepared as references. The sample layerstack is the standard CIGS setup with approx. layer
thicknesses: Substrate/500nmMo/2000nm CIGS/50nm CdS/100nm ZnO/250nm AZO. The active
area of 0.5 cm2 was prepared by mechanical scribing.

High Efficiency CIGS Solar Cells

Note: The sample preparation was conducted by Philip Jackson and Stefan Paetel from the MAT-
Team at ZSW.

The CIGS sample for the DLTS measurements in Chapter 5 is from the high efficiency line
from ZSW, where several world records have been fabricated e.g. [49, 51]. The process is a
multi-stage co-evaporation within the static system, depositing a thick CIGS layer of 2.5 to 3 µm
with subsequent rubidium fluoride (RbF)-PDT and with a thin CdS layer (30 to 50 nm) on top.
The sample uses a reduced CdS thickness compared to the standard layerstack, zinc magnesium
oxide (ZMO) instead of iZnO as intrinsic TCO and an increased thickness of the metallization
grid. The active area definition was conducted by a lithographical process. Additionally, an ARC
layer of MgF2 was deposited on top in order to minimize reflection losses.

CIGS Solar Cells from an Industrial Scale Co-evaporation System

Note: The sample preparation was conducted by Rico Gutzler, Stefan Paetel and Co-workers from
the MAT-Team at ZSW.

Investigation of CIGS samples of Chapter 7 and on ACIGS samples of Chapter 8 are conducted
on samples from a fabrication-like inline system for the coating of large area devices and small
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2 Fundamentals of CIGS Solar Cells

modules. The process is a multi-stage co-evaporation process of the elements. In case of ACIGS,
silver is deposited parallel to copper. The standard RbF-PDT is performed in-situ in the last
chamber of the inline tool with slight Se-background. All samples have been grown on SLG with
the standard layerstack SLG/500nm Mo/2000nm (A)CIGS/50nm CdS/100nm ZnO/250nm AZO.

For the CIGS investigation, samples from two different evaporation batches have been used. In
both cases the only variation of the samples was the application of a RbF-PDT or not. The samples
with and without Rb have been grown in the same CIGS-evaporation. The nominal RbF source
temperature was 520 °C.

• Batch I: variation with/without RbF-PDT

• Batch II: variation with/without RbF-PDT

For the ACIGS investigations, in summary three different batches have been fabricated, each with
a variation of the RbF source temperature. Within each variation, all samples have been grown
in the same CIGS evaporation run, and thus except the RbF supply, no parameter was changed.
Among the variations, the (Ag+Cu)/(Ga+In) (ACGI) of the samples was changed:

• Variation I: Sample with ACGI = 0.77, variation of the RbF source temperature from 460 °C
to 580 °C in steps of 30 °C

• Variation II: Sample with ACGI = 0.81, variation of the RbF source temperature from 460 °C
to 580 °C in steps of 30 °C

• Variation III: Sample with ACGI = 0.88, variation of the RbF source temperature from
450 °C to 570 °C in steps of 30 °C

Fabrication Steps to Complete CIGS Solar Cells

This section explains the standard process needed to complete the CIGS solar cells. After the
CIGS deposition, the surface is cleaned by a rinsing step with an aqueous solution to wash away
the not incorporated Rb, RbF and other residuals from the surface. In a further solution based
step, the buffer layer CdS is deposited by a thiourea based chemical bath deposition (CBD)
process. A detailed description and a reaction scheme of the process can be found in the literature
[86]. Afterwards a layer of high-resistivity zinc oxide (ZnO) or ZMO is deposited by a radio
frequency (RF) magnetron sputtering process in an inline sputtering tool. In the same sputtering
system, the transparent conductive AZO is sputtered on top by a direct current (DC) process (in
case of high efficiency cells RF-process). A metal grid is deposited on top by electron-beam
evaporation. The area definition is conducted either by mechanical or by laser scribing.

2.6 Basic Characterization Techniques Used in This Work

This section describes the used characterization techniques for solar cell devices and thin film
characterization.

14



2.6 Basic Characterization Techniques Used in This Work

Standard Device Characterization Methods

Current-voltage Measurements Current-voltage (IV) measurements have been performed with a
4-terminal sensing under AM1.5G, one sun, 25 °C STC with a WACOM Class A (IEC-60904-9)
solar simulator and with previous light soaking for 10min at STC, as well. All currents can be
recalculated into the corresponding current densities via the lateral size of the cell.

External Quantum Efficiency Measurements For external quantum efficiency measurements of
selected cells a Bentham PVE300 setup was used. The measurements were conducted with white
bias light and in a wavelength range from 300 to 1300 nm in steps of 5 nm. The setup was calibrated
with reference silicon (300 to 1100 nm) and germanium (800 to 1600 nm) solar cells prior to the
actual measurements.

Capacitance Voltage Measurements for the Determination of Doping
Densities

CV measurements have been performed with the cryogenic setup, described in Chapter 4 in more
detail, and PhysTech Hera DLTS system [87] in dark, at room temperature and at 200K in order to
test the sensitivity of the measurements to temperature changes. For all samples only small changes
in the measurements and the resulting effective doping are observed, thus calculations using the
room temperature value are reasonable. The standard measurements have been conducted in a
voltage range between −1 to 0.6V, with a measurement frequency of 1MHz and an effective
probing voltage of 100meV. The value for the doping density was extracted by the slope of a
linear regression fit on the undisturbed part of a Mott-Schottky plot.

Time of Flight-Secondary Ion Mass Spectroscopy Measurements for
Composition Profiling

time of flight secondary ion mass spectroscopy (ToF-SIMS) measurements were done by a ToF-
SIMS5 from Iontof. The analyzing source is a 30 keV bismuth (Bi) ion beam; the sputtering source
a 2 keV cesium (Cs) ion beam. The analyzed region had a smaller size than the sputtering crater
to avoid crater edge effects, which diminish depth resolution. The matrix elements Ag, Cu, In, Ga,
and Se were quantified based on measurement of the Cs-cluster signal (e.g. CsAg+, etc), which is
less prone to matrix effects than the direct single-ion signal, and the profile is normalized to agree
with the composition determined by X-ray fluorescence spectroscopy. The alkali elements are
quantified using a pre-determined factor to account for the effects of the matrix on the ionization
probability of the alkali element. The factor is based on measurements of special samples with a
defined implantation profile for the alkali ions. More information can be found in [88, 89, 90].
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3 Fundamentals of Numerical Simulation of
Solar Cells and Building up a Simulation Tool

Herein the electronic Drift-Diffusion Simulation was written by the author, the meshing 2D al-
gorithm was written by Mario Zinßer and the optical simulation in form of the transfer-matrix
method (TMM) and the 1D meshing algorithm were written in collaborative work of Mario Zinßer
and the author.

This chapter describes the numerical methods used in the presented simulation software on semi-
conductor level in order to develop a numerical simulation model for Cu(In,Ga)Se2 (CIGS) solar
cells. The aim is to develop a model in order to allocate the occurring loss mechanisms and find
the dominant loss paths herein. First, a short overview of the meshing methods is given. After
that, the basic set of equations is introduced in 3.2.1, which is adapted for numerical treatment
in section 3.2.2. Section 3.2.4 shows further improvements to the basic equations to increase
the numerical stability. Afterwards additional implementations are discussed. First, in Section
3.2.3 a detailed look on the implemented recombination processes is made. Second, in Section
3.2.5 all implementations are presented, which are necessary to treat more complex structures like
heterojunctions etc. The solving of the whole set of introduced equations is explained in section
3.2.6 and in Section 3.2.7 the possibilities of boundary conditions are presented.
Section 3.3 describes the used optical models.
In the end the applications of the fundamental methods are introduced: Section 3.4 explains
the external quantum efficiency (EQE) simulation, Section 3.5 introduces the method of reverse
engineering fitting (REF) and Section 3.6 the used loss analysis approach.

3.1 Mesh Generation

In order to perform a numerical simulation of a given geometry, it is necessary to divide simulation
domain in finite elements. Each finite element is defined by a node (or mesh point) and a
shell (defined by the borders to all neighboring finite elements). The predefined (like values of
mobilities, band gaps etc.) and calculated properties (like electrical potential, carrier densities etc.)
are assigned to the mesh points. The enclosed area of the finite element has the same properties
assigned to the corresponding mesh point and is not changing within this area. In the presented
software implementation, the possibilities of using a 1D or a 2D Mesh is implemented. Both
possibilities are explained in the following two paragraphs.

1D Quasi-equidistant Mesh
The simplest case of a mesh in one dimension is a mesh of equally distributed mesh points over
the whole simulation domain. This would end up with difficulties at the interface between two
neighbouring materials or regions. Therefore, the meshing algorithm firstly sets the mesh points
directly at geometry defining structures. After this, the rest of the mesh points are added with
respect to the initial points. In order to avoid numerical problems, a "quasi-equidistant" approach
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Figure 3.1: Illustration of the resulting (A) 1D and (B) 2D meshes, created with the implemented meshing algorithms.

was used, where the mesh point are first set at equivalent distance to each other and are shifted
afterwards by a random factor. Herein the maximum random shift was limited to half the distance
of the equidistant mesh dbulk. Figure 3.1 (A) illustrates the basic idea of the "quasi-equidistant" 1D
mesh. Part 1) illustrate the equidistant mesh with a constant distance of dbulk. After the random
shifting of the points (Part 2)), the distances between two nodes are randomly distributed as well and

the value is calculated via the Pythagorean theorem hk,k+1 =

√(
(xk+1 − xk)

2 + (yk+1 − yk)
2
)

[91], which is trivial in the 1D case, but can be used and extended in 2D and 3D meshes. The mesh
points next to a material interface are placed in a way, that the distance to the interface is a factor
of 50 smaller than the distance between two mesh points in the equidistant case.
The control volume of the k-th node is defined by the area of the polygon in 2D and the distance of
the node boundaries in 1D: |ωk| = xk+xk+1

2 − xk−1+xk

2 . The node boundaries are defined by the
perpendicular bisector of the connection between mesh points xk and xk+1 [92]. This approach
can be transferred to the 2D mesh.

2D Delauney-Voronoi Mesh
Figure 3.1 (B) illustrates the situation in a 2D Delaunay-Voronoi mesh, which is used for 2D
simulation models. This mesh is build up by triangles (Delaunay mesh) and the corresponding
dual graph is called a Voronoi diagram (shown in Figure 3.1 (B)) [93]. As in the 1D case,
distances between mesh points (hk,k+1) and control volumes (|ωk|) can be defined. Furthermore
the relation between mesh point borders and the perpendicular bisector between two mesh points
is valid. This is achieved by the use of a Delaunay triangulation in combination with a Bower-
Watson algorithm [94]. Similar to the 1D case, first all contour patterns are described by a new
method of cohesive mirror points, illustrated in the zoomed-in part in Figure 3.1 (B). Afterwards
the remaining simulation domain is filled with further mesh points . A detailed description of the
meshing algorithm can be found in the PhD-Thesis of Mario Zinßer [95]. The big advantage of the
resulting Delaunay-Voronoi mesh is, that current flows between mesh points can be described as
perpendicular across the borderlines of the finite elements. This can be utilized in the numerical
description of the basic semiconductor equations, introduced in Section 3.2.
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3.2 Drift-diffusion Model for the Simulation of Solar Cells

3.2.1 The van Roosbroeck System

The basic set of equation to describe the steady state behavior of a system, called Van Roosbroeck
System [96]:

∇ · (ϵ∇ϕ) = −ρ/ϵ0 (3.1a)
∇ · Jn = −q(G−R) (3.1b)
∇ · Jp = q(G−R) (3.1c)

where Equation 3.1a is called Poisson’s equation which can be obtained from the first Maxwell’s
law [97]. Equations 3.1b and 3.1b are the continuity equations for electrons and holes, respectively.
ϵr is the dielectric permittivity , ϵ0 is the vacuum permittivity, ϕ is the electrostatic potential, ρ is
the local charge density, q is the absolute value of the charge of an electron, G is the generation
rate density of electron-hole pairs and R is the corresponding recombination rate density[98]. The
current of electrons Jn and holes Jp can be described by following equations:

Jn = −qµnn∇ϕ+ qDn∇n = −qµnn∇φn (3.2a)
Jp = −qµpp∇ϕ− qDp∇p = −qµpp∇φp (3.2b)

where n is the electron density, p is the hole density, µn,p are the electron and hole mobilities,
respectively and Dn,p are the diffusion coefficients which satisfy the Einstein relation Dn,p =
kBTµn,p/q with the Boltzmann constant kB and the temperature T . The right hand side of
equations 3.2a and 3.2b implies, that the negative gradients of the quasi Fermi potentials φn and
φp are the driving forces of the currents [92]. The local charge density is defined as:

ρ = n+ p+ C (3.3)

The Equations 3.1 build a set of coupled nonlinear ordinary differential equations due to the carrier
densities dependence on the potentials:

n = NCexp

(
q(ϕ− φn)− EC

kBT

)
(3.4a)

p = NVexp

(
q(φp − ϕ) + EV

kBT

)
. (3.4b)

Equations 3.4 are written in form of the Boltzmann approximation, which is valid for non-
degenerately doped semiconductors. An extension of this approximation is the formalism via
the Blakemore approximation or the Fermi-Dirac statistics (see section 3.2.1.1). The value of the
doping C in equation 3.3 can be calculated by the difference of positive (donator) and negative
(acceptor) charged dopants: C = N+

D −N−
A . EC,V denotes the minimum of the conduction band

and the maximum of the valence band, respectively, NC,V denotes the corresponding effective
density of states (DOS) [98, 92].
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3.2.1.1 Carrier Statistics beyond the Boltzmann-approximation

In section 3.2.1 the equations 3.4 were introduced to describe the carrier concentration within a
semiconductor, depending on the distance of the quasi-fermi level to the corresponding band edge
(EC for φn and EV for φp). For high doping values, more accurate statistics have to be used. For
the following discussion the terms of ηn and ηp are introduced. They are defined as the argument
in the exponential function of equations 3.4:

ηn =
q(ϕ− φn)− EC

kBT
(3.5a)

ηp =
q(φp − ϕ) + EV

kBT
(3.5b)

In case, when differentiation between the electron and hole term is not necessary, η without an
index is used. In the following, only equations for electrons are given, while the formulation for
holes can be equally derived. Equation 3.5a can be used to describe the electron density as a
product of the effective DOS and a distribution function F (η):

n(η) = NCF (η) (3.6)

For 3D bulk semiconductors with parabolic energy bands the statistical distribution function for
charge carriers is given by the Fermi-Dirac integral, which gives the exact result in the borders of
assumption. For reasons of simplification, in terms of computational effort, often approximations
of this integral are used. The already mentioned Boltzmann distribution is one possibility, another
possibility is the Blakemore-distribution [99]. Herein, the Blakemore-statistic has a larger range
of validity compared to the Boltzmann-statistic, but the latter has great computational advantages
due to their exponential form. The distribution functions are summarized in Equation 3.7:

F (η) =
2√
π

∫ inf

0

ξ1/2

exp(ξ − η) + 1
dξ (3.7a)

F (η) =
1

exp(−η) + 0.27
, η ≤ 1.3 (3.7b)

F (η) = exp(η), η ≤ −2 (3.7c)

As indicated in equations 3.7b and 3.7c, both approximations only have a limited range of validity
regarding η. While the Blakemore approximation is only valid for η values lower than 1.3, the
Boltzmann approximation is valid for values below −2. Figure 3.2 (A) shows the difference of the
Fermi-Dirac statistic in comparison to Blakemore and Boltzmann statistic. Graph (B) visualizes
the range of validity in relation to the doping density of the semiconductor. It can be seen, that
the Boltzmann statistic is valid for values up to approx. 1·1017 cm−3. For higher values the
error between the approximation and the correct values of Fermi-Dirac is getting larger. The
Blakemore approximation can be used for doping values up to 1·1018 cm−3. In summary, the
Boltzmann approximation can be used in numerical simulation for calculations excluding materials
with doping values around 1·1020 cm−3 [100]. But for most applications the usage of Boltzmann
statistics is reasonable or the error is negligible. The following derivation of discretization and other
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Figure 3.2: (A) Plot of different carrier statistics and approximation in dependence of η and (B) visualization of the
corresponding ranges of validity in relation to the doping density.

descriptions like Shockley-Read-Hall (SRH) recombination are only in the scope of the Boltzmann
approximation. For the usage of Fermi-Dirac statistics, extra formulations are necessary.

3.2.2 Discretizing the van Roosbroeck System

In order to use the Equations 3.1 for semiconductor simulations, several reformulations have to
be applied in form of their discretization. As described in Section 3.1, for the purpose of drift
diffusion simulations, a given geometry is divided into nodes xk with control volumes |wk| and
distance between neighboring nodes k and k+1 hk,k+1. Via this nodal description , the Fundamental
Theorem of Calculus and the method of central finite differences the Poisson’s equation can be
rewritten in the differential form. Via an integration and the multiplication of a suitable integrating
factor, the continuity equations in 3.2 can be rewritten in the form of Scharfetter-Gummel [101]:

j
n;k,k+1

= −qµnUT

hk,k+1

[
B

(
−ϕk+1 − ϕk

UT

)
nk −B

(
ϕk+1 − ϕk

UT

)
nk+1

]
(3.8a)

j
p;k,k+1

=
qµpUT

hk,k+1

[
B

(
ϕk+1 − ϕk

UT

)
pk −B

(
−ϕk+1 − ϕk

UT

)
pk+1

]
(3.8b)

Due to readability, the vector notation is omitted in the following. In the given form, these equations
are only valid in the range of the Boltzmann approximation, but there are extension for an arbitrary
carrier distribution function.

The function B(x) represents the Bernoulli equation in the form of:

B(x) =
x

ex − 1
(3.9)
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Finally, the van Roosbroeck system is obtained in its discrete form in one dimension :

0 = ϵ0ϵr

(
1

hk,k+1
ϕk+1 −

[
1

hk,k+1
+

1

hk−1,k

]
ϕk +

1

hk−1,k
ϕk−1

)
− q (Ck + pk − nk) |ωk|

(3.10a)
0 = jn;k,k+1 − jn;k−1,k − q (Gk −Rk) |ωk| (3.10b)
0 = jp;k,k+1 − jp;k−1,k − q (Gk −Rk) |ωk| (3.10c)

where ϕk denotes the electrostatic potential at a node k and jn;k,k+1 the electron current from
node k into node k+1 in Scharfetter-Gummel form. This nomenclature can be extended to all
other quantities. Rk is the recombination rate in node k, which can be subdivided into different
recombination mechanisms (see 3.2.3). Gk gives the generation rate of charge carriers, given by
the used optical model (see Section 3.3). Additionally it has to be mentioned that nk and pk and
Rk can also depend on the potentials ϕ, φn and φp. The detailed derivation of the discretized
equations can be found in literature [92].

For an arbitrary dimension, the following form can be used:

0 =
∑

wlεN (ωk)

(
−ϵ0ϵr|∂ωk ∩ ∂ωl|

ϕl − ϕk

hk,l

)
− q|ωk| (Ck − nk + pk) (3.11a)

0 =
∑

wlεN (ωk)

(|∂ωk ∩ ∂ωl|jn;k,l)− q|ωk| (Gk −Rk) (3.11b)

0 =
∑

wlεN (ωk)

(|∂ωk ∩ ∂ωl|jp;k,l) + q|ωk| (Gk −Rk) (3.11c)

These equations represent a summation of the potential differences (3.11a) and current flows (3.11b,
3.11c) between the node k and all neighbouring elements (ωl). Herein the term |∂ωk ∩ ∂ωl| is the
length of the boundary line segment (between ωk and ωl).

3.2.3 Numerical Description of Recombination Processes

The following section will introduce the recombination processes of radiative, SRH and Auger
recombination implemented in the software. In general the recombination rate R in Equations
3.11b and 3.11c can be written as:

R(n, p) = r(n, p)
(
np−N2

intr

)
(3.12)

with the intrinsic carrier density Nintr. This equation is only valid in the scope of the Boltzmann
statistics. Herein the recombination coefficient r(n, p) can be split up into single recombination
rates for each recombination type: rradiative as radiative recombination coefficient, rSRH as SRH
recombination coefficient and rAuger as Auger recombination coefficient:

r(n.p) = rradiative(n, p) + rSRH(n, p) + rAuger(n, p) (3.13)
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3.2 Drift-diffusion Model for the Simulation of Solar Cells

The radiative recombination rate is a material specific parameter, without any further dependency
of the charge carrier densities n and p. For CIGS the value of rradiative is in the range of
1·10−10 cm3/s is used in simulations [102, 103].

In case of theAuger recombination, the corresponding coefficient has a dependence on the charge
carrier densities, described by [40]:

rAuger(n, p) = Cnn+ Cpp (3.14)

A typical range for Cn and Cp is around 1·10−32 cm6/s [104].
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Figure 3.3: Illustration of the influence of changing trap density on the (A) position dependent recombination rate within
a pn-junction and (B) the resulting JV-curves.

At last, the SRH recombination is the most important recombination type, responsible for a
significant power loss in several solar cell technologies [30]. The SRH recombination coefficient
can be described by:

rSRH(n, p) =
N∑
i

(
1

τp,i(n+ nref,i) + τn,i(p+ pref,i)

)
(3.15)

where the sum over i indicates the summation over multiple single defects N . The reference (or
auxiliary) densities nref,i and pref,i gives the amount of active traps and depends on the energetic
position ET,i, with respect to the intrinsic fermi level Eintr:

nref,i = NC exp

(
−
EC − ET,i

kBT

)
= n exp

(
∆ET,i

kBT

)
(3.16a)

pref,i = NV exp

(
−
ET,i − EV

kBT

)
= p exp

(
−
∆ET,i

kBT

)
(3.16b)

the single electron and hole lifetimes τn,p;i are calculated via

τn,p;i =
1

NT,iσn,p;iνth,n/p;i
(3.17)
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With the trap density NT,i, the capture cross-section σn,p;i of electrons and holes, respectively and
the thermal velocity of both charge types νth,n/p;i. The parametersNT,i, σn,p;i andET,i are (partly)
experimentally accessible, for example with DLTS or admittance [105, 106].

The effect of a changing trap density on the local recombination rate within a device and the
influence on the JV-curve can be seen in Figure 3.3 (A) and (B) for the exemplary case of a pn-
junction. For increasing trap densities, the recombination rate increases as well. This results in a
reduction of VOC, fill factor (FF) and JSC.

3.2.4 Improvements of the Discretized Equations

Since the van Roosbroeck system is based on highly non-linear differential equations with expo-
nential functions, the numerical stability of the solving algorithm is difficult to ensure. Rewriting
of the basic equations, next to other strategies, can help to make the calculations more stable. The
following presents two important formulations.

Modification of the Bernoulli equation
One possibility to increase the numerical stability of the simulation is the modification of the
Bernoulli function in the form of:

B(x) =

{
B(x) = x

ex−1 , if x > 0.

B(−x) = B(x) · ex, if x < 0.
(3.18)

Modification of the Current Equations
A further improvement of numerical stability, used in the presented method, is the modification of
the Scharfetter-Gummel current equations. Equation 3.8a can be modified by the extraction of the
term B(x)nk and some simplifications to:

j
n;k,l

= −qµnUT

hk,l
B

(
−ϕl − ϕk

UT

)
nk

(
1−

NC,l

NC,k
· exp

(
−
φn,l − φn,k

UT

))
. (3.19)

Equal derivation can be concluded for hole currents. In summary the improvements due to the
above introducedmodifications can be illustrated by the position dependent current over a simulated
device. Figure 3.4 shows the hole and electron current for a simple pn-junction for small external
bias of 0.1V. While Graph (A) shows the results of the calculation with unchanged equations,
Graph (B) shows the results after the modification of the Bernoulli function and Graph (C) after the
modification of the Scharfetter-Gummel current equations. With each modification a significant
improvement in terms of distortions can be achieved.

3.2.5 Additional Numerical Implementations

While the Drift-Diffusion model in the form of the van Roosbroeck system can solve the potential
and current distribution of simple devices, additional implementations are necessary for more
complex structures or applications. Herein the description of interfaces within the devices is of
high importance. Therefore the model for thermionic emission and interface recombination are
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Figure 3.4: Effect of the modification of the basic semiconductor equations on the electron and hole currents over
position in a simple pn-junction biased at 0.1V. Graph (A) shows the result of a simulation withour
improvements of the equations. Graph (B) shows the result after the Bernoulli modification and Graph (C)
after the Bernoulli and SG-current modification.

described in Section 3.2.5.1. Another important aspect is the temperature dependence of physical
quantities, which is discussed in Section 3.2.5.2.

3.2.5.1 Numerical Description of Interface Properties

This section gives an overview of the used physical theories for the description of interfaces in
solar cell devices. First, the theory and implementation of thermionic emission at heterojunctions
is introduced. Afterwards the recombination at interfaces is explained.

Thermionic Emission
Discontinuities and the resulting barriers in form off "cliffs" or "spikes" in the energetic bands of
a solar cell device can strongly influence the current within the device and therefore the whole
JV-characteristic [107, 108]. The theory of thermionic emission is based on the assumption
that only charge carriers with a sufficient thermal energy can move across the heterojunction.
The current over a heterojunction for electrons from mesh node k to node l can be described by
[107, 108, 109, 110, 111]

jTE
n;k,l = qνth,n;lnl − qνth,n;knk exp

(
−∆EC

UT

)
(3.20)

and for holes
jTE
p;k,l = −qνth,p;lpl + qνth,p;kpk exp

(
−∆EV

UT

)
. (3.21)

Nodes k and l represent the adjacent nodes next to the hetero-interface (compare Figure 3.5 (A)),
νth,n/p represents the thermal velocity of electrons and holes respectively and n and p are the
carrier concentrations of the adjacent nodes. The heights of the band offset ∆EC and ∆EV are
determined by the Anderson’s rule [112]:

∆EC = χl − χk (3.22a)
∆EV = (χl − Eg;l)− (χk − Eg;k) (3.22b)
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Figure 3.5: Schematic Interface of a TE hetero-interface

The underlying assumptions are that only injection process take place and interface dipols are
not affected. Furthermore the above formulation neglects the quantum-mechanical process of
tunneling, which is dependent on the width of the barrier. If needed, the given formulation can be
extended with a "tunneling" factor, introduced elsewhere [110].

Figure 3.5 (B) illustrates the basic of calculating the band-offsets with an example of a discontinuity
in the conduction band. Figure 3.6 (A) shows the effect of the height of EC on the JV-curves of a
simple pn-junction with such a band-offset.
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Figure 3.6: (A) Dark JV-curves of a pn-junction with a discontinuity in the conduction band with changing step height.
(B) Influence of changing interface recombination velocities at the CdS/CIGS interface on the JV-curves of
a CIGS solar cell.

Interface Recombination
Interface recombination is implemented with respect to the publication of Wilhelm et al. [113] as
trap assisted recombination at interfaces. Here, both (all in 2D) mesh points , which are located
at either side of the junction are treated by this formulation. The interface recombination rate is
calculated by:

RIF =
np−N2

intr

(n+ nref)/Sp + (p+ pref)/Sn
(3.23)
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with the intrinsic carrier density (which is calculated by Equation 3.35), the reference densities
nref and pref and the surface recombination velocities of electrons and holes Sn,p = σn,pvthNIF.
The reference densities are calculated via:

nref = Nintr exp

(
Etrap

kBT

)
(3.24a)

pref = Nintr exp

(
−Etrap

kBT

)
(3.24b)

Herein, the characteristic trap parameters trap density NIF, capture cross-section of electrons and
hole σn,p and trap energy Etrap are used. In contrast to the bulk trap assisted recombination, the
unity the trap density is in cm−2, and describes a surface trap densit at the interfaces.

3.2.5.2 Temperature Dependencies

This section describes the implementation of temperature dependencies in the semiconductor
simulation. Since the temperature plays a significant role in all levels of device performance a
detailed description is necessary. For an example, the temperature dependence on micro-scale of
fundamental material properties influences the operating behavior of a pn-junction and therefore
of a whole module installed in open air [114]. Therefore the next two paragraphs dealing with the
temperature dependence of the doping density, defined by the quantities N−

A and N+
D , and of the

density of states NV and NC.

Incomplete Ionization
The formalism of incomplete ionization describes the mechanism of effective doping, which is
temperature dependent. When a given amount of dopants ND,0 or NA,0 is introduced into a
semiconductor, not all of them contribute to the effective doping [115]. The amount of atoms
which make a contribution to the free carrier concentration (ionized) is determined by material
parameters and by the temperature and defined by following equations [116]:

N+
D =

ND,0

1 + gD exp
(
EF,n−ED

kBT

) =
ND,0

1 + gD
n
nD

(3.25a)

N−
A =

NA,0

1 + gA exp
(
EA−EF,p

kBT

) =
NA,0

1 + gA
p
pA

(3.25b)

where the gA and gD are degeneracy factors, which are set to values of 2 and 4, respectively.
The energies EF,n and EF,p are the quasi-fermi energies of electrons and holes, respectively,
and the energies ED and EA are the donor and acceptor ionization energies. The right hand
side of the equations represent a simplification in the scope of the Boltzmann statistics, where
nD = NC exp

(
−∆ED

kBT

)
and pA = NVexp

(
−∆EA

kBT

)
are auxiliary densities with the distance of

the ionization energy to the corresponding band∆ED = EC − ED and ∆ED = EA − EV
1.

1 Values of∆ED and∆EA are set to 50meV for all materials by default.
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Density of States
The basic formula of the effective DOS is given by [117]:

NC,V = 2

(
2πme,hkBT

h2

)3/2

(3.26)

with the effective masses of electrons and holes me,h and Planck’s constant h. The temperature
dependency of the effective DOS arises from the ratio of the DOS at a given temperature T to the
300K reference, resulting in the dependence of the order 3/2. The temperature dependent effective
DOS is therefore calculated via:

NC,V(T ) = NC,V(300K)

(
T

300K

)3/2

(3.27)

Herein, NC,V(300K) is the effective DOS of conduction and valence band at 300K.
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Figure 3.7: (A) Simulated dark and light JV-curves of a CIGS solar cell with a variation of the Temperature. In this
example the imcomplete ionization is considered. In Figure (B) the temperature dependency of the DOS is
additionally considered. The graph compares the light JV-curves before and after the modification.

Functional Dependence of the Band Gap

In order to reproduce the common property of CIGS solar cells of a band gap grading, a tool was
developed to define this grading in a graphical user interface (GUI). Figure 3.8 shows a screenshot
of this tool. It allows to assign a band gap grading to an arbitrary layer. The definition is realized
via five points, distributed over the normalized layer depth. The position of the first and last point
are fixed on the x-axis at the beginning and end of layer (0 and 1), so that only the y-value can be
changed. For the remaining three points within the layer, both coordinates, x and y, can be changed.
Herein the y-value is a factor, multiplied by the "default" band gap value, defined in the material
properties. All five points are used to construct a cubic spline in order to obtain a continuous profile
without discontinuities. This allows to define a huge variaty of possible profiles.
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Figure 3.8: Illustration of the "grading" tool within the software for the definition of band gap profiles.

3.2.6 Solving the van Roosbroeck Model

In order to numerically solve the above introduced semiconductor equations, based on the set
of nonlinear differential equations (Equations 3.10), an iterative solver in combination with the
Newton-Raphson method is used [118] in this work. Therefore, the used physical equations have
to be set in a numerically treatable form, namely the residuum function F (Φ), which is constructed
as a vector with 3N (N = amount of finite elements) entries:

F (Φ) =
(
F1, F2, F3

)
=



F1,1

...
F1,N

F2,1

...
F2,N

F3,1

...
F3,N



(3.28)
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where the subvector F1 represents the Poisson equation at every finite element, given by Equation
3.10a and the subvectorsF2 andF3 represent the continuity equations 3.10b and 3.10c, respectively.
The vector Φ represents all electrical and quasi-fermi potentials in an one dimensional vector:

Φ =
(
ϕ, φn, φp

)
=



ϕ1

...
ϕN

φn,1

...
φn,N

φp,1

...
φp,N



(3.29)

The Newton-Raphson algorithm is a root-finding method, which requires the first derivative of the
residual function F (Φ), represented by the Jacobi-matrix J(Φ) with the size of 3N x 3N:

J(Φ) = gradΦF (Φ)



∂F1,1

∂ϕ1
. . .

∂F1,1

∂ϕN

∂F1,1

∂φn,1
. . .

∂F1,1

∂φn,N

∂F1,1

∂φp,1
. . .

∂F1,1

∂φp,N

... . . . ...
... . . . ...

... . . . ...
∂F1,N

∂ϕ1
. . .

∂F1,N

∂ϕN

∂F1,N

∂φn,1
. . .

∂F1,N

∂φn,N

∂F1,N

∂φp,1
. . .

∂F1,N

∂φp,N
∂F2,1

∂ϕ1
. . .

∂F2,1

∂ϕN

∂F2,1

∂φn,1
. . .

∂F2,1

∂φn,N

∂F2,1

∂φp,1
. . .

∂F2,1

∂φp,N

... . . . ...
... . . . ...

... . . . ...
∂F2,N

∂ϕ1
. . .

∂F2,N

∂ϕN

∂F2,N

∂φn,1
. . .

∂F2,N

∂φn,N

∂F2,N

∂φp,1
. . .

∂F2,N

∂φp,N
∂F3,1

∂ϕ1
. . .

∂F3,1

∂ϕN

∂F3,1

∂φn,1
. . .

∂F3,1

∂φn,N

∂F3,1

∂φp,1
. . .

∂F3,1

∂φp,N

... . . . ...
... . . . ...

... . . . ...
∂F3,N

∂ϕ1
. . .

∂F3,N

∂ϕN

∂F3,N

∂φn,1
. . .

∂F3,N

∂φn,N

∂F3,N

∂φp,1
. . .

∂F3,N

∂φp,N



(3.30)

With J(Φ) as first derivative, the residual F (Φ) can be approximated by a first order Taylor series
around the vector Φi [119]:

F (Φ) = J(Φi) · Φ+ F (Φi)− J(Φi) · Φi (3.31)

F (Φ) can be set to zero, because we are interested in its root. The equation can be solved for Φ,
which is the next approximation Φi+1 for the actual root:

Φi+1 = Φi − J−1(Φi) · F (Φi) (3.32)

Since the numerical handling of inverse matrices (J−1) is a great effort, the following equation is
solved by an iterative method:
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J(Φi) · (Φi − Φi+1) = J(Φi) ·∆Φ = F (Φi) (3.33)

In the presented method, a biconjugate gradient method with an incomplete LU decomposition
as preconditioner is used [120]. To start the Newton’s method a suitable initial guess Φ0 as a
starting point has to be set. As presented in Section 3.2.8 in more detail, first the Poisson problem
(only electrical potential, not quasi-fermi potentials) is solved. Therefore the initial guess for the
electrical potential ϕ is determined by the so called local charge neutrality condition [92]:

ϕ0 =
EC + EV

2q
− 1

2
UT log

(
NC

NV

)
+ UT arcsinh

(
C

2Nintr

)
(3.34)

with the former introduced intrinsic carrier density Nintr, which can be calculated via:

Nintr =

√
NCNV exp

(
−EC − EV

kBT

)
(3.35)

and the thermal voltage UT

UT =
kBT

q
(3.36)

After solving the Poisson problem, the whole van Roosbroeck system is solved. The initial guess
for this set of equations results from the solution of the Poisson ϕ

Poisson
and both quasi-fermi

potentials set to zero:

ΦVRB = (ϕ
Poisson

, 0, 0) (3.37)
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Figure 3.9: Example of an unbiased, illuminated simple pn-junction. (A) Energy bands are shifted to set the maximum
of the electrical potential to zero. From the three potentials, all other quantities like (B) carrier densities or
(C) currents can be calculated.

For a more intuitive handling of the independent variables and a better presentability of the final
data, a transition of the energy bands is performed by shifting all potentials down by the amount
of the minimum of the initial guess of the electrical potential. This ends up in an energy diagram,
which has a maximum of the electrical potential at y = 0. This is visualized in Figure 3.9. From
this point on the workflow described in Section 3.2.8 is applied. All other properties like carrier
densities or local currents can be derived from the three potentials, like illustrated in Figures 3.9
(B) and (C).
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Finally, the last part which is required to solve the system, is the supply of boundary conditions.
This is the topic of the next section.

3.2.7 Boundary Conditions

Boundary conditions in the scope of the drift-diffusion equations describe the properties of the
electrical contacts of the simulation domain. Depending on the type of contact, there are different
formulations. In this presented method different types of electrical boundary conditions are
implemented: as Ohmic contacts in form of Dirichlet boundary conditions and in the form of the
SRV formalism. Finally, the effect of contact barriers leading to a Schottky contact is discussed.
Electrical boundary conditions are applied on all the finite elements with intended electrical
contact, like ground, operating voltage or another additional voltage. In the presented studies, only
configurations with one geometrical part on ground (most of the times one end of a layerstack) and
one part on the actual applied voltage (the other side of the layerstack) are considered, resulting
in a potential difference between two voltages. The following equations are given for this type of
configurations.

Ohmic Contact in From of Dirichlet Conditions
The ohmic contact in form of Dirichlet conditions can be described by following equations [92]:

ϕground = ϕground
0 ϕop = ϕop

0 + Vop, (3.38a)

φground
n = φground

n;0 , φop
n = φop

n;0, (3.38b)

φground
p = φground

p;0 , φop
p = φop

p;0. (3.38c)

Herein the superscripts "ground" and "op" indicate all finite elements with the corresponding
boundary conditions of ground and operating voltage and ϕ0 is calculated via the local charge
neutrality 3.34. The quasi-fermi potentials φn;0 and φp;0 are defined by the initial guess of the van
Roosbroeck (VRB) system (equation 3.37) and a potential energy shifting.

Ohmic Contact in SRV Formalism
A more descriptive method is the formalism of Ohmic contacts over the surface recombination
velocity (SRV), which models the current over the boundary interfaces and not directly the inde-
pendent variables φn and φp [41, 121]:

ϕground = ϕground
0 ϕop = ϕop

0 + Vop, (3.39a)

jgroundn = qSground
n

(
nground − nground

0

)
, jgroundn = −qSop

n (nop − nop
0 ) , (3.39b)

jgroundp = qSground
p

(
pground − pground0

)
, jgroundp = −qSop

p (pop − pop0 ) . (3.39c)

Sn and Sp are the surface recombination velocities of electrons and holes, respectively. n0 and p0
are the equilibrium carrier densities of electrons and holes at the points of interest.
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Schottky Contact at Metal-semiconductor Barriers
In case of a contact barrier, which can occur for example at a metal/semiconductor contact with
non-optimal band alignment (often due to a not suitable metal work function), Equations 3.39 have
to be adapted. Therefore, the barrier height ϕB is added to Equation 3.39a:

ϕground = ϕground
0 − ϕB, ϕop = ϕop

0 + Vop − ϕB (3.40)

Herein the barrier height can be calculated via the difference of metal work function ϕM and the
semiconductor equilibrium fermi potential. Figure 3.10 shows the effect of an increasing potential
barrier at the CIGS/Mo interface on the current-density-voltage (JV) characteristic in the case of a
(A) low doping and (B) high doping of the CIGS layer.
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Figure 3.10: Influence of contact barrier at the CIGS/Mo interface on the JV-characteristic of a CIGS solar cell.
Depending on the doping of the CIGS layer, the barrier influences either (A) the VOC in case of low doping
of 1·1015 cm−3 or (B) JSC in case of high doping of 1·1017 cm−3

3.2.8 Principle of Program Flow

In this section, the basic idea behind the presented software and the general workflow of a semi-
conductor simulation is presented. The basic program flow is illustrated in Figure 3.12. Before
starting a simulation, the geometry of the device of interest has to be defined. Therefore we
developed a "Designer" to create the geometry of semiconductor devices over a GUI. Figure 3.11
shows a screenshot of the Designer for 1D layerstacks. The 2D designer works equivalently by
defining areas. Via the designer, the user can define an actual semiconductor layerstack, which is
simulated electrically and optically (pale green layers). For layers which are electrically insulating,
but optically shall be taken into account, there is a possibility to define coherent layers (pale blue),
like anti-reflective coating (ARC) which are simulated within the TMM calculation, and incoherent
layers (dark green), like glass or encapsulating materials, which are treated by the Lambert-Beer
law. The first and last row define the adjacent materials after the layerstack and the electrical
boundary conditions. The material parameters have to be defined in advance in n extra ".txt" files,
containing all information of semiconductor properties (band gaps, DOS, mobilities, defects, . . . ),
electrical properties (sheet resistances, . . . ) and optical properties (refractive data, Lambert-Beer
attenuation factor,. . . ).
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Figure 3.11: 1D Designer for the definition of semiconductor layerstacks.

The program starts a simulation with collecting the necessary input information: the geometry of
the device (defined in a ".txt" file), the electrical boundary conditions, the approximate number of
mesh points, the type of optic calculation and types of recombination which have to be considered.
This can be seen on the left side of Figure 3.13, showing a screenshot of the program GUI. After
collecting all these information, a mesh is generated, depending on the given geometry (Point 2
in flow chart). Afterwards, the local charge neutrality for each mesh point is calculated (compare
Equation 3.34) and set as an initial guess for the Poisson Problem (only electrical potential, Point
3). With the initial guess, the actual calculation of the Poisson problem can be conducted. In the
next step, the program takes into account, whether the device is simulated under dark conditions
or under illumination. In case of dark conditions, the program skips directly to the solving of the
van Roosbroeck system. In case of illumination, the program conducts all calculations which are
necessary for the simulation of the illuminated case, even the actual optical calculation (mostly via
TMM).

With the generation rate from the optical simulation and the Poisson solution as starting values, the
whole van Roosbroeck system can be solved. Therefore, first the generation rate is ramped up in
factor 10 steps. After reaching the correct generation rate, the external bias is ramped up in steps
of 0.01V. In each step, the electrical and the quasi-fermi potentials are calculated for the new
boundary conditions and with the solution of the previous step as starting value. These ramping
mechanisms are needed to ensure numerical stability. Jumping directly from zero to the value of
interest could cause numerical problems. Nevertheless, the ramping up of the generation rate can
probably be avoided by a "scaling scheme" applied to the equations [122, 123, 124], which was not
implemented in the presented program. The ramping of the external voltage can be avoided as well
by clever setting of the initial guess, but when simulating photovoltaic devices, one is interested
in JV-curves, most of the time. By ramping up the voltage and taking the current at the contacts,
the JV-curve can be directly obtained. Finally, the last step is the processing and plotting of the
calculated data. See Figure 3.13 for an example of a calculated CIGS band diagram at 0.71V bias
(upper graph) and the corresponding IV-curve with power curve and Schockley-Queisser IV-curve
as reference (lower graph). On the right side, the results of the fitting of the data with an one diode
equation are displayed (the used fitting algorithm is described in [125]).
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Figure 3.12: Flow diagram of the presented semiconductor simulation tool.

Figure 3.13: GUI of the presented semiconductor simulation tool.

3.3 Optical Modelling

This section describes the methods to calculate the optical properties such as absorptance, re-
flectance and transmittance of a semiconductor device. Herein the TMM serves as as the standard
method, implemented in the software (compare section 3.3.1). Furthermore, the Lambert-Beer
method, used to describe large (incoherent) layers which cannot be handled with the TMM, is
introduced in Section 3.3.2.
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Figure 3.14: (A) Definition of angles and incoming, reflected and transmitted electric fields at a material interface. (B)
Principle idea of electric field for the derivation of the TMM.

3.3.1 Transfer-matrix Method

The content of this section has been developed and implemented in collaborative work with Mario
Zinßer.

In thin film optics, the so called transfer-matrix method is a common method to calculate the
reflected, transmitted and absorbed part of a given spectrum [126]. In the case of thin film
photovoltaics it is one way to determine the quantities and derive a generation profile, which can
be used as an input for a semiconductor simulation.

The method is based on the well-known Fresnel equations [126], which give the part of light that is
reflected (rs and rp) or transmitted (ts and tp) at an interface between two layers (compare Figure
3.14 (A)):

rs =
n1cosθ1 − n2cosθ2
n1cosθ1 + n2cosθ2

(3.41a)

rp =
n2cosθ1 − n1cosθ2
n2cosθ1 + n1cosθ2

(3.41b)

ts =
2n1cosθ1

n1cosθ1 + n2cosθ2
(3.41c)

tp =
2n1cosθ1

n2cosθ1 + n1cosθ2
(3.41d)

Herein, the indices "s" and "p" stand for the polarization direction perpendicular to the incident
plane (s) and parallel to the incident plane (p). If the angle of incidence is known, the reflected angle
is trivial θin = θrefl and the transmittance angle (θ2 in Equations 3.41) can be determined by Snell’s
law [127]: n1sinθin = n2sinθtrans. In case of not perfectly smooth surfaces, modified Fresnel
coefficients can be used, which derivation can be found elsewhere [128]. It is important to note, that
the refractive indices, the angles and the electrical fields, introduced in this section are all complex
and wavelength dependent quantities. Therefore the implementation of the presented optical
methods in the program is realized with a for-loop over all wavelength of interest. For readability,
the identifiers of complex quantities and the wavelength dependencies have been omitted.
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3.3 Optical Modelling

For a layerstack containing more than one interface, multiple reflections, where the single reflection
paths can interfere with each other, occur. Figure 3.14 (B) illustrates the situation of multiple
interfaces in the case of perpendicular light incidence. The incoming light can be reflected or
transmitted at the first interface. The transmitted part of the light has the same two possibilities at
the second interface, and so on. Between two reflection events, the light is propagating through a
medium and it might be absorbed (depending on the refractive indices). This results in a situation
which can be described by only the forward components at the beginning E+

i,start and at the end
E+

i,end of a layer "i" and the backward components E−
i,start and E−

i,end, respectively. In this case,
forward means in the direction of the incident light. The idea of the TMM is to connect the electric
fields with each other only by events of refraction or propagation, mathematically described with
a matrix formalism. A refraction event between materials i and i+1 can then be written as the
connection of the electrical fields on the left-hand side of an interfacewith the ones on the right-hand
side by (both, forward and backward direction have to be taken into account) [129, 126]:

(
E+

i,end

E−
i,end

)
= D−1

i Di+1

(
E+

i+1,start

E−
i+1,start

)
=

1

ti,i+1

(
1 ri,i+1

ri,i+1 1

)(
E+

i+1,start

E−
i+1,start

)
(3.42)

where t and r are the Fresnel coefficients (valid for both polarization directions) andD−1
i accounts

for the inverse of the matrix Di. A propagation of light through the i-th layer can be described by
the connection of the electric fields on the right-hand side of the left interface (beginning of layer i)
with the electric fields on the left-hand side of the right interface (end of layer i) via a propagation
matrix Pi:(

E+
i,start

E−
i,start

)
= Pi

(
E+

i,end

E−
i,end

)
=

(
exp(−i2πni

λ cos(θi)z) 0

0 exp(i2πni
λ cos(θi)z)

)(
E+

i,end

E−
i,end

)
(3.43)

The total transfer matrix of light passing through a layerstack can be described by the multiplication
of all the corresponding diffraction and propagation matrices. In the end, the problem only depends
on the electric fields of the incoming light, the reflected ratio and the transmitted electrical fields.
Therefore, the whole situation can be described by one 2x2 matrix (M) [129]:

(
E+

0

E−
0

)
= D−1

0

(
N∏
i=1

DmPmD
−1
m

)
DN+1

(
E+

N+1,start

E−
N+1,start

)
= M

(
E+

N+1,start

E−
N+1,start

)
(3.44)

Herein no incoming light from the back of the layerstack is assumed. With the resulting information
about the electrical fields at every interface in the layerstack, it is possible to calculate the electrical
field at any point within the stack. In order to calculate the energy density (for absorption
calculations) one has to calculate the Poynting vector S · ẑ at a given point z [126]:

s− polarization : S · ẑ =
Re (n · cos(θ)(E+∗ + E−∗)(E+ − E−))

Re (n0 · cos(θ0))
(3.45a)

p− polarization : S · ẑ =
Re (n · cos(θ∗)(E+ + E−)(E+∗ − E−∗))

Re (n0 · cos(θ∗0))
(3.45b)
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where the superscript ∗ indicates the complex conjugate of the belonging quantity. With the
Poynting vector, the ratio of absorbed light in a layer can be calculated (by simply taking the
difference between the Poynting vector at the beginning and end of the layer) or a local absorption
rate a(z) at a position z can be calculated via the derivative of S:

s− polarization : a(z) =
|Ef + Eb|2Im(n · cos(θ) · kz)

Re(n0 · cos(θ0))
(3.46a)

p− polarization : a(z) =
Im(n · cos(θ∗)(kz|Ef − Eb|2 − k∗z |Ef + Eb|2))

Re(n0 · cos(θ∗0))
(3.46b)

When talking about optical generation of charge carriers in the context of semiconductor simula-
tions, one has to distinguish between absorption rate and generation rate. While the absorption rate
is defined over a given wavelength range, the generation rate in semiconductors is only different
from zero if the photon energy is larger than the band gap of the semiconductor hν > Eg. Only
photons which fulfill this requirement, can be taken into account when calculating the generation
rate.

3.3.2 Lambert-Beer Attenuation

The Lambert-Beer attenuation is a simple way to describe the absorption in semiconductor materi-
als. Although effects like interferences and reflection cannot be taken into account with this method,
it is a helpful way to perform fast and approximated absorption calculations. Moreover, it can be
used to describe incoherent layers in layerstack, which cannot be described by the TMM method
(incoherent layers). The basic equation of the Lambert-Beer law is based on an exponentially decay
of the light intensity [130, 131]:

I(z) = I0exp

(
−4πkz

λ

)
= I0exp (−α(λ)z) (3.47)

with the attenuation coefficient α(λ), which is connected to the refractive index of the material. In
order to calculate a local absorption rate a(z), the spatial derivative can be used:

a(z) =
∂I(z)

∂z
= α(λ) · I0exp(−α(λ)z). (3.48)

3.4 Simulation of External Quantum Efficiency Characteristics

For the simulation of EQE characteristics, the principle simulation methods explained above are
used as well. The difference is, that the given spectrum is divided into multiple small sub-spectra.
For each of these spectra a single optical (TMM) simulation and a subsequent drift-diffusion
simulation is performed. With the simulated current Jcalculated at the contacts of the device and
the reference current Jref , the EQE can be calculated for each sub-spectrum according:

EQE(∆λ) =
Jcalculated

Jref
(3.49)
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Where the referent current can be calculated over the amount of photons in the sub-spectrum:

Jref = ·
∫ λstart

λend

I(λ) · λ
hc

dλ (3.50)

Where I(λ) is the wavelength dependent intensity density of the given spectrum and λstart and
λend are the start and end wavelength of the sub-spectrum. Since the EQE connects both levels of
semiconductor and optical simulation over a wavelength dependent approach, electical effects can
be observed can be observed in the EQE as well. It is important to note that in order to simulate
realistic EQE curves, one has to set the electrical parameters carefully.
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Figure 3.15: Simulated EQE curves with effect of the (A) minority SRV at the n-contact, (B) minority SRV at the
p-contact and (C) bulk SRH recombination in different layers on top of the CIGS.

Figure 3.15 (A) and (B) show examples of simulated EQE curves of a CIGS solar cell with a
variation of the front and back contact SRV, respectively. Even for high SRV values of 1·106 cm/s,
the EQE does not drop to zero for small wavelengths. The change of the minority SRV at the front
contact influences the EQE for small wavelength below 400 nm because in this wavelength range
the penetration depth of the corresponding photons is small. Most of these high energy photons
are absorbed in the transparent conductive oxide (TCO) layers already. In contrast long wavelength
photons above approx. 1000 nm are absorbed in deeper regions of the cell, near to the back contact.
Therefore, the minority SRV mainly influences the long wavelength region of the EQE. In this
simulation no or a very low bulk recombination rate in the TCO and buffer layers was assumed.
Only if a high SRH recombination is assumed in these layers, the EQE shows a realistic behavior
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in the short wavelength range (compare Figure 3.15 (C)). This means, that the carrier generation
in these layers could contribute to the current density, but it does not happen due to recombination
processes like SRH or interface recombination.

3.5 Parameter Determination by Reverse Engineering Fitting

This method and the underlying algorithm was developed by Mario Zinßer within the scope of
his doctoral study. A detailed description can be found in his thesis [95] or in the following
publications: [132, 114]

The reverse engineering fitting (REF) is a special kind of fitting procedure, used for the parameter
determination from experimental data. The method is based on a gradient-free procedure, since
the calculation of derivatives is not possible in the treated cases. Within this approach a downhill
simplex algorithm was used. The final goal is to match an experimentally obtained JV-curve with
a simulated JV-curve by adjusting fundamental semiconductor properties (like mobilities, trap
densities,...). Since JV-curves of real devices include lateral current transport losses in grid and
TCO, a first REF has to be performed to exclude the resistive losses and obtain the internal material
JV-curve of the actual semiconductor junction. Within the 2D electrical Poisson solver a parameter
set of the material pn-junction (identifier:mat) (jmat

ph , jmat
0 , nmat

d , rmat
s , rmat

sh ) is obtained from the
initial parameter set (jexpph , jexp0 , nexp

d , rexps , rexpsh ) via the REF (compare dissertation Mario Zinßer
[95] or publications [132, 133, 114]).
In a secondREF step, the simulated semiconductor JV-curve ismatchedwith thismaterial parameter
set. Herein the set of the pn-junction JV data, which is given byn voltage current pairs (V mat

i , Imat
i )

is compared with the simulated I-V curve with also n voltage-current pairs (V mat
i , Isim(V mat

i )).
In each step of the optimization, the semiconductor properties are varied in order to find a better set
of parameter values. The final loss function for the optimization is the mean squared error [134]:

χ =
1∑n−1

i=0 wi

·
n−1∑
i=0

wi ·
(
Imat
i − Isim(V mat

i

)2 (3.51)

with the weights wi, which consider non-equidistant voltage steps and an exponential current-
voltage dependence [114]. The parameters are varied until a certain accuracy of the loss function is
reached. In order to ensure reasonable runtimes and good convergence, the amount of parameters
was limited to 4 to 6, depending on the application. The reliability of this method is demonstrated
in [132].

To determine the quality of the fit, the ratio of the sum of all residual squares with respect to the
sum of all total squares are calculated. The exact calculation is given as

R2 = 1−
∑N−1

i=0 (yi − pi)
2∑N−1

i=0 (yi − ȳ)2
(3.52)

with all N measured values yi, their mean value ȳ = 1
N

∑N−1
i=0 yi, and the corresponding predicted

value pi [114].
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3.6 Methodology of Loss Analysis

To obtain knowledge about the dominant loss paths in a CIGS solar cell and to determine the
magnitude of these losses, a loss analysis can be performed. Herein optical, and electrical losses
are considered. The optical loss in thick “incoherent“ layers is calculated via the Lamber-Beer
law, introduced in Section 3.3.2. The coherent layerstack is calculated via the TMM. The TMM
directly gives the part of reflected light (R) of the layerstack, the absorbtance (Ai) in each single
layer i and the amount of transmitted light (T ) into the substrate (incomplete absorption). These
quantities are directly calculated into current and therefore power losses.

Since every optical loss, results in a reduction of the JSC of the solar cell, a reduction of the VOC

occurs as well. This loss in VOC (due to the loss in JSC) is taken as an extra loss in the analysis.

Figure 3.16: Representative example of the illustration of a loss analysis in the presented software.

After the determination of the optical losses, the electrical losses are calculated by performing drift
diffusion simulations of the illuminated device. Since the single recombination mechanisms are
not independent from each other, a defined calculation protocol must be followed. The idea behind
the protocol is to switch on the different recombination mechanism after each other and perform
a semiconductor simulation each time. The difference in power of two subsequent simulations
corresponds to the power loss of the last recombination mechanism.
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The first simulation is performed with only the radiative recombination activated, since it represents
the most fundamental recombination type.

At this point it must be mentioned that the described procedure represents an estimation for the
upper limit of the power loss due to radiative recombination based on the assumption that the
emitted photons are entirely lost. In fact, these photons can take the following paths within the cell:
either they reach an adjacent layer and are absorbed there, or they leave the solar cell completely
and are thus not available for current generation. However, it is also possible for photons emitted by
radiative recombination to be absorbed in the CIGS and can thus generate new free charge carriers.
This case is known as photon recycling, as described in reference [135]. Photon recycling was not
considered in this simulation - it is assumed that every photon produced by radiative recombination
leaves the CIGS absorber and is therefore counted as a loss. More detailed calculations regarding
the radiative recombination loss can be found in literature [136].

The further order of considered recombination mechanisms follows the way of charge carriers
within the device: the next mechanism after the radiative recombination is the SRH recombination,
followed by the Auger recombination. Afterwards optional interface recombination is taken into
account. At last the power loss due to recombination of minority charge carriers at contacts is
calculated.
All calculated power losses are plotted together with the SQ efficiency and the resulting efficiency
of the device. Figure 3.16 illustrates the results of an exemplary loss analysis of a CIGS solar
cell, displayed in the GUI of the software. Like commonly assumed in literature, the result of loss
analysis of a CIGS solar cells reveals that the non-radiative SRH recombination is the largest loss
mechanism in the semiconductor layerstack.

3.7 Quasi-three Dimensional FEM Poisson Solver for the
Calculation of Lateral Electrical Transport

The quasi-three-dimensional Poisson solver was written by Mario Zinßer and was used by the
author within this work. For further readings see following publications [132, 137, 133, 114] or
the dissertation of Mario Zinßer [95].

For the actual simulation of laterally extended devices, an electrical calculation on top of the
semiconductor simulation is necessary to account for the lateral current transport (in TCO and
Grid etc.). Herein a quasi-three dimensional FEM Poisson solver was used. It is based on resistive
connection of neighboring finite elements and calculates the spatially resolved potential distribution
within a solar device. From this, all other properties like currents can be calculated. Figure 3.17
shows a typical simulation result of a back and front potential distribution of a typical 0.5mm2

CIGS solar cell. For further information the reader is referred to the references in the introduction
of this section.

The following nomenclature is used within this thesis: A device simulation always refers to a
simulation of a laterally expanded solar cell using the quasi-3D Poisson solver. In contrast, a
semiconductor simulation denotes the simulation of a semiconductor layerstack on material level
with the methods introduced in Section 3.2 and Section 3.3, based on the Drift-Diffusion equations.
The result of the semiconductor simulation can then be used as input for lateral current simulation.
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Figure 3.17: Representative simulation result of a potential distribution of the back and the front potential of a CIGS
solar cell.

Conclusion

This chapter shows the numerical basics for the simulation of CIGS cells. Starting from funda-
mental equations like the Poisson’s and continuity equation, a simulation tool is developed. With
the implementation of interface effects, temperature dependencies and exact modelling of SRH
recombination, it is possible to describe complex simulation models like heterojunctions of CIGS
solar cells. The optical modelling was realized by TMM and Lambert-Beer calculations. Due to
the detailed simulation model, it is possible to allocate and quantify all losses, occurring in a CIGS
semiconductor layerstack. Herein, the loss analysis reveals, that the SRH recombiantion of charge
carriers via defects is the major loss path in CIGS solar cells. Therefore the exact knowledge of the
defect properties is crucial for a reliable simulation. This topic is addressed in the next chapter.

43





4 Basic Physics of Deep Level Transient
Spectroscopy and Experimental Realization

As the last Chapter reveals, the Shockley-Read-Hall (SRH) recombination of charge carriers via
defects is the dominant loss factor in Cu(In,Ga)Se2 (CIGS) solar cells. In order to conduct
numerical investigations on the influence of inherent defects in CIGS, it is inevitable to have
detailed information of the characteristic properties of the defects. Only with reliable data on
the defects, a robust numerical modelling of a CIGS solar cell is possible. For the determination
of the defect properties of the investigated CIGS material, a method called Deep Level Transient
Spectroscopy (DLTS) was used in this thesis. Since the measurement technique of DLTS plays
an important role in the presented work, the experimental setup, the fundamental physics and the
used methods are explained in detail in this chapter.

The principle of DLTSmeasurements is based on the trapping and releasing of carriers by electrical
active defects in a semiconductor material. Due to a voltage pulse, free charge carriers (comparable
to light induced free charge carriers) are created. Parts of them are trapped by defects and are
only released after some time after the pulse. The interaction of the charge carries with the
defects is observed by the change of the capacitance of the sample. From the exact behavior of
the capacitance with time, it is then possible to derive the properties of the defects and thereby
determine the dimension of the related loss.

In Section 4.1 the actual DLTS technique is explained along the original technique and with an
overview of some enhancements and modifications of this technique in Section 4.1.4. Section 4.2
describes the used measurements setup and explains the basic hardware components of the setup.
Section 4.3 gives an overview of the sample preparation.

4.1 Defect Characterization in Semiconductor Materials Using
DLTS Measurements

This section describes the principle of DLTS measurements: from the formation of a capacitance
transient (Section 4.1.1) over the creation of the DLTS signal (Section 4.1.2) to the evaluation of
the defect properties (Section 4.1.3). Finally some advanced DLTS techniques, used in this work,
are described (Section 4.1.4).

4.1.1 Formation of a Capacitance Transient

The principle operationmechanism is based on applying of voltage pulses to the sample by the pulse
generator and the subsequent recording of a changing capacitance with time (called a transient).
The measurement of the capacitance is performed by the Boonton Capacitance Meter.
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Figure 4.1: Principle of the DLTS operation with applying pulses and measuring and recording capacitance transients.

Figure 4.1 shows a schematic illustration of the applied voltage and the response of the capacitance
during a DLTS measurement. As a starting point, a reverse voltage VR is applied to the sample and
a reverse capacitanceCR can be assigned to this state. If a pulse voltage VP with a pulse width tP is
applied, this capacitance changes according to Equation 2.5 to the pulse capacitance CP. After the
pulse, the charge carriers in the bands can follow the electric field fast enough, but charge carriers
trapped in defects are released by a thermal and therefore slower process. Right after the end of the
pulse, the amount of free charge carriers is therefore different to the amount before the pulse. This
changes the effective doping and thus leads to a difference between the equilibrium capacitance
and the capacitance right after the pulse ∆C. Only when the trapped charge carriers are emitted,
the capacitance returns to the initial value CR. The change of the capacitance in time is called a
capacitance transient C(t) and is the fundamental measurement of the DLTS techniques.
Depending of which type of carriers is involved in the trapping and detrapping process, the
transient occurs as a minority transient (decreasing capacitance) or a majority transient (increasing
capacitance) (see Figure 4.1). A detailed description of the capacitance transient can be found in
the next paragraph. Regarding the measurement technique, the time between two pulses contains
of a waiting time t0 and the time window tW. The recording of the transient happens during the
time period of tW. The waiting time t0 is necessary to avoid over-swing or other interfering signals
after the pulse. This procedure of pulse, waiting time and time window is repeated several times
to use a mean transient and reduce the signal-to-noise-ratio (SNR) [14].

The capacitance transient for a p-doped material like CIGS can be described (in case of a single
defect state) via an exponential decay [26]:

C(t) = CR

(
1− pT(t = 0)

2NA
exp

(
− t

τp

))
= CR +∆Cexp

(
− t

τp

)
(4.1)

with the density of occupied traps at the end of the pulse pT(t = 0), the time constant of the
emission process τp = 1/ep and the capacitance at reverse bias
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CR = A

√
qϵ0ϵrNA

2(Ubi − UR)
. (4.2)

HereinA is the area of the sample andUbi is the build-in voltage of the pn-junction. The capacitance
difference∆C is then defined for a majority carrier emission by [26]:

∆C = −CR
pT(t = 0)

2NA
, (4.3)

for a minority carrier emission by:

∆C = CR
nT(t = 0)

2NA
. (4.4)

This description of the capacitance transient is the basic principle for the DLTS measurement. In
real devices, the emission processes of multiple defect states superimpose each other.

4.1.2 From Capacitance Transient to the DLTS Signal

As already mentioned, the emission of charge carriers from defects, is a thermally activated process
and therefore depends on the temperature of the sample. Hence, the capacitance transient changes
when changing the temperature of the sample [14]. This effect is utilized in DLTS measurements.
Figure 4.2 (A) shows how the capacitance of a representative CIGS sample changes with increasing
temperature due to the change in carrier emission. The resulting DLTS signal (Figure 4.2 (B))
can be created by translating each capacitance transient in a scalar value. In the simplest case,
which is the original method introduced by Lang et al. [105], the transients are evaluated via a
double boxcar-function. This means the transients are evaluated at two points in time by taking the
difference in the capacitance:

∆C = C(t2)− C(t1) =
pT(0)

2NA
C0

(
exp(

(
− t2
τp

)
− exp(

(
− t1
τp

))
(4.5)

Due to the low emission rates at low temperatures, the capacitance transient is flat, and the
corresponding DLTS signal is low (see violet data points). On the other hand, at high temperatures
the emission process can happen very fast, so that the main capacitance drop of the transients
takes place before t1 (compare red data points). In between, there is a temperature where the
capacitance drop between the two times t1 and t2 becomes maximal/minimal and therefore a
maximum/minimum occurs in the DLTS signal. Within the presented work, signals of majority
defects occur as maxima in the DLTS temperature scan, while signals of minority defects occur as
minima. The temperature Tmax/min at which this maximum/minimum occurs depends strongly on
the exact values of t1 and t2 and on the value of the time window tw. Both dependencies are used
in the following step of the DLTS evaluation, discussed in the following section.
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Figure 4.2: (A) Temperature dependence of capacitance transients of a CIGS solar cell. The transients are shifted for
sake of readability. (B) Resulting DLTS signal.

4.1.3 Determination of Characteristic Defect Properties

The actual evaluation of the fundamental defect properties is conducted via an Arrhenius plot,
created from the DLTS-Signal. Therefore, a maximum or minimum in the temperature scan
is assigned to an emission rate or time constant. For the boxcar-DLTS the emission rate can
be calculated analytically by taking the derivation of Equation 4.5 and setting it to zero. The
corresponding emission time constant is:

τp,max =
1

ep,max
=

t2 − t1
ln(t2/t1)

(4.6)

Based on the thermal emission rate ep (inverse of the time constant) of trapped carriers:

ep = NVνthσhexp

(
− ET

kBT

)
(4.7)

an Arrhenius plot can be constructed. The found emission time constants / rates (ep,max or τp,max

at the temperature scan extremum) can be plotted as one data point in a ln(NVνthτp) over 1/T
plot. By varying the time window tW, the evaluation points t1 and t2 or their ratio t2/t1, a shifting
of the extremum on the T-axis is induced. Thus, for each constellation of the evaluation times, a
new data point in the Arrhenius plot is obtained. Figure 4.3 (A) shows a schematic shifting of a
maximum in the DLTS temperature scan due to tW or t1,2 variations. For each of these curves a
corresponding data point in the Arrhenius graph (B) can be calculated (labeled by colors). Herein,
increasing time windows are shifting the maximum in the temperature scan to lower temperatures.
The corresponding data points in the Arrhenius plot occur on the right side, due to the inverse
temperature axis.

The energetic position of the underlying defect can be determined via the slope (ET−EV)/kB of a
linear regression. The y-axis intersect is linked with the capture cross section over ln(NVνthτpσp).
Nevertheless, the determination of the capture cross section via the Arrhenius plot method is very
error-prone [138] due to the logarithmic y-axis. For a more accurate determination one has to
perform a pulse width variation [139].
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Figure 4.3: (A) Shifting of the DLTS maximum due to tW or t1,2 variation and (B) resulting Arrhenius graph.

The defect density cannot be calculated from the Arrhenius plot, but via the amplitude of the
capacitance transient∆C. With Equations 4.3 and 4.4 the defect density NT is [87]:

NT = ∆C
2NA

CR

W 2
R

L2
R − L2

P

(4.8)

Herein, WR is the width of the space charge region (SCR) under reverse bias, LR and LP are the
positions of the intersections of the trap level and Fermi level at reverse bias and pulse voltage,
respectively.

4.1.4 Advanced DLTS Techniques

While the previous section described the basic method of DLTS, several modifications and exten-
sions are available within the used DLTS system from PhysTech. The most important points for
this thesis are discussed in this section.

Correlation Functions
In order to generate a higher number of data points in the Arrhenius plot, the used software of
PhysTech evaluates the recorded capacitance transients not only with the classical Boxcar method,
furthermore so called "correlation function" or "weighting functions" w(t) are used. Instead of
evaluating the transients at two single points in time, the transients are weighted according to:

∆C = 1/tW

∫ t0+tW

t0

w(t)C(t)dt. (4.9)

Typical weighting functions are sine, cosine or step-functions. With this method, different regions
of the transient can be taken more into account than other and signals can be separated. Figure
4.4 gives an example of the standard boxcar weighting function (A) and the sinus (b1) weighting
function (B) which is the standard function of the used software. In case of a non-Boxcar
correlation function, Equation 4.6 for the calculation of the emission time constant at the DLTS
maximum doesn’t hold anymore and τp,max has to be calculated numerically by the software. The
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Figure 4.4: Examples of correlation functions used by the PhysTech Software. Graph (A) illutrates the classical double-
Boxcar correlation function and Graph (B) the "b1" sinus correlation function.

determination of τp,max is again realized by calculating the derivative of Equation 4.9 and finding
the root by setting it to zero [140].

Reverse Deep Level Transient Spectroscopy (RDLTS
In a Reverse Deep Level Transient Spectroscopy RDLTS measurement, in contrast to the DLTS
measurement, the pulses are applied in the reverse direction; i.e. the negative voltage is increased to
UP during the pulse starting from the initial voltageUR. Since with the increase of negative voltage
the width of the SCR increases, the charge carriers are emitted during the pulse. After the end of
the pulse, a trapping of the charge carriers is measured and the sign of the capacitance transient
is reversed. Hence, in a RDLTS measurement, majority pulses appear as minimum and minority
pulses appear as maximum in the DLTS signal. Figure 4.5 illustrates this relation between peak
polarity a pulse direction schematically. An advantage of the Reverse DLTS (RDLTS) method is,
that it is very sensitive to minority defects [141].

DLTS

RDLTS

Minority Trap:

RDLTS

DLTS

Majority Trap:

Figure 4.5: Relation between pulse direction (DLTS or RDLTS) and the peak polarity in the resulting temperature scan.

Deep Level Transient Fourier Spectroscopy (DLTFS)
In the Deep Level Transient Fourier Spectroscopy (DLTFS) method, the Fourier coefficients are
obtained from the transients by using discrete Fourier transforms. From them, the emission time
constants τe and τp and the amplitudes of the transients can be calculated [142]. From the tome
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constants, analogous to the procedure in the classical DLTS method, the energetic position of the
trap in relation to the valence band ET − EV, the trapping cross section σn or σp, and the defect
density NT can be determined. The advantage of this evaluation method is, besides the high
resolution in determining the defect levels, that it can be done completely automatically.

High Energy Resolution Analysis - Deep Level Transient Spectroscopy
Another possibility to obtain the emission time constants τe and τp directly from the transients is
the evaluation by means of so-called High Energy Resolution Analysis (HERA). The term HERA
covers different evaluation methods, in which various mathematical methods such as Fourier
transform, Laplace transform, exponential fitting or convolution are applied. In this work a direct
evaluation of the transients by means of inverse Laplace transformation was used, as well as an
evaluation method, which combines inverse Laplace transformation and a multi-exponential fitting
of the transients. The advantage of these evaluation methods is that they can be fully automated.
Defect levels can also be determined with a very high resolution of overlapping emission processes.
More information can be found elsewhere [87].

4.2 Cryostate Setup for Temperature Dependent
Measurements and electrical Hardware

Both measurements, DLTS and capacitance-voltage (CV) are conducted in a cryostate setup which
offers the possibility for a variety of electrical characterizations tools (DLTS, CV, IV, C(f), etc.) and
the possibility to perform temperature dependent measurements due to a cooling system with liquid
nitrogen as cooling agent. Within this work the setup was used for DLTS, CV and temperature
dependent current-density-voltage (JVT) measurements. Figure 4.6 shows a schematic illustration
of the used setup. It shows the electronic hardware for DLTS and CV measurements. For JVT
measurements, the "DLTS System" part of the hardware is replaced by a Keithley source measure
unit. The chamber of the cryostate can be evacuated below values of 1·10−6mbar. The vacuum

DLTS System

LN2

Capacitance 

meter

Puls 
Generator

Transient

Recorder

DLTS Control 

and Hardware

Temperature 
Control

PC

Heater

Thermocouple Cu-Stage

Sample

Cryostat

Figure 4.6: Schematic illustration of the used cryostate setup used for DLTS and CV measurements.
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is necessary to prevent the condensation of water inside, when the Cu-Stage is cooled with liquid
nitrogen, which results in temperatures around and slightly below 80K. The nitrogen is supplied
through a Coaxial transfer line with multiple insulation shields from a cryogenic dewar and can
be controlled manually via a shield flow mechanism. The temperature control is realized by a
temperature controller by Lakeshore Modell 335, two single thermocouples and a heater. The
heater is located below the stage and is working against the cooling of the liquid nitrogen. One
of the thermocouples is mounted directly on the copper stage, the second one is soldered on the
sample in order to have the exact temperature of the device. While the stage sensor is used for the
controlling of the temperature, the value of the second one is used as sample temperature. The
thermal contact between stage and sample was realized by a double-sided adhesive copper tape,
which enabled sufficient thermal conductivity under vacuum conditions. Nevertheless, due to a
non-perfect thermal contact, temperature differences between stage and sample of 10K or more can
occur. The electrical contact is established with contacting tips mounted on a micro-manipulator
for accurate contacting, even on small contacting areas. The electrical signal is transferred with
coaxial cables to the measurement units.

Electrical hardware
Within this work a Hera DLTS System from PhysTech was used. The DLTS system uses the
in Section 4.2 explained cryogenic setup. The measurement system itself contains the following
hardware components: The DLTS control hardware, a Boonton capacitance meter [143] and a
pulse generator. In the used setup for this work, a special fast pulse generator was used, which
enables pulses down to 1·10−5 s.

The principle operation mechanism is based on applying voltage pulses to the sample by the pulse
generator and the subsequent recording of a changing capacitance with time (called a transient).
The measurement of the capacitance is performed by the Boonton Capacitance Meter. From
the transients, the characteristic properties of involved defects can be determined as described
in Section 4.1.3. While the original way of evaluation is the boxcar-car approach with a linear
regression in the Arrhenius plot, some advanced techniques are developed in the last decades.

4.3 Sample Preparation

Due to the specification of the Booton Capacitance meter and to ensure high sensitivity, the capac-
itance of the samples has to be below 4 nF. The capacitance of standard CIGS solar cells, used
in this work, lies in the range of 100 nF for an area of 0.5 cm2. Therefore the active area was
reduced down to 1mm2 to provide a suitable capacitance for DLTS measurements. With regard
to an optimal electrical contact, the area was defined by a square with 1mm edge length around
the metal contacting pad of the metallization grid by mechanical scribing. Figure 4.7 (A) shows
an optical microscopy image of the defined area around the metal pad. This method serves good
results, but for measurements with low noise and optimum contact properties (low leakage current)
the definition of the area has to be improved. The most prominent issue of the mechanical scribing
are the frayed edges leading to shunting currents due to local short circuits.
To avoid this an area definition method by a lithography process was introduced. The area is de-
fined between the metal grid fingers within the former active area of the solar cell. With four laser
patterned lines the new area is defined by removal of the top transparent conductive oxide (TCO)
layer (compare Figure 4.7 (B)). This method can also lead to some problems due to high contact
resistances between measurement tip and sample and electrical shunts due to scratching of the tips
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(A) (B) (C)

Figure 4.7: Different methods of area definition for DLTS measurements. (A) mechanical scribing around the pad of
the grid metallization, (B) lithographic definition within the active cell area between two gridfingers and
(C) additional metallization pads with etched aluminum doped zinc oxide (AZO).

Figure 4.8: CAD drawing of the used mask for the evaporation of additional metallization pads.

through the thin TCO layer.

To avoid this, a second method was invented, where in the first step a newmetal pad is deposited on
to the sample with the desired area. In a second step, the TCO around the pad is removed by a wet
chemical etching step in order to electrically isolate the sample from the rest of the cell. Figure 4.7
(C) shows an optical microscopy image of an additionally deposited metal pads. Regions without
AZO occur more bluish, regions with AZO occur reddish. The etching of the TCO of these parts
was prevented by a coating of acid proof photoresist.
For the correct alignment of the pad between the grid fingers, a special evaporation mask was
designed, which orientates to the original cell geometry. Figure 4.8 shows a CAD drawing of the
used mask. This method enables measurements with low leakage current, small contact resistances
and therefore high quality signals.

4.3.1 Standard measurement procedure and measurement parameters

This section gives an summary of the applied measurement procedure and standard measurement
parameters for the DLTS measurements of CIGS solar cells.
In order to ensure that all samples were measured in a stable state, they were left to relax in the
dark in the cryostat system for at least 30 minutes before the start of the measurement. After
this relaxation step, some basic measurements have been conducted. Herein the quality of the
contact was tested in terms of leakage current and capacitance compensation. Furthermore the
doping density of the sample was measured via a CVmeasurement and a subsequentMott-Schottky
evaluation, as described in Section 2.6.
The standard procedure of the DLTS measurement consists of a measurement in forward pulse
direction during the cooling of the sample down to liquid nitrogen temperature and a subsequent
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measurement in reverse pulse direction during the heating of the sample.
The measurement parameters of both directions have been the same and have been set in order
to cover a large range by using a 3 different time windows along with two different pulse widths
(resulting in a 3x2 matrix): the time window tW was set to 1, 10 and 100ms and was adapted if
need in later measurements. The pulse width was selected to be in the order of 1 and 10ms and was
also adapted if needed. For example, short pulse widths of 0.1ms often result in measurements
with good peak separation but a low SNR. The values of the voltage parameters VP and VR were
set for an optimum ratio of peak amplitude (larger pulses result in a larger scan depth and therefore
more participating defects) and peak resolution (often lower pulse voltages result in better peak
resolution). For VP values of between 0 and 0.1V and for VR values between−2 and−0.5V were
used. After the measurements, the evaluation was conducted by an manual maximum analysis
and for promising samples and measurements an DLTFS and Hera evaluation was conducted (see
sections above).

Conclusion

In summary, the method of DLTS provides the possibility of the exact determination of defect
properties like energetic position, defect density, capture cross section and defect type (majority or
minority trap). These parameters can be directly used as input parameters for the semiconductor
simulation and enables the reproduction of the underlying defects. Therefore the shape of a
capacitance transient, caused by a delayed emission of charge carries from defects, is analyzed. In
the classical technique of DLTS, from the temperature dependence of the capacitance transients a
DLTS signal is obtained, followed by an evaluation via an Arrhenius plot. In advanced methods,
the capacitance transients are directly evaluated over Fourier or Laplace transformations in order
to resolve superimposing emission processes. The whole measurement is conducted in a cryostate
setup with liquid nitrogen cooling in order to enable the temperature dependent measurement.
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Efficiency CIGS Solar Cell

In this chapter the process of setting up and defining a semiconductor model is described in
detail. For this purpose, a high efficiency (and a former world record from 2016) solar cell
from the high efficiency line at Zentrum für Sonnenenergie- und Wasserstoffforschung Baden-
Württemberg (ZSW) with PCE = 22.6% is used as the experimental counterpart. Within this
section, the simulationmodel is built up from parameters obtained bymeasurements of capacitance-
voltage (CV), Deep Level Transient Spectroscopy (DLTS) and time of flight secondary ion mass
spectroscopy (ToF-SIMS) and reproducing the basicmeasurements of IV characteristic and external
quantum efficiency (EQE). Herein, DLTS measurements have been performed not on the record
cell itself, but on a similar device. This chapter serves as a verification and an example of a
semiconductor simulation with all belonging steps and therefore serves as a reference for the
following chapters, where the building up of a semiconductor model is not described in detail
for every single problem. First, the collection of the needed inputs for a detailed simulation is
explained. Afterwards, the simulations results are compared with the experimental findings.

5.1 Finding the Right Inputs

This section illustrates the gathering of the most important input quantities for the simulation.
First, determination of suitable parameters and the determination of layer thicknesses is discussed.
Afterwards, the modelling of the band gap profile of the Cu(In,Ga)Se2 (CIGS) layer via a multi-
layer approach is explained. In the end, DLTS measurements on a high efficiency CIGS solar cell
are shown, which results are used as input for the semiconductor simulation of the record cell.

5.1.1 Setting the Baseline Parameters

Some of the most important parameters are the layer thicknesses, influencing both, the optical and
electrical calculations. Figure 5.1 shows a schematic layerstack of the sample indicating an absorber
layer with 2700 nm, a thin cadmium sulfide (CdS) layer with 30 nm and a transparent conductive
oxide (TCO) combination of zinc magnesium oxide (ZMO) and aluminum doped zinc oxide (AZO)
with 50 nm and 200 nm, respectively. The thickness values are obtained from scanning electron
microscopy (SEM) cross-sections and from optical transmittance measurements. On top of, a
110 nm thick layer of magnesium fluoride (MgF2) is deposited as an anti-reflective coating.

For the basic semiconductor parameters, not all quantities are experimentally accessible or only
hard to acquire. Whenever possible, semiconductor parameters were based on the in-house mea-
surements. Otherwise, values from literature were included. Table 5.1 gives an overview of the
used simulation parameters for all materials which have been taken into account electrically (for
example MgF2 is only considered optically). The table is based on the baseline parameters, which
are specified in Table A.2 in Section A.1. The bold numbers indicate values which have been
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Figure 5.1: Schematic illustration of the layerstack of the high efficiency CIGS solar cell.

determined experimentally.
Information about energy bands andmobilities have been taken from the baseline model by Gloeck-
ler et al. [144]. The minimum value of the band gap profile of the CIGS layer was determined to be
1.08 eV from EQE measurements. The exact implemented band gap profile of CIGS is discussed
in Section 5.1.2.
For doping densities, typical values from in-house measurements or literature values have been
used. The doping density of the CIGS layer, determined via CV measurements, reveals a value of
approx. 2·1016 cm−3. Within the presented simulation, the Boltzmann statistic is valid. Therefore
the TCO layers of AZO and ZMO the values have been set to 1·1018 cm−3 and 1·1015 cm−3,
respectively For the defect properties of CIGS, the results from DLTS measurements have been
used, which are discussed in Section 5.1.3. For all other materials, a mid-gap defect with high
density is assumed in order to match the simulated EQE curve with the experimentally obtained
one (problem discussed in Section 3.4).
The surface recombination velocity (SRV) of minorities at the contact was set to 1 cm/s of ma-
jorities to 1·107 cm/s. These values have been selected to match the VOC of the experimentally
obtained device characteristic. Nevertheless, the change of the minority SRV has only a minor
influence on the device performance for devices with graded band gaps towards the back contact
[146]. The radiative recombination coefficient for CIGS was set to 4·10−11 cm3/s according to
Yamaguchi et al. [103]. The radiative coefficients of all other layers were set according to the
reference [145]. The Auger recombination was not taken into account in this model. Therefore the
coefficients were set to zero.
Optical Data for CIGS are taken fromMinoura et al. [147]. Refractive data for all other layers have
been measured in-house on the corresponding layers by spectral ellipsometry (SE).

5.1.2 Reproduction of the Band Gap Profiles in Numerical Simulations

Furthermore, ToF-SIMS measurements have been used to model the band gap profile of the solar
cell. Figure 5.2 (A) shows the profiles of the GGI and CGI within the absorber layer and the
resulting band gap gradient, calculated with two different formulas fromWitte et al. [21] and Boyle
et al. [20]. Figure (B) illustrates the band gap modelling for the simulation model in comparison to
the band gap profile according to Boyle et al. The dashed light gray line indicates the approximated
minimum band gap of 1.08 eV extracted from EQE, already indicating a difference to the calculated
band gap profile minimum of 1.13 eV. Therefore the band gap profile was modelled by shifting
the profile downwards, until the minimum of the profile corresponds to the EQE value. Due
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CIGS CdS ZMO AZO

Thickness d / nm 2700 30 50 200
Band gap Eg/eV 1.08∗ 2.4 3.3 3.3
Chemical potential χ/eV -4.5 -4.2 -4.45 -4.45
Relative permittivity ϵr 12.9 10 9 9
Effective DOS cond. band at 300K NC/

1
cm3 2.2e18 2.2e18 2.2e18 2.2e18

Effective DOS val. band at 300K NV/
1

cm3 1.8e19 1.8e19 1.8e19 1.8e19
Donor density ND/

1
cm3 1e6 1e17 1e15 1e18

Acceptor density NA/
1

cm3 2e16 1e6 1e6 1e6
Electron mobility µe/

cm
V s 100 100 100 100

Hole mobility µh/
cm
V s 25 25 25 25

Radiative recombination coeff. rrad/
cm3

s 1e-11‡ 1.7e-10 1.7e-10 1.7e-10
Auger coefficient electrons Cn/

cm6

s 0 0 0 0
Auger coefficient holes Cp/

cm6

s 0 0 0 0
Thermal velocity electrons νth,e/

cm
s 1e7 1e7 1e7 1e7

Thermal velocity holes νth,h/
cm
s 1e7 1e7 1e7 1e7

Deep defect

Energetic position† ET/meV 450 1200 1650 1650
Trap density NT/

1
cm3 1e13 1e20 1e18 1e20

Capt. cross sect. electrons σn/cm
2 1e-12 1e-14 1e-14 1e-14

Capt. cross sect. holes σp/cm
2 1e-12 1e-14 1e-14 1e-14

Table 5.1: Summary of the used semiconductor parameter within this chapter. The bold numbers are experimentally
obtained values, all others are taken from literature [144, 121, 145, 103]. ∗ indicates a graded band gap as
given in the text. † energetic positions of defects are given with respect to the valence band maximum EV. ‡

The value for the radiative recombination coefficient of CIGS was set according to [103].

to a missing coupling of optical and electrical calculations within layers with changing material
parameters, a multi-layer approach had to be used. Therefore the CIGS layer was divided into 22
(sub-)layers. The first two layers have a thickness of 300 nm and 400 nm, respectively and model
the notch at the front of the CIGS layer. The remaining 20 layers have a thickness of 100 nm and
build a linear grading towards the back contact. The optical data for the single layers are taken
from the publication of Minoura et al. [147], providing GGI-dependent refractive data of CIGS.
Due to the minor differences between the refractive data of the single sublayers, the error in the
TMM calculation due to the multi-layer approch is neglectable. The electrical counterpart of the
band gap profile was modelled by piece-wise introducing a grading via the a spline formalism (like
explained in Section 3.2.5.2) resulting in a continuous function throughout the whole layer. Thus
the treatment of the interfaces by thermionic emission is avoided.

5.1.3 DLTS Measurements on High Efficiency CIGS Solar Cells

DLTS measurements, in DLTS and Reverse DLTS (RDLTS) pulse direction, have been performed
on a similar high efficiency cell, comparable with the record cell. The results of the DLTS
measurements are shown in Figure 5.3 (A). Compared to the RDLTS measurements, the DLTS
measurements show a better quality of the temperature scan itself and the corresponding evaluation

57



5 Setting up a Device Model for a High Efficiency CIGS Solar Cell

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6

20

30

40

50

60

70

80

90

1.05

1.10

1.15

1.20

1.25

1.30

C
a
lc

u
la

te
d
 b

a
n
d
 g

a
p
 /

 e
V

G
G

I 
o
r 

C
G

I 
/ 

%

Depth in CIGS layer / µm

CGI

GGI

Eg (Witte)Eg (Boyle)

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6

1.10

1.15

1.20

1.25

1.30

B
a
n
d
 g

a
p
 /

 e
V

el. band gap

opt. band gap

band gap from EQE

Depth in CIGS / µm

Eg (Boyle)

calculated (from GGI and CGI data) band gap and

implemented band gap in simulation

(A) (B)

Figure 5.2: (A) depth profiles of Cu/(Ga+In) (CGI) (orange) and Ga/(Ga+In) (GGI) (blue) ratios within the CIGS layer
of the high efficiency cell. The resulting band gap profiles are plotted in black (calculation according to
Boyle et al. [20] and in grey (according to Witte et al. [21]). Graph (B) shows the modelling of the band
gap profile in pale and dark blue in comparison to the calculated band gap by following Boyle et al.
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Figure 5.3: (A) DLTS measurement of a high efficiency solar cell with showing three majority trap levels H1, H2, H3.
Graph (B) shwos the corresponding Arrhenius plots of the maximum evaluation.

of the extrema. This might be due to the fact, that the observed peaks “H1“, “H2“ and “H3“ have
all majority traps as origin and RDLTS measurements are preferentially sensitive to minority traps.
The temperature scans of two measurements with two different pulse widths are shown. While
the 1ms measurement reveals all three peaks, the 50ms measurements shows rapidly decreasing
signals for high and low temperatures, superimposing the peaks H1 and H3 such as H1 is not
observed anymore and the peak position of H3 is affected (peak position should be independent of
the pulse width). Especially for the evaluation of H3 this is a significant source of error, even for
the short pulse measurement. Figure 5.3 (B) shows the corresponding Arrhenius plot of the three
peaks, including a table with the defect properties. The H1 peak revealed an energetic position
of only 57meV, representing rather a shallow defect level which might contribute to the effective
doping. The H2 peak can be assigned to a defect at 460meV above EV and a defect density of
3·1013 cm−3. The third peak at 300K exhibits unreasonable defect properties, although the data
points in theArrhenius plot revealed a very good linear behavior. The energetic position is evaluated
to be 930meV above EV, which could be realistic, but a capture cross section of 1·10−8 cm2 is
not. Also the trap density of more than 1·1016 cm−3 seems unreasonable and gives an indication,
that this peak is influenced by metastabilities or other distorting effects. Therefore only the H2
defect was implemented in the simulation model. Nevertheless, during the simulation study the
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value of the H2 trap density had to be reduced slightly to fit the result to the experimental data
from 3·1013 cm−3 to 1·1012 cm−3 (see Table 5.1). This adaption is regularly necessary, because
the value of the capture cross section from the Arrhenius plot is strongly error-prone and can only
be used as a rough estimation of the order of magnitude.

5.2 Simulation Results

With the 1D simulation model from the last section, JV and EQE simulations can be performed.
The results are shown in Figure 5.4 (A) and (B). Figure (A) shows the JV curves of the experimental
measurements, the semiconductor simulation and a combination of the semiconductor simulation
with a subsequent electrical simulation via the Poisson solver. The inserted table gives the charac-
teristic quantities of the corresponding JV curves. The semiconductor simulation shows a similar
VOC as the experimental result with 743mV instead of 741mV. But the fill factor (FF) is with 3%
higher than the experimentally obtained one of 80.6% and the current is only slightly 0.2mA/cm2

higher.

The slight differences between amodel and an experiments are unavoidable, as different aspects and
loss mechanisms appearing in experiments are not considered in the semiconductor simulation. For
example, the shading of the metal grids has a small influence on the JSC. In this case, the influence
is small because most of the metallization was prepared outside the active area. A comparison
with the results of the device simulation shows that the shading is responsible for a JSC loss of
0.4mA/cm2, which corresponds to a relative loss of only 1%, showing a good agreement.

The lateral current transport through the TCO and grid has a much larger influence on the device
performance. The resistive losses mainly have an influence on the FF. It is reduced by 1.5% from
83.6% to 82.1%. This value is still 1.5% higher than the experimental value, which shows that the
model can be further refined and some parameters have to be adjusted to achieve an even better fit.
One possibility would be to use the reverse engineering fitting (REF) method introduced in Section
3.5. This is illustrated elsewhere in Section A.2.2 on the basis of another example. Nevertheless,
the VOC value fits very well to the experimental result, even for the device simulation. In summary
the calculated efficiency is 22.8%, and thus very near to the actual value of 22.6%.
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Figure 5.4: Results of numerical simulations and comparison to the experimental data. (A) shows the IV curves together
with the characteristic data. Graph (B) shows the experimental obtained EQE as thick gray line together
with simulated EQE plots from different simulation models.
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5 Setting up a Device Model for a High Efficiency CIGS Solar Cell

Furthermore, the EQE was simulated on semiconductor level. Figure (B) shows the experimentally
measured EQE in light gray together with different simulated EQE curves. Again, the problem
of the exact band gap, as discussed in the previous section, is addressed. The simulated curves
show a comparison between the band gap calculated according to Boyle et al. (1.13 eV) and
the band gap extracted from the experimental EQE (1.08 eV). In both cases, the simulation was
performed without grading and with grading as illustrated in Figure 5.2 (B). For the graded case,
the determined band gap values were used as minimum values. It can be seen that without grading,
the experimental EQE is one time underestimated in the long wavelength region and one time
overestimated. For the case with grading, the EQE is significantly underestimated for a minimum
value of 1.13 eV. However, for a value of 1.08 eV there is a clear agreement with the experimental
curve. This is also true for the short wavelength region, where the EQE curves with grading show
a significantly higher agreement. In general, the simulated curve shows a good agreement with the
experimentally obtained curve. This is true for the large part of the curve. Only single regions
show a small deviation. This shows that the chosen modeling of the bandgap makes sense and is
reasonable and the model incorporates enough details for meaningful simulations.
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Figure 5.5: Loss analysis of the high efficiency record cell.

Additionally a loss analysis was performed on the model to identify the largest loss mechanisms
of the device with the assumed parameters. The result is shown in Figure 5.5. The main optical
loss is still the reflectance loss although an anti-reflective coating (ARC) layer was already applied
to the layerstack. The calculated loss of 2.53% is in good agreement with the experimental value
of 3%, which was obtained by the weighted integral reflectance in the wavelength region from
300 nm to the wavelength of the band gap λgap = 1150 nm. The main electrical loss is the loss due
to Shockley-Read-Hall (SRH) recombination.

A complete elimination of the SRH recombination would lead to a semiconductor efficiency of
26.5% and a device performance of 25.68%, showing that the SRH is a very significant loss, and
the potential of further improvements with decreased SRH recombination.
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5.2 Simulation Results

Conclusion

In summary, the build up of a simulation model was shown in detail. Herein experimental results
fromCV, DLTS and ToF-SIMSmeasurements have been used as inputs. The calculated EQE shows
a good agreement with the experimental curve. The JV curve was reproduced with a combination
of a semiconductor simulation and an electrical quasi-3D Poisson solver. Therefore, this chapter
serves as an example for the following chapters.
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6 Defects in grading-free CIGS solar cells with
different alkali treatments

The following DLTS measurements and evaluations were conducted by Laura Friedl under guid-
ance of the author and the results reflect the main findings of her Bachelor Thesis [148]. The
samples have been fabricated by Roland Würz and the CIGS preparation team at Zentrum für
Sonnenenergie- und Wasserstoffforschung Baden-Württemberg (ZSW).

This chapter analyses the effect and the electronic fingerprints of alkali metals in CIGS solar
cells. The focus lies on the characterization of Cu(In,Ga)Se2 (CIGS) solar cells with capacitance-
voltage (CV) and Deep Level Transient Spectroscopy (DLTS) measurements and the investigation
of effects of controllable alkali amounts due to post-deposition treatment (PDT) steps. Hence
the CIGS samples are grown in a laboratory evaporation system (compare Section 2.5) on Na-
containing glass substrate and alkali-free zirconium oxide (ZrO) substrates. The ZrO substrates are
used to eliminate the diffusion of Na into the CIGS during the growth of the layer. A subsequent
PDT step can be applied and it’s corresponding effect can be investigated without influence of other
alkali elements. Herein PDT processes with different alkali elements like Na, K and Rb are are
discussed and compared.

6.1 Properties of Investigated Samples

The CIGS layer of the samples presented in this chapter were deposited using the laboratory
equipment in a single-stage process. Table 6.1 gives an overview of the investigated samples and
Figure 6.3 shows representative IV-curves. The sample preparation was divided into two runs. The
first run investigates the effect of a sodium fluoride (NaF) and a potassium fluoride (KF)-PDT,
the second run the effect of rubidium fluoride (RbF). For both runs, reference devices have been

Sample PDT Substrate
PCE
(%)

VOC

(mV)
FF
(%)

JSC

(mA/cm2)
NA

(cm−3)

R1_ZrO_w/o without ZrO 9.85 553 58.3 29.9 1.09e14
R1_ZrO_NaF NaF ZrO 16.38 683 77.9 30.8 4.00e15
R1_ZrO_KF KF ZrO 13.38 599 73.6 30.4 2.70e15
R1_SOL_w/o without SOL 16.05 686 78.4 29.8 2.89e15
R2_ZrO_w/o without ZrO 10.35 552 64.1 29.2 1.07e14
R2_ZrO_RbF RbF ZrO 14.46 657 75.4 29.2 5.20e15
R2_SOL_w/o without SOL 15.92 665 78.4 30.5 -
Table 6.1: Summary of the characteristic values of the single stage, gradient-free samples. The single horizontal line

divides the rows into samples from same deposition runs.
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Figure 6.1: time of flight secondary ion mass spectroscopy (ToF-SIMS) measurements of single stage, gradient-free
CIGS solar cells with different alkali treatments. Graph A shows the composition of the samples, graph B
the alkali element content.
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Figure 6.2: ToF-SIMS measurements of single stage, gradient-free CIGS solar cells with and without RbF-PDT. Graph
A shows the composition of the samples, graph B the alkali element content.

fabricated with an alkali-free sample on ZrO and a sample grown on standard soda-lime glass
(SOL). The actual samples with an applied PDT were grown on ZrO, as well. This ensures that the
samples contain only alkali elements from the PDT.
The type of substrate (ZrO or SOL), the type of treatment (without, NaF, KF or RbF) and the
number of the run (R1 or R2) are taken into account in the names of the devices. For the devices
R1_ZrO_NaF or R1_ZrO_KF grown on ZrO, a PDT process was performed with NaF or KF,
respectively. For the reference samples R1ZrOw/o and R1SOL_w/o no PDT was performed.
Therefore, the R1ZrOw/o sample contains no alkali elements and the SOL-sample contains only
alkali elements, which diffused from the substrate during the layer growth (compare next paragraph).
The CIGS layers of these samples were prepared in the same evaporation process. In a second
process, samples RbF-PDT have been fabricated. Again, the reference samples R2ZrO_w/o and
(R2SOL_w/o) without further alkali treatment have been fabricated. The sample with RbF-PDT
(R2ZrO_RbF) was also grown on ZrO.

Another characteristic of the samples is the homogeneity in depth. In contrast to the widely used
Ga/(Ga+In) (GGI)-profiles [23, 149], the used samples have a constant distribution of elements
over the depth of the absorber layer, which excludes the influence of the gallium gradient and other
changing properties on the defects. Figure 6.1 shows the composition profiles of the CIGS matrix
elements (A) and the alkali elements Na and K (B) for the samples of the first run. Figure 6.2
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Figure 6.3: IV curves of the investigated one stage gradient free samples.

shows the matrix element profiles in Graph (A) and the profiles of Na, K and Rb in Graph (B) for
the second run. In both cases, the flat profiles of the matrix elements (Cu+,Ga+,In+,Se+) can
be clearly seen. Due to the elemental diffusion during the absorber growth, the depth profiles of
Na, K and Rb were not uniform. A higher concentration towards the CdS and the back contact
was observed. While the average alkali concentration in the CIGS layer for the untreated sample is
almost zero (≤ 1 ppm), the values significantly increase after a PDT step. After the NaF-PDT, the
average Na concentration increases to 450 ppm, after the RbF-PDT, the Rb concentration increases
to 700 ppm. For a KF-PDT the value is even higher up to a K concentration of 1100 ppm. In
comparison, the alkali concentration of the sample, grown on glass are: 260 ppm sodium and
22 ppm potassium.

Table 6.1 shows an overview of the mean values (over a test strip with 10 cells) of the IV parameters
of the samples. For the subsequent DLTS measurement, a cell with an efficiency close to the mean
value (an average performing cell) was selected. A significant improvement in efficiency, VOC and
fill factor (FF) of the cells with alkali elements in the CIGS absorber can be seen, compared to the
devices without PDT. Here, the strongest increase is seen due to the NaF-PDT, which can increase
the efficiency from almost 10% to over 16%. Comparing across all treatments, the KF-PDT is
the one with the smallest effect, with an increase of just 3%. It is also interesting to note that the
samples on glass substrates with no NaF-PDT have almost the same cell parameters as the ZrO
samples with NaF-PDT. This suggests that the effect of sodium is similar whether it is present during
film growth, or only afterwards. This trend can also be seen in Figure 6.3. The IV-curve of the
untreated solar cells shows a strong S-shape behavior. By applying a PDT step, S-shape behavior
vanishes and a significant increase in VOC and FF can be observed. Although these improvement in
VOC and FF is valid for all types of the PDT, the strength of this beneficial effect strongly depends
on the used alkali element. Herein, the KF-PDT shows the smallest effect, followed by RbF, and
NaF with the strongest effect. Since the samples with RbF and NaF are from different deposition
batches, a comparison is only possible within limits.

Figure 6.4 shows the DLTS and Reverse DLTS (RDLTS) measurement of the above introduced
samples on ZrO substrates for no PDT (A), NaF (B), KF (C) and RbF-PDT (D). For every sample,
a significant difference in the DLTS measurements can be observed. While the untreated sample
shows a very distinctive peak at 180K, all other samples showpeakswith increasedwidth, indicating
an overlapping of peaks from different trap levels or peaks originating from traps with distributed
energy values (like Gaussian, etc.). Furthermore, the temperature, at which the peaks occur differ
between the samples. For NaF-treated cells, the main peak occurs at temperatures below 200K.
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Figure 6.4: DLTS measurements of single stage, gradient-free CIGS solar cells with different alkali treatments.

For KF-treated samples, a the maximum in the RDLTS occurs for temperatures higher than 200K.
In the case of RbF, a peak at low temperatures, as well as for higher temperatures is present.
If not stated otherwise, the standard measurement parameter of the shown DLTS and RDLTS
measurements are: tP = 1 and 50ms and tW = 1, 10 and 100ms with a pulse height of 2V.
In DLTS configuration, the reverse bias is set on −2V, in RDLTS configuration on 0V. In the
following sections, the investigations are discussed in detail.

6.2 DLTS Measurements on an Alkali-free Reference

In the following, the analysis of the prominent minority peak of the untreated cell is performed in
a detailed way, in order to give an exemplary DLTS evaluation workflow. Afterwards the results
will be compared with results of samples with different alkali treatments.

As already depicted in Figure 6.4 (A), the untreated sample reveals one prominent peak "H0". This
is only the case for RDLTS measurements. For standard DLTS no peak can be observed, regardless
of the used measurement parameters. Only an increasing signal at high temperatures above 300K
is present, as well as for the RDLTS measurement. Since the signal does not change the direction
(above or below the x-axis) when changing the pulse direction, it is probably not connected with
a defect related process in the classical sense of the DLTS measurement. Nevertheless, within the
scope of the used parameters of the RDLTS measurements, no further peak can be observed. The
response of the peak on changes in tW and tP is depicted in Figure 6.5 (A). With a variation of tW
from 1ms, over 10ms to 100ms and tP values of 1 and 50ms, a huge part of the parameter-space is
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Figure 6.5: DLTSmeasurements of single stage, gradient-free CIGS solar cells without any alkali treatment and without
alkali from the substrate. Graph (B) shows the corresponding Arrhenius plot of the manual evaluation.

scanned. Within this range following effects on the DLTS signal can be observed: First, the position
of the peak shifts to lower temperatures when increasing the time window tW. This observation
follows the theory as introduced in Section 4.1 and leads to the Graph 6.5 (B). The Arrhenius plots
of the manual evaluation of both tP measurements are shown. The linear regression plots show
comparable slopes with a slight offset in y-direction. Therefore, both evaluations result in similar
energetic levels, with a mean of (305±10)meV above the EV. Table 6.2 lists the evaluation data
of the defect peak H0, obtained with different evaluation methods, introduced in Section 4.1.4
for both pulse widths. The offset in y-direction leads to a deviation in the resulting capture cross
section, which is a known problem of this evaluation method [138]. Czudek et al. reported similar
results on samples grown on glass substrates with a sodium diffusion barrier. They obtained an
energy level of 300 to 350meV and assigned this defect to be located at grain boundaries. Also
they could observe this peak only for samples without sodium [150].

The second feature is, that for increasing the pulse width from 1ms to 50ms, the peak is increasing
in height by around 20%, indicating, that pulses of 1ms do not fill all traps and the peak amplitude
is not yet in saturation. This point can be discussed in detail, by taking the evaluation results of this
trap into account, as well. For each evaluation method, the trap density of the 50ms measurement
is higher, compared with the 1ms measurement. This leads to the conclusion, that the mean value
of 1.02·1012 cm−3 is slightly underestimating the real value.

In conclusion, DLTS measurements have been performed on alkali-free CIGS samples. Within
the used measurement parameters, only one defect peak was detected which can be assigned to a
"solo CIGS" defect. According to the energetic level, the chemical origin of this defect may be a
copper on indium CuIn or copper on gallium CuGa site, which theoretical energetic position for
CuInSe2 (CIS) or CuGaSe2 (CGS) is 290meV above valance bandmaximum. Since the CIGS layer
is grown rather Cu-poor (typical CGI values approx. 0.8 to 0.9) than Cu-rich this interpretation
seems not to be very reasonable [141]. Nevertheless, the measured samples are an alloy of CIS
and CGS, and therefore an influence of the mixture of elements on the energetic position of defect
levels cannot be excluded.
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6 Defects in grading-free CIGS solar cells with different alkali treatments

Maximum
evaluation

Hera
evaluation

DLTFS Mean
Standard
Deviation

puls width tp / ms 1 50 1 50 1 50
Energy ET − EV

/ meV
286 312 299 312 309 311 305 10

Trap density NT

/ 1·1012 cm−3
0.99 1.23 0.84 1.23 0.76 1.05 1.02 0.20

capture cross section σ
/ 1·10−15 cm2

0.35 1.46 0.82 1.46 1.05 1.69 1.14 0.5

Table 6.2: Summary of the characteristic values of the single stage, gradient-free samples without alkali treatment,
obtained with different types of evaluation.

6.3 DLTS Signatures of Different Alkali Elements in CIGS Solar
Cells

With introducing alkali elements into the CIGS layer, the situation completely changes. This
was already observed in Figure 6.4. Different alkali PDTs introduce different peaks in the DLTS
measurement and at different temperatures. For all investigated types of PDT, much broader peaks
compared to the untreated sample are recorded. For this reason, the following evaluations are not as
straight forward as the one for the untreated samples and exhibit higher systematic errors compared
to the ones for the untreated samples.

NaF-treated sample

The RDLTS measurements of the NaF sample in Figure 6.6 (A) shows a broad maximum between
100K and 200K. A higher resolution of this peak was achieved by reducing the pulse voltage
step (difference between reverse and pulse voltage) from 2V to 0.5V, revealing at least two defect
levels contributing to this peak. This two defect levels are marked as "Na1" and "Na2" in Figure
6.6 (A). As a consequence of the smaller pulse height, a smaller region of the absorber layer is
scanned, resulting in a lower peak amplitude, but at the same time the measurement is less blurred.

Graph 6.7 shows the calculated space charge region (SCR)-width in dependence on the applied
bias, based on the measured doping densities. In case of the NaF, the SCR width of the unbiased
sample is approximately 540 nm. For a 2V pulse in reverse direction, it increases to approx. 1 µm.
In comparison, for the smaller 0.5V pulse, the SCR width only changes to 690 nm. This shows,
that the accessible region is significantly larger with the 2V pulse and therefore the probability
for blurring and widening of the peak is higher. Nevertheless, the two underlying peaks are not
completely separated (maybe due to similar activation energies or chemical origins) making the
evaluation more complicated and error-prone. A separated evaluation of the two constituents of
this peak is possible, but difficult. On possibility is the usage of automated evaluation methods like
a Hera-evaluation or Deep Level Transient Fourier Spectroscopy (DLTFS). In contrast, the DLTS
measurements in Graph (B) reveal no double peak shape at the corresponding temperatures, even for
the small voltage pulse. This could be either due to a lower resolution in the DLTS configuration,
or a weaker response of the "Na2" constituent. Furthermore, the peak amplitude of the DLTS
measurement is one order of magnitude smaller than the RDLTS peak (compare y-axis of Graph
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Figure 6.6: RDLTS (A) and DLTS (B) measurements of single stage, gradient-free CIGS solar cells grown on ZrO
substrate with a NaF-PDT with different DLTS measurement voltages.

Na1 Na2 Na3 Na4
ET − EV /meV 75±7 215±15 337±90 712±90

NT / 1·1014 cm−3 2.91±0.97 1.66±0.61 0.16±0.03 0.48±0.13

σ / cm2 1·10−20 2·10−17 4·10−17 5·10−14

Table 6.3: Summary of the results from DLTS measurements on the NaF treated sample. For the capture cross section
σ no error is given due to the high deviation of the values.

(A) and (B)) and some additional peaks can be observed compared to the RDLTS measurement. At
approximately 250K a further minority peak "Na3" can be observed and at approximately 300K
a majority peak "Na4" occurs in several measurements. The rapidly increasing signal amplitude at
high temperatures sometimes overwhelms the 300K and 250k peaks.

The peaks of Na3 and Na4 are not present in the RDLTS measurements or are superimposed by
large noise for temperatures above 250K.

The energetic position of the four identified defect levels, corresponds to the temperatures at which
the peaks occur in the DLTS measurements. Peaks at low temperatures in the DLTS scan can
be assigned to defect levels with low energetic positions. "Na1" reveals the lowest activation
energy of (75±7)meV and can be therefore assumed to be a shallow doping level. With a trap
density of (2.91±0.97)·1014 cm−3, the contribution to the netto doping (4·1015 cm−3) is rather
low. peak "Na2" corresponds to a minority trap level at (215±15)meV and a trap density of
(1.66±0.61)·1014 cm−3. The energetic position is too high to assign this peak to a shallow dopant.
Furthermore, defect signals in DLTS measurements on CIGS solar cells in the temperature range
of "Na1" and "Na2" are often assigned to a so called "N1" signal [151, 152]. Zabierwoski et al.
suggest a InCu-related origin and show that the sample preconditioning has a huge influence on
the position and shape of the peak [152]. Although an influence of unintentional ambient light
soaking etc. can not be excluded, the presented measurements are comparable with each other,
due to the applied relaxation procedure in dark and vacuum, lasting at least 1 hour before the
DLTS measurement. Furthermore, a set of measurements have been performed on each sample
on different days with different measurement parameters. The given energetic positions and trap
densities reflect the resulting average values with standard deviation. Such significant variations like
Zabierowksi et al. cannot be reported. The high temperature peaks can be evaluated to energetic
positions of (337±90)meV and (712±90)meV for "Na3" and "Na4", respectively. According
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Figure 6.7: Calculated SCR width of the investigated sample in dependence of the external bias As a reference vertical
lines at −0.5V and 0V are given.

to the smaller peak amplitudes, the resulting trap densities are lower than those of "Na1" and
"Na2" with (1.66±0.32)·1013 cm−3 and (4.8±1.3)·1013 cm−3. In summary, four different defect
levels have been identified with DLTS in NaF-treated CIGS. Two of them have shallower energetic
positions ≤ 250meV and two have positions deeper within the band gap. The latter are likely
SRH recombination candidates and could have an impact on cell performance. All results are
summarized in Table 6.3 The values of capture cross sections are given without standard deviation
due to the high variance in the results.

KF-treated sample

By replacing the NaF by KF, the DLTS results completely change. As Figure 6.8 indicates, these
measurements show a huge variation. Graph (A) shows the measurement with a pulse step height of
2V, Graph (B) with a height of only 0.5V, in both cases for DLTS and RDLTS configuration. All
other parameters are the same. For the large pulse minority peaks in RDLTS configuration occur
at temperatures between 200 and 270K, in contrast, for the small pulse the peaks occur at lower
temperatures between 120 and 200K. The DLTS measurements change as well. While for the 2V
pulse, only a minimum is observed at 300K, for the small pulse a peak at temperatures around
120K occurs. These variations can maybe be related to the before mentioned "N1" behavior
reported by Zabierowski et al. [152]. Moreover, this sample was experimentally difficult to
measure, because the electrical contact was not sufficient, which can lead to parasitic behavior
in the DLTS measurement. Another explanation, but less probable, is that the defect properties
change with depth in the CIGS layer. With the 2V pulse, the scanned range is much wider, and
could reach defects with changed properties or different defect levels. This is not very probable
because the samples have a very constant composition profile, as well as the alkali elements.

A further challenge is the extreme width of the peaks, ranging from 100K to 280K, covering
nearly the whole measurement range. The blurring or the superimposing of multiple defect levels
is a major challenge for the further evaluation. Although the peaks in the RDLTS measurements
obviously containing signals from multiple defect levels or from an energetic distribution, only
representative values of the local maximum are evaluated. The results are summarized in Table
6.4. The evaluation of level "K1.1" result in energy levels ranging from 380 to 440meV. In
contrast, the values for "K1.2" of the small pulse measurement lie significantly lower between
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Figure 6.8: RDLTS and DLTS measurements of single stage, gradient-free CIGS solar cells grown on ZrO substrate
with a KF-PDT with different pulse voltage steps (difference between reverse and pulse voltage) of (A) 2V
and (B) 0.5V.

K1.1 K1.2 K2
ET − EV /meV 427±88 224±31 497±78

NT / 1·1014 cm−3 35.6±14.8 7.27±2.77 2.12±0.22

σ / cm2 6·10−14 3·10−16 6·10−17

Table 6.4: Summary of the results from DLTS measurements on the KF treated sample. For the capture cross section
σ no error is given due to the high deviation of the values.

180 to 250meV. The mean values are (224±31)meV and (427±88)meV. Level "K2" has an
energetic position of approx. 500meV. Compared to the results of the NaF sample, two main
points show significant differences: The KF-treated devices reveal higher trap densities NT in the
range of 1·1015 cm−3, which fits to the concentration of K in the CIGS layer (100 ppm), which
is significantly higher than the Na concentration in the NaF-sample (450 ppm). Second, for the
KF-sample no doping level with energies below 100meV was found. The presence of deep defects
could be connected to the device performance: the KF sample show worse performance, compared
to the NaF sample. A main difference is present in the VOC, maybe caused by increased Shockley-
Read-Hall (SRH) recombination.
In conclusion, the data reveal, that KF, introduces defect levels in the CIGS, which are measurable
with DLTS. With the evaluated defect properties, it is possible, that these defects are electrically
active and play a role for the device performance.

RbF-treated sample

At last, the RbF sample shows again, differences in the temperature scan, compared to the other
samples. Figure 6.9 shows the DLTS and RDLTS characteristic of a RbF-treated CIGS sample on
ZrO. Graph (A) shows the results for a long pulse of 10ms, Graph (B) for a short filling pulses
of 0.1ms. Here, as well, broad peaks are dominating the temperature scans. In general, three
different peaks can be identified: a minority peak "Rb1" at low temperatures around 150K, a
majority peak "Rb2" at 200K, which is only present in the DLTS measurements for small pulses,
and a majority peak "Rb3" at high temperatures of 300K. Table 6.5 summarizes the results of
the corresponding evaluations. Again, mean values with standard deviation are given. "Rb1"
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Figure 6.9: RDLTS and DLTS measurements of single stage, gradient-free CIGS solar cells grown on ZrO substrate
with a RbF-PDT with different pulse widths of (A) 10ms and (B) 0.1ms. the DLTS curve in Graph (A) is
increased by factor 10 to ensure readability of the plot.

Rb1 Rb2 Rb3
ET − EV /meV 130±47 255±8 490±43

NT / 1·1013 cm−3 3.96±3.11 1.58±1.03 3.79±3.06

σ / cm2 1·10−18 1·10−17 3·10−17

Table 6.5: Summary of the results from DLTS measurements on the RbF treated sample. For the capture cross section
σ no error is given due to the high deviation of the values.

and "Rb2" show energetic positions near the valence band with 130 and 255meV, respectively.
The high temperature peak reveals an energetic position near the middle of the band gap with
490meV. In general, the trap density is low, compared to the KF and NaF samples (in the order of
1·1013 cm−3, compared to 1·1014 to 1·1015 cm−3). And also the capture cross sections show lower
values, ranging from 1·10−18 cm2 to 1·10−17 cm2. This could already indicate, that a RbF-PDT
introduces fewer detrimental defect levels in the absorber. This assumption cannot be verified with
the cell parameter of the samples because the RbF samples show a worse performance than the
NaF-treated sample. Also the RbF sample has not been fabricated in the same batch like the NaF
and KF samples. But it fits to the trend in the past CIGS development, to go from light alkali to
heavy alkali PDT processes to achieve higher lifetimes and VOC values [153].

6.4 On the Origin of Alkali Elements

The last section of this chapter deals with the origin of the alkali elements and the influence on
the DLTS measurements. While the usage of ZrO substrates enables the growth of CIGS layers
without the presence of alkali elements, this is not the case when growing the CIGS layer on glass
substrates. Due to the high process temperatures, alkali elements like potassium and sodium can
diffuse from glass, through the molybdenum into the CIGS layer. As the IV characteristics and
the corresponding data in section 6.1 show, the presence of alkali elements during the growth
of CIGS has a significant influence on the solar cell performance. Herein, the increase of the
doping plays an important role. In order to investigate the influence on the defect properties,
DLTS measurements have been performed on the above introduced CIGS sample on soda-lime
glass (without PDT). The results are shown in Figure 6.10, in light blue the DLTS measurement
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Figure 6.10: DLTS and RDLTS measurements of single stage, gradient-free CIGS solar cells grown on ZrO substrate
with a NaF-PDT (dashed) and grown on glass substrate (sodium diffusion into the CIGS) without additional
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and in black the corresponding RDLTS measurement. In comparison the measurements on the
NaF-treated sample on ZrO is plotted in the same graph. Obviously, the measurements agree with
each other and reveal the same features with slight differences in absolute values. For example,
the double peak between 100 and 200K cannot be separated, although adapted parameters with a
lower pulse height for a better resolution of peaks have been used, as well. Nevertheless, the two
samples show not only nearly the same IV characteristics, but also very similar DLTS results. A
detailed evaluation of the identified peaks was not possible. But the general energetic levels are as
following: the low temperature peak "SOL1/2" corresponds to energies between 130 and 270meV
with a trap density in the range of 1·1014 cm−3 and therefore are comparable to the results from
the NaF-treated sample. Defect level "SOL3" corresponds to an energetic position of 580meV and
a trap density of 1·1013 cm−3. The energetic position is relatively high, compared to the energy
of "Na3" of the NaF-treated sample. It is possible, that the strong increase at high temperatures
influences the peak position of "SOL3" and thus results in a wrong evaluation. Also for "SOL4"
it was not possible to perform a reasonable evaluation, most likely due to the strong increase for
high temperatures, as well, superimposing the actual peak. A reason for the significantly more
difficult evaluation of the measurements of the glass sample cannot be given. One possibility is,
that in contrast to the NaF-sample, two kind of alkali elements are present in the CIGS layer. As
the ToF-SIMS measurements in Section 6.1 reveal, the glass sample contains 258 ppm sodium
(approx. factor 2 less than in the NaF-sample) and 22 ppm potassium (factor 15 more than in the
NaF-sample, but factor 50 less than in the KF-sample).

Conclusion

This chapter reveals the individual signatures of single alkali elements in DLTS measurements on
simplified CIGS samples and how that they introduce defect levels in the absorber material. Al-
though each alkali treatment shows different features in the DLTS measurements, some similarities
are present as well. Each treatment introduces (almost) shallow defect levels (ET ≤ 100meV) or
defect level with a low distance ( approx. 200meV) to the valance band maximum. These levels
occur in RDLTS measurements as a broad maximum around 150K. Furthermore, in each case
a majority peak at 300K occurs, corresponding to defect level from 500 to 700meV. The exact
energy level depends on the applied alkali fluoride treatment. Some additional peaks are present,
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6 Defects in grading-free CIGS solar cells with different alkali treatments

depending on the sample. In comparison to the untreated sample, one can conclude, that the alkali
treatments (which are intended to passivate defect levels in order to enhance the charge carrier
lifetime [154]) introduce defect levels.

Figure 6.11 relates all experimentally determined defect levels to the theoretical calculations of
Wei et al. and Zhang et al., introduced in Figure 2.6 in Section 2.3. Herein the figure shows
the theoretical (interpolated) defect levels for a CIGS material with GGI=0.3 on the left hand
side together with the measurement of the alkali-free sample. The energetic level of the H0 peak
corresponds to the theoretical value of a Cu1−III defect, as already discussed in the text above.
The right hand side shows the alkali induced defect levels of the corresponding alkali containing
samples. The major part of the defect levels is located in the lower part of the band gap. The
defect levels, which occur as peaks at low temperatures in the DLTS measurement have energetic
positions near to the valence band maximum (VBM). For each of three PDT samples, also a defect
level near the middle of the band gap is observed (Na4, K2 and Rb3). Since the theoretical defect
levels on the left hand side are calculated without considering alkali elements, a comparison with
the alkali-induced defect levels has to be done carefully.
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RbF).

Malitckaya et al. and Oikkonen et al. showed density-functional theory (DFT) calculation which
reveal, that alkali elements in the CIS lattice can produce defects with transition levels in the band
gap, but do not give exact values for the energetic positions [58, 155]. Herein, all alkali metals
prefer to accumulate on the Cu sublattice and the formation energy of point defects increases with
increasing atom weight of the alkali metal (Li, Na, K, Rb, Cs). This is a possible explanation
for the lower observed defect density for the Rb induced defects in comparison to the Na and K
induced ones. Furthermore, the lighter alkali elements tend to diffuse into grain interiors, whereas
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the heavier ones favor the formation of secondary phases and the segregation at grain boundaries
[58].

These results have to kept in mind, when analyzing samples with multiple types of alkali elements,
intermixing within the CIGS layer, like in Chapters 7 and 8. It can be noted, that as soon as alkali
elements are introduced into the CIGS layer, the evaluation and interpretation of DLTS is getting
significantly more complicated.
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7 Influence of RbF PDT on the Defect
Characteristic of CIGS Samples from a
Production Like Inline Evaporation System

The results of this section have been published in parts in the publication “DLTS Investigations
on CIGS Solar Cells from an Inline Co-evaporation System with RbF Post-deposition Treatment“
[156].

With the basic measurements on the effect of single Alkali treatments on the Deep Level Tran-
sient Spectroscopy (DLTS) characteristics in Chapter 6, further investigations on post-deposition
treatment (PDT) effects in Cu(In,Ga)Se2 (CIGS) are discussed in this chapter. In the following
the effect of rubidium fluoride (RbF)-PDT on CIGS samples from a production-like multi-stage
co-evaporation system (like described in Section 2.5) is discussed. Therefore, the study is based
on sample which are comparable to module-CIGS and thus industrially relevant. This chapter
starts with introducing the measured sample and describing the most important properties. After
that, the DLTS measurements are analyzed and related to the sample properties. Lastly, the found
results are set into a global relationship by performing numerical simulations. Herein, strategies
for the improvements of the solar cells are discussed.

7.1 Investigated Samples

On the way to a higher market share of CIGS modules, detailed knowledge about the absorber from
inline co-evaporation processes is getting more important and is essential for further development.
Herein, in order to identify paths of power loss the knowledge of defects in the material is of great
interest. Therefore, this chapter is based on samples from two similar deposition series from a
production-like co-evaporation CIGS system, denoted as “Series I“ and “Series II“. Based on the
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Figure 7.1: Results from capacitance-voltage (CV) measurements for two sets of CIGS solar cells with and without
RbF-PDT. (A) Mott-Schottky plots for doping density determination. (B) Carrier density depth profiles
resulting from the CV measurements. The gray lines correspond to the results from linear regression in
graph (A). Graph (C) shows the depth profile of the Ga/(Ga+In) (GGI) for both samples from sample set I
with the measurement range of the DLTS measurements.
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same CIGS deposition, for each series, sample with and without RbF-PDT have been fabricated.
Except for the PDT step, all other preparation steps are the same. Multiple groups have observed
(See the literature review in Chapter 2.4), that the treatment of CIGS samples with alkali elements
improves the VOC and fill factor (FF), which might be related to the passivation of defects and the
increase of effective doping [154, 52]. The improvement in VOC of the investigated samples is
7mV and 23mV for Series I and Series II, respectively. The FF in Series II remains unchanged,
while the FF of Series I increases by 2% absolute. The exact VOC and FF values are listed in Table
7.1. The doping densities determined by CV measurements reveal, that an increase of the density
by factor 1.6 to 1.8 is obtained by the alkali treatment. The exact values are listed in Table 7.1, as
well. Figure 7.1 shows the corresponding CV measurements. Figure (A) shows the Mott-Schottky
plot with the according linear fit for the determination of the doping density. The values from
the Mott-Schottky evaluation are added as gray lines in Graph (B). They correspond well with the
minima of the well known “U“-shaped NA over WSCR plot of the CIGS devices. Additionally,
Graph (C) shows the GGI profiles from glow discharge optical emission spectroscopy (GDOES)
measurements of samples from Series I, with the depth, which is accessible by the DLTS mea-
surements with reverse voltage of −2V and a pulse voltage of 0V, is marked with blue and red
rectangles.

7.2 Influence of RbF-PDT on the Defect Characteristics
Measured with DLTS

For the majority of the investigated samples without RbF-PDT, the temperature scan is dominated
by a significant negative peak around 220K. Only for higher temperatures an increase in the DLTS
signal is observed. This peak, denoted as “E1“ can be assigned to a minority trap, due to the
negative polarity of the peak. Figure 7.3 shows its movement to lower temperatures with increasing
time window tW. Additionally, it is interesting to note, that in contrast to the observations in
Chapter 6, no broad peak at low temperatures is observed, although the sample was grown on
alkali-containing soda lime glass as well and alkali elements definitely diffused into the CIGS
layer. The evaluation of “E1“ peak results in an energetic position of (425±25)meV, which is
approximately 150meV away from the middle of the minimal band gap of the used CIGS. In this
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Figure 7.2: Representative measurement of the minority trap E1, which occurs in most of the DLTS measurements,
performed on CIGS from the inline evaporation system.
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investigation, different evaluation methods have been used to determine the trap properties (manual
maximum analysis and DLTFS evaluations). Therefore an average and standard deviation is given
for trap energies and trap densities.

Treatment
Doping
cm−3

Voc
mV

FF
%

Type
Energy ET

meV
σn,p

cm2

Trap Density NT

cm−3

Series I
w/o PDT 4.5·1015 709 75.8 E1 425±25 1.2·10−15 (6.0±3.0)·1013

w/ PDT 8.3·1015 716 77.6
E1 418±22 4.2·10−12 (1.6±0.5)·1013

H1 198±22 1.4·10−17 (1.2±0.3)·1013

Series II
w/o PDT 1.4·1016 687 71.9

E1 451±32 1.5·10−14 (2.3±0.3)·1013

H2 608±8 1.2·10−15 (2.5±1.5)·1013

w/ PDT 2.3·1016 710 71.9
E1 459±11 4.7·10−13 (7.8±2.3)·1012

H2 641±16 2.1·10−14 (3.1±0.9)·1013

Table 7.1: Summary of the calculated defect properties for all investigated samples.
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Figure 7.3: Comparison of DLTS measurements of CIGS solar cells (A) with and (B) without PDT from sample set I.
For both samples the measurements with a long filling pulse of 50ms and short filling pulse of 1ms are
shown.

For the corresponding sample with RbF-PDT (same CIGS deposition) a similar temperature scan
is recorded. Around 200K a minimum can be observed and for higher temperatures the signal
amplitude increases strongly. Additionally Figure 7.3 compares the short and long filling pulses of
CIGS samples (A) without RbF-PDT treatment and (B) with PDT. Long filling pulses of 50ms are
indicated by solid lines and measurements with short filling pulses of 1ms by dashed lines. Herein,
the long pulse measurement in Graph (A) corresponds to the tw = 10msmeasurement from Figure
7.2. Although the E1 peak of the PDT-sample shows a disturbed shape, it could be fitted and
the corresponding energy level was calculated to (418±22)meV, which lies within the errors of
the “without PDT“ result. Hence both peaks can be assigned to the same origin. Nevertheless, it
cannot be excluded, that a second signal is superimposing the E1 peak, resulting in a distorted peak
shape.
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The large difference between the two measurements is the amplitude of the E1 peak. These differ
from each other by an order of magnitude (compare the y-axes). This can be either attributed to a
reduced emission process or a significantly reduced trap density. The evaluation data in Table 7.1
reveal a trap density of (6±3)·1013 cm−3 for the sample without PDT and (1.6±0.5)·1013 cm−3

for the sample with PDT. This is equivalent to a reduction in trap density by a factor of 3.8 for the
E1 trap and might indicate a passivation of defects in the PDT samples and could be one reason for
the improvement in VOC. Nevertheless, the doping density of the CIGS layer influences the VOC

strongly, as well [52]. By using the ideal diode following approximation confirms this [157]:

∆VOC =
kT

q
ln(

NA,wPDT

NA,w/oPDT
) (7.1)

By taking the carrier concentrations in Table 7.1 into account, an increase of around 13 to 16mV
be calculated. In comparison, the experimental differences are 7mV and 23mV, respectively.
Therefore, one can assume, that the main part of the VOC increase can be explained by the increase
of the carrier concentration and only a minor part is due to the changed trap density.
When applying a short filling pulse of 1ms the measurements of both samples with and without
PDT, the DLTS signal changes significantly. For both the increasing signal at temperatures above
250K reduces strongly. Furthermore, no peak at 200K is observed anymore, but for the PDT
sample, some new features occur: two majority peaks (due to the positive polarity of the peaks)
at 150K (“H1“) and 300K (“H2“). The low temperature peak can be assigned to a trap state
200meV above the valence band edge and with a trap density of (1.2±0.3)·1013 cm−3. Due to it’s
properties, it can be assumed not to be a relevant recombination center. For the high temperature
peak it was not possible to perform a reasonable evaluation, due to insufficient data quality in this
temperature range. This will be topic of the next section.

The second part of this section deals with the DLTS measurements on the samples of Series
II. Figure 7.4 (A) shows the temperature scans of the samples with and without PDT. These
measurements reveal similar behavior like the first sample series. Again, “E1“-like peak at 220K
is observed which almost vanishes for the measurement of the corresponding sample with PDT.
Additionally, the “H2“ peak at 300K is observed in these samples, as well. A maximum analysis
of both peaks in both measurements (with and without PDT) results in the Arrhenius plot in
Figure 7.4 (B). The results of linear regressions are plotted in yellow (H2 peak) and green (E1
peak) and following trap levels have been evaluated: the E1 minority peaks reveal energy levels
of ET,E1,w/oPDT = (451±32)meV and ET,E1,PDT = (459±11)meV, the H2 majority peaks
in ET,H2,w/oPDT = (608±8)meV and ET,H2,PDT = (641±16)meV. Thereby the energy of
the E1 trap of Series II agrees with the results from Series I within the errors. Again the energy
values represent the mean and standard deviation of different evaluation methods. It should be
mentioned, that the two peaks (E1 and H2) do not appear clearly separated from an each other. This
superposition might be a possible source of error, even if the magnitude of this uncertainty can not
be measured. In detail, this uncertainty is especially related to the peak amplitudes and therefore to
the trap densities. This might result in larger errors of the trap densities as specified in Table 7.1.
As the amplitudes already imply, the defect density of E1 is significantly reduced by factor 3 from
(2.3±0.3)·1013 cm−3 to (7.8±2.3)·1012 cm−3 due to the PDT step and thus, shows an equivalent
behavior like in Series I. In contrast, the majority trap H2 shows no significant reduction of the trap
density. All values are also listed in Table 7.1 in row “Series II“ and illustrated in Figure 7.5.
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Figure 7.4: (A) DLTS temperature scans for sample set II with minority trap E1 and majority trap H2. Graph (B) shows
the Arrhenius plots of the maximum analysis for both traps with and without PDT.

Since the energetic position of both traps, E1 and H2, are located near the middle of the band
gap of the used CIGS (Eg,CIGS ≈ 1.15 eV) and show reasonably high cross-sections and trap
densities, both are likely candidates to be detrimental recombination centers influencing the device
performance. Compare Figure 7.5 (B) for the exact energetic position of the trap levels in the
CIGS band constellation. A reduction of the trap density of E1 could therefore be beneficial for
the device performance. The underlying mechanism might be a passivation process. In the next
paragraph, the presented results will be set in the context of literature:

Karki et al. also reported a strong peak at high temperatures in DLTS measurements. They assign
this peak to an energy level of 570meV above EV, which is comparable with the H2 peak in this
study [52]. Equivalent to the presented results they do not observe an effect of PDT on the trap
density, as well. Furthermore, Deitz et al report a trap level in (Ag,Cu)(In,Ga)Se2 (ACIGS) with an
energetic position of 560meV. They assign this trap state to aCuIn/Ga substitutional defects as the
most likely source [158]. This can be confirmed by density-functional theory (DFT) measurements
by Zhang er al., which predict an energy of 580meV for CuIn traps in CuInSe2 (CIS).
Also in the energy range of the E1 peak, similar results can be found in literature. Theoretical
calculations reveal an energy level at 410meV for indium vacancies VIn, which is in the energy
range of the observed E1 peak. Experimentally Kerr et al. identified a minority peak around 220K
with a corresponding energy level of 520meV beyond the conduction band edge in CIS [159].
This results in an energetic position of 520meV above EV for a band gap of Eg,CIS ≈ 1.04 eV
which is slightly higher than the energies measured in this study [21].
In conclusion, both identified trap levels show different behaviors due to the treatment with Rb.
The trap density of E1 is reduced due to the PDT, eventually due to a passivation process, the
trap density of H2 is not. This might be connected with the spatial location of the underlying
defects. Atom probe tomography (APT) measurements already revealed, that alkali elements like
Rb segregate preferably at grain boundaries and interfaces [61, 160]. In combination with the reulst
of this study, that E1 is affected by the PDT, leads to the conclusion, that E1 is a defect located at
grain boundaries and not in the grain interiors. Results from Paul et al. can confirm this finding
[161]. They performed nano-DLTS on a grain boundary area in CIGS and found a similar level to
the E1 level with an energy level of 470meV above EV.
In contrast, the H2 defect is a defect not exclusively located at grain boundaries. The already
mentioned findings of Deitz et el. revealed that the 560meV defect has no preferential location,
but is distributed through the absorber layer and located in the grain interiors as well [158]. The Rb
atoms, segregating at the grain boundaries and therefore, are not able to occupy and passivate this
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of trap density of E1 can be observed for both sample sets, this is not the case for trap H2. (B) shows the
position of the found defects E1 and H2 within the bands of CIGS (minimum band gap).

defect. However, more evidence is needed to proof this theory and to distinguish between different
spatial locations (point and extended defects). One possibility might be for example by performing
pulse variation measurements like introduced elsewhere [162, 163].

Another point, that can be observed, is that in Chapter 6 similar temperature scans have been
recorded for the sample with sodium fluoride (NaF)-PDT. Here the a minority level (Na3) at 250K
and a majority level at 300K have been identified, which are comparable to peaks E1 and H2 of
this investigation. The energetic positions show some differences, but due to their large errors, the
assignment of E1 to Na3 and H2 to Na4 is possible. Since this chapter deals with a CIGS absorber
from a completely different evaporation process, some differences in the temperature scans and the
corresponding defects can be assumed. Nevertheless, the possibility, that E1 (and maybe H2 as
well) is a Na induced defect level fits in to the model of the well-known Rb-Na exchange mechanism
[66, 59, 88]. This mechanism proposes, that the Na atoms, segregated at grain boundaries during
the CIGS growth, are pushed into the grain interiors and towards the interfaces.
With this in mind, the following theory belonging the DLTS measurements could be derived: E1 is
a sodium induced defect. By applying a RbF-PDT, the rubidium atoms partly replace the sodium
atoms at grain boundaries. Therefore the Na-induced defect signal in the DLTS reduces. The Rb
atoms at grain boundaries may induce defects as well, but as showed in the previous Chapter 6, Rb
seems to have a less strong defect inducing effect, compared to sodium or potassium. In the case
of H2 these findings cannot be concluded, because H2 seems to be 1. homogeneously distributed
through the CIGS and 2. the results of Chapter 6 show, that Rb induces a high temperature peak as
well.

A key result of this study is the reduction of the trap density of the minority E1 trap by a factor
of approximately 3 to 3.8 due to the alkali treatment. Because of the energy level of E1 and
H2, and the high trap densities of ≈ 1·1013 cm−3, the traps are both likely candidates to have an
effect on the cell performance. Despite this significant reduction of the E1 trap density, an effect
on cell performance due to the reduced Shockley-Read-Hall (SRH) recombination is not clearly
determinable, because a major part of the improvement can be assigned to the increase of the CIGS
charge density.
Therefore, the results are reproduced and analyzed by numerical simulations in the next section.
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7.3 Reproduction of Experimental Results by Numerical
Simulations

This section will discuss the influence of the defect density of both experimentally measured
traps (E1 and H2) and the PDT induced changes in doping on the performance of the solar cells.
Therefore a numerical 1D model was build up in order to reproduce the experimental findings.
Herein the defect properties resulting from DLTS measurements and the doping values from CV
measurements are used as inputs. Furthermore, the band gap grading was modelled according to
the GDOES measurements shown in Figure 7.1 (C). All other material parameters are set on the
default values as defined in A.1. Afterwards, the values of the minority surface recombination
velocity (SRV) at the contacts have been set in order tomatch theVOC value of the PDT-sample from
Series II (710mV. The resulting band diagram can be seen in Figure 7.6 (A) for the illuminated,
unbiased case. In Graph (B), the resulting JV-curve is shown along with the loss curves of SRH
recombination, radiative recombination and minority surface recombination at p-and n-contact.
With the defect properties from the DLTS measurements, the SRH recombination is the major loss
mechanism in this model, which is even effecting the JSC. Nevertheless, the resulting JV-curve
shows a slightly higher FF and JSC values (81% and 32.69mA/cm2) than the experimental results.
The reason for the overestimated current is the unconsidered metal grid shading. One reason for
the high FF is definitely the limitation of the 1D semiconductor simulation, not taking into account
the electrical losses in the transparent conductive oxide (TCO) and grid.

Since we are mainly interested in the VOC and the changes in the characteristic parameters, the
further simulations have been conducted with the semiconductor JV-curve. Figure 7.7 (A) shows
the influence of the doping density of the CIGS layer and the trap density of the E1 defect on
the VOC. The defect density of the H2 defect was kept constant. The black circles indicate the
positions of the experimental samples from Series II with and without PDT. The arrow indicates
the change due to the PDT step ( lower E1 density and higher doping). The simulations indicate
a VOC improvement of 17mV, which is slightly lower than the experimentally obtained value
(23mV). The beneficial effect due to the doping density increase is only 10mV, resulting in a
VOC improvement due to the E1 passivation of 7mV. A further reduction of the E1 density would
have only a minor effect (indicated by the almost horizontal iso-VOC lines for low trap densities).
One possible reason is, that the recombination at H2 (higher density than E1) is still happening, so
that the reduced recombination over E1 is only a small part of the total recombination rate.
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Therefore, the change of theH2 defect density has a higher impact on the simulated cell performance
than a change of the E1 density. Figure 7.7 (B) shows an imaginary reduction of the H2 density
and a simultaneous variation of the doping density like in Figure (A). This graph shows the stronger
dependence on the H2 trap density. An imaginary reduction of the H2 density by one order of
magnitude, indicated by the horizontal arrow, could lead to approx. 1% absolute power conversion
efficiency (PCE) gain compared to the reference (experimental values of the PDT sample from
Series II as inputs, resulting in 18.1% simulated efficiency). As well for H2, a further reduction
results only in limited improvements because a plateau region is reached.

Indeed, both traps have to be reduced to obtain a higher efficiency boost. The simulations in Figure
7.8 show, that a rigorous reduction of both trap densities of E1 and H2 below 5·1011 cm−3 could
lead to an efficiency of almost 21%, which corresponds to a gain of 2.8% absolute, with respect to
the simulated reference. Both configurations are indicated again by black circles and a connecting
arrow.

Figure 7.9 (A) shows the resulting JV-curve of a device with trap densities of 1·1011 cm−3 or
E1 and H2. Still, the SRH recombination is present, reducing the JSC, but this can be assigned
to recombination within the other layers of aluminum doped zinc oxide (AZO), intrinsic zinc
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with the corresponding loss curves. Graph (B) shows a loss Analysis of this device in comparison with the
reference model including the actual measured trap densities.

oxide (iZnO) and cadmium sulfide (CdS). The main loss mechanism, reducing VOC and FF is the
recombination of minority carriers at the contact (red) and the radiative recombination (green).
As fewer carriers are lost due to SRH, the surface recombination becomes a more significant
loss mechanism. This is illustrated in Figure 7.9 (B), where all loss mechanisms from Shockley-
Queisser (SQ) down to the simulated efficiency are visualized. Since the same optical model
was used for the reference model and the model with reduced defect densities, the optical losses
(reflectance, parasitic absorptance, incomplete absorptance and VOC loss due to JSC loss) are the
same. Due to the methodology of the loss analysis, even the loss due to the radiative recombination
is the same (treatment as the fundamental recombinationmechanism including device imperfections
like band alignments or finite mobilities). But for the remaining recombination mechanisms, the
amount of the PCE losses change significantly. The PCE loss due to the SRH recombination reduces
from 5.32% to 1.57%. On the other hand, the loss due to minority carrier surface recombination
increases from 0.15% to 1.08%. This results in the mentioned effective PCE gain of absolute
2.8%.
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Figure 7.10: Parameter variation of doping density and (A) E1 trap density and (B) H2 trap density with reduced capture
cross sections of 1·10−15 cm2.

Another point which has to be taken into account: the effects of E1 and H2 density in the parameter
variations depends strongly on the assumed capture cross section of the defects. Since the capture
cross section values from DLTS measurements are relatively error-prone, exact statements from
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simulations can not be made, until the capture cross sections are not known in detail. Figure 7.10
shows again parameter variations of the doping density and (A) E1 density and (B) H2 density,
here with capture cross sections of 1·10−15 cm2 instead of 1·10−13 cm2 (used in above parameter
variations). Obviously the dependence of the VOC on the defect densities reduces drastically. The
change of the E1 density shows almost no influence anymore and also the change in the H2 density
shows a strongly reduced effect.

Conclusion

Within this chapter the successful investigation of CIGS samples from a fabrication-like inline
system with DLTS was shown. The characteristic peaks in the temperature scans have been
identified and the corresponding defect properties have been evaluated. Two prominent defect
features have been found: one minority trap E1 at approx. 450meV above EV and one majority
level H2 at approx. 600meV. Furthermore, it was shown that the process step of a RbF-PDT
influences the defect characteristic of the DLTS measurement. By applying a PDT, the defect
density of the defect E1 is reduced by factor 3 to 3.8. In contrast, the density of the H2 defect is
not affected due to the PDT.
Although the increase of the doping density is onemajor part for the VOC and PCE boost, numerical
simulations can show, that also the reduction of the E1 defect density can play a role. This effect
nevertheless, depends strongly on the assumed capture cross sections. Additionally simulations
have been conducted to estimate the potential of further defect passivation on the efficiency. Herein
an efficiency boost of 2.8% is predicted for a significant passivation of both traps, E1 and H2.
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8 Systematic investigation of the effects of RbF
PDT in silver alloyed CIGS solar cells and the
reproduction in numerical simulation

The results of this section have been published in parts in the publication "How Small Changes
Make a Difference: Influence of Low Silver Contents on the Effect of rubidium fluoride (RbF)-
post-deposition treatment (PDT) in CIGS Solar Cells" [90]. (License number: 5444700409395)

The interest on the partial substitution of copper with silver in Cu(In,Ga)Se2 (CIGS) solar cells
increased within the last years [160, 158, 77, 82]. The growth of smooth layers with large grains is
of great advantage in tandem architectures with other thin-film technologies like perovskite solar
cells [78, 70]. Furthermore, results with efficiencies above 20% of Ag containing CIGS solar cells
have been already reported [71, 69]. Nevertheless, the performances are still lagging behind the
record efficiencies of silver-free samples [49, 50]. As well in (Ag,Cu)(In,Ga)Se2 (ACIGS) solar
cells, like it was already the case for CIGS, the established process step of an alkali PDT plays an
important role in reaching higher efficiencies [49, 164, 60]. Although it is known, that a PDT step
with alkali fluorides leads to increased doping densities and passivated grain boundaries resulting
in longer carrier lifetimes and in a performance gain, several questions remain unsolved [52, 154].
These include for example a precise understanding of the observed sodium rubidium exchange
mechanism [88]. In the case of silver alloyed CIGS solar cells, additionally the stoichiometric and
morphological conditions change. Herein, a deeper understanding of the role of alkali elements in
ACIGS is crucial for the further development.

Therefore, this chapter focuses on the role of RbF-PDT in silver alloyed CIGS (ACIGS). ACIGS
solar cells with varying Rb content are investigated systematically. Again these samples have
been fabricated in a fabrication-like inline co-evaporation system, like the samples in Chapter
7. The characterization includes optoelectronical measurements of JV and external quantum
efficiency (EQE), compositional investigations with time of flight secondary ion mass spectroscopy
(ToF-SIMS) and an analysis with capacitative methods of capacitance-voltage (CV) and Deep
Level Transient Spectroscopy (DLTS). In addition, a numerical model is build up to support the
interpretations.

8.1 ACIGS Solar Cells with a Variation of the RbF Source
Temperature

This investigation is based on a batch of ACIGS solar cells from an inline co-evaporation system
with a variation of the RbF-PDT source temperature. Starting from 460 °C the source temperature
was increased in steps of 30 °C with a maximum value of 580 °C. Every step in temperature
corresponds to an increase of an approximately factor two of the RbF evaporation rate. The devices
show a decrease of the device performance for an increase of the PDT source temperature, even for
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Figure 8.1: IV data of all cells from the investigations showing the behavior of a) power conversion efficiency (PCE),
b) VOC and c) fill factor (FF) with increasing RbF source temperature. In addition, data for a comparable
CIGS process (without silver) from the same system are shown in gray. The shown IV curves correspond to
the samples which were used for CV and DLTS measurements.

small amounts of Rb. Figure 8.1 a) shows the PCE data of this measurement series. The boxplots
in Figure 8.1 b) and c) show a significant trend of decreasing VOC and FF, respectively, resulting
in a decreasing efficiency with increasing PDT source temperature. This trends can be seen in the
representative IV curves in Figure 8.1 d), as well. For the representative IV curves and all following
characterizations of the samples, cells with slightly higher PCE and VOC than average have been
used . The devices with low Rb show a good diode behavior. As the RbF source temperature
increases, a FF and a VOC loss increases as well. The decrease of the FF results in a distorted IV
curve in the maximum power point (MPP) region of the 580 °C sample. Only the FF values for a
temperature of 550 °C do not fit into the behavior and show significantly increased values compared
to the temperature steps before and after. However, an explanation for this outlier could not be
found within this investigation. Furthermore, for the IV curves of samples 460, 490 and 520 °C a
roll-over effect can be observed with an increasing strength. This trend vanishes for both samples
with higher PDT source temperatures. Despite of these features, the trend in decreasing VOC can
be clearly seen, which is the dominant parameter andmainly responsible for the decrease of the PCE.

The effect of RbF in ACIGS solar cells is up to now not investigated in detail. Most groups work
on potassium fluoride (KF) treatments [84, 69, 165, 85]. Although, there are some investigations
on RbF in ACIGS [166, 71, 167], such effects of RbF have not been reported in literature yet,
with exception of the study of Kaczynski et al. [168]. However, this study was performed on
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Figure 8.2: Representative composition profiles fromToF-SIMSmeasurements for one sample for each PDT temperature
step. The AAC ratio has a mean value of ≈ 5%. The GGI shows a grading ranging from 20% at the front
to 45% at the back interface. The ACGI is in the range around 72 to 82%.

stainless steel substrates and is therefore only in parts comparable to the presented study. A further
example of Yang et al. show that a RbF-PDT can have a beneficial effect in ACIGS solar cells
[71]. They combine a sodium fluoride (NaF)-PDT with a subsequent RbF-PDT and work with
sodium barriers, deposited on the glass substrate. Furthermore, some investigations are published
on high band gap ACIGS, which are also not comparable with the investigated samples of this
study [166, 77]. In summary, there is no publication available, which shows a beneficial effect of
a RbF-PDT in low band gap ACIGS on glass substrates .
But there are also examples, which show a detrimental effect of KF-PDT on the cell characteristic.
Valdes et al. show that the beneficial effect of potassium in CIGS and CuInSe2 (CIS) solar cells
switches to a detrimental effect after the substitution of parts of Cu by Ag [85].

In general, the behavior of decreasing efficiency without any maximum stands in strong contrast
to the common behavior of silver-free devices of a comparable fabrication. Representative data
of a RbF variation on CIGS from the same system, shown in gray in Figure 8.1 a)-c), reveal a
maximum in efficiency at a PDT source temperature of around 520 to 550 °C. The only differences
between the CIGS and ACIGS series are the partial substitution of copper by silver and the reduced
maximum substrate temperature of below 500 °C during the deposition of ACIGS in comparison
with CIGS which is deposited at a temperature above 600 °C. The performance gain in CIGS is
obtained due to an increased VOC and FF, which can be explained by an increase of the free carrier
concentration and a reduction of the trap density [52, 63, 53]. However, in the investigated sample
set a rapid decrease of the characteristic quantities VOC, FF and consequently in PCE, is observed.

In order to examine, whether differences in the ACIGS composition could have an influence on
the behavior of the cell performance, ToF-SIMS measurements have been performed. Figure 8.2
shows the (Ag+Cu)/(Ga+In) (ACGI), Ga/(Ga+In) (GGI) and Ag/(Ag+Cu) (AAC) depth profiles
within the ACIGS layer, which are comparable for all five PDT variations. The GGI reveals a nearly
linear trend from 20% at the CdS/ACIGS interface to 45% at the Mo/CIGS interface. The mean
value of the ACGI is 77% and the value AAC of is 5%, which equates to the specified amount
of silver that is be substituted. The calculated (from measured AAC, Cu/(Ga+In) (CGI) and GGI)
band gap profile in Figure 8.2 shows no clear notch, but regions with smaller slopes in the vicinity
of the interfaces [20]. The CGI value of the CIGS reference batch from Figure 8.1 is slightly higher
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Figure 8.3: a) EQE measurements showing an increasing absorption in the wavelength range around 400 nm with
increasing Rb content. Graph b) shows the corresponding internal quantum efficiency (IQE) and reflectance
measurements.

with 82%, compared to the ACIGS batch. The influence of the ACGI value will be discussed in
Section 8.4.

In addition EQE and reflectance measurements have been performed on all variations. Figure 8.3
(A) shows the results of the EQE measurements, Graph (B) shows the reflectance measurements
and the resulting IQE curves. Additionally, the reflectance in the wavelength region from 320 to
480 nm is shown in an inset in Graph (B).
In the EQE, as well as in the reflectance curves, a slight shifting of the interference pattern can
be observed, indicating a change of a layer thickness. Also the increased parasitic absorptance
in the wavelength range of 400 to 900 nm is a further hint for a change in layer thickness. With
scanning electron microscopy (SEM) cross section images, it can be confirmed, that the cadmium
sulfide (CdS) layers show an increasing thickness with increasing RbF source temperature from
50 nm CdS for the 460 °C sample, up to 70 nm for the 580 °C sample. Figure 8.4 shows a
representative SEM cross-section of the 580 °C sample, revealing well defined CdS, intrinsic zinc
oxide (iZnO) and aluminum doped zinc oxide (AZO) layers on top of the smooth ACIGS surface.
Next to the increase of the CdS, the formation of a RbInSe2 (RIS) layer is a possible explanation
for changing interference patterns and increased absorption. The changing interference maximum
in the inlet in Figure 8.3 (B) shows a changing shape from a single to a double maximum with
increasing RbF temperature, indicating an additional thin layer. The formation of alkali-indium-
selenium compounds on the copper depleted CIGS surfaces is already reported in literature for RIS
[53, 66, 67, 56] and KInSe2 (KIS) [169, 65]. Herein Lopes et al. showed results from numerical
simulations, which reveal a decreasing FF with increasing KIS layer thickness, resulting in a similar
performance behavior as observed in the presented study. Such a RIS layer might be a part of
an explanation for the decreasing FF of this study, as well. Both observations, the indication
for an increasing CdS layer thickness and for the formation of a RIS layer show that the surface
composition and the subsequent growth of CdS is affected by the amount of Rb offered by the PDT
step.
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400nm

Figure 8.4: SEM cross section of an ACIGS solar cell with 580 °C PDT source temperature from this study. The image
was taken with a Zeiss Crossbeam 550 FIB-SEM and an accelerating voltage of 5 kV.

8.2 Determination of Deep Defects in ACIGS solar cells with
Capacitative Techniques

As already mentioned, the VOC of an ACIGS solar cell strongly depends on the doping density of
the ACIGS layer itself [157]. Therefore, CV measurements have been performed on the sample
variation, resulting in a doping profile graph in Figure 8.5 (A). The well-known “U“-shape of the
curves are commonly seen for CIGS solar cell devices [170, 171]. The extracted doping densities
from linear regression of the correspondingMott-Schottky plots are shown in Figure 8.5 (B). Herein,
the minima of the doping profiles correspond to the doping values from Mott-Schottky evaluation.
Both graphs reveal, that the doping densities of the samples are decreasing with increasing amount
of Rb, explaining the behavior of VOC, which is in contrast to the behavior expected from silver-free
CIGS. The data of the CIGS reference batch from Section 8.1 are shown in gray, revealing a first
increase of the doping density with a subsequent decrease. This trend can be directly seen in the
VOC.
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Figure 8.5: a) Doping density over the sample depth calculated from CV measurements. For higher PDT source
temperatures the curves are shifting to lower doping values. Graph b) shows the apparent doping extracted
from Mott-Schottky plots, again in comparison to the CIGS reference batch in gray.
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Figure 8.6: Distribution of alkali elements (A) Rb and (B) Na over the ACIGS layer depth determined with ToF-SIMS.
Here, 0 represents the interface to CdS and 1 the interface towards the molybdenum back contact. Graph
(C) and (D) show the corresponding measurements of the CIGS references.

Again, the value of the 550 °C sample of the ACIGS series does not fit perfectly in the behavior
of the rest of the data and shows a value comparable with the 520 °C sample which might be one
aspect that leads to the above mentioned higher FF values of these samples. Nevertheless, the trend
of decreasing doping density is clearly visible revealing a difference between the doping values of
the 460 °C and the 580 °C samples of almost two orders of magnitude.

Despite this high reduction, doping can be assumed to be only a partial explanation for the decrease
of VOC. By using the ideal diode equation, an approximated change in VOC of

∆VOC ≤ kBT

q
ln

NA,460 °C
NA,580 °C

= 105mV (8.1)

can be expected [53]. Experimentally a difference of 140mV is observed, indicating that other
mechanisms, such as a barrier caused by the aforementioned RIS layer can be assumed to be
responsible for this discrepancy. But the question why such a fundamentally different behavior of
ACIGS compared with CIGS and no VOC enhancement is observed, is still not answered. Since the
doping density and therefore the VOC is closely linked with the alkali elements within the (A)CIGS
layer, ToF-SIMS measurements have been performed to investigate the alkali concentrations with
spatial resolution in depth. Figure 8.6 shows the depth profiles of Rb ((A) and (C)) and Na ((B)
and (D)) of the ACIGS and CIGS samples. It is clearly visible for both, CIGS and ACIGS, that
the amount of rubidium within the layer is increasing with the RbF source temperature, while the
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region from 0.15 to 0.75 of the normalized layer thickness.

amount of sodium is decreasing. That is an indication the Rb-Na exchange mechanism, where Rb
pushes Na in the grain interior (GI) and towards the surface of the layer (and is later washed away)
[88].

Nevertheless, small differences in the absolute values of the alkali concentrations, indicate that
more Rb is incorporated into ACIGS, compared to CIGS, although the conditions of the PDT
process and the amount of the Rb supply during the PDT process was the same. The change
in alkali concentration with increasing RbF source temperature is illustrated in Figure 8.7. For
ACIGS (in green) and CIGS (in gray) the concentrations of Rb and Na are plotted over the PDT
temperature. Figure (A) shows the integral values of the whole layer, and Figure (B) shows the
integral values in the plateau region between 0.15 and 0.75 of the normalized (A) CIGS layer, in
order to exclude the effect of the increasing alkali concentrations at the interfaces. Both graphs,
(A) and (B), show similar results with differences in the absolute values, but only small differences
in the general trend. Overall, the alkali amounts in ACIGS are higher compared to CIGS. This
observation might be explained with the increasing solubility of alkali elements in ACIGS with
increasing silver content, as reported by Aboulfadl et al. [160].

But in principle a similar range of concentrations is covered. The overall amount of Rb in CIGS
is in the range of 20 to 300 ppm, for ACIGS in the range of 60 to 400 ppm. Therefore, it can
be excluded, that significantly different amounts of Rb in CIGS and ACIGS are responsible for
the different behavior in performance. This can bee seen as well in Figure 8.8, where PCE, VOC,
FF and doping density are plotted over the averaged amount of Rb in the CIGS and ACIGS layer,
respectively. Although the differences in the incorporated amount of Rb are clearly visible, the
experimentally realized amounts of Rb in the CIGS and ACIGS layers span over a similar range.
The Rb amount for optimal performance in CIGS is approx. realized in the ACIGS, as well.

For the amount of Na, the situation is slightly different. While the amount of Na in CIGS is in
the range of 100 to 200 ppm, the amount in ACIGS is in the range of 200 to 600 ppm. Although
Na is displaced by Rb, the amounts of Na in ACIGS are higher. One reason is, that already for
RbF source temperatures of 460 °C, the amounts are significantly higher. This difference in the Na
content might be one aspect in the explanation of the different behavior of CIGS and ACIGS. A
higher amount of Na in the ACIGS layer might result in a higher amount of NaCu like Malitckaya
et al. proposed [58]. This can change the doping mechanism by copper vacancies VCu and the
formation of RbCu sites, and therefore the effective doping. In conclusion, a significant difference
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Figure 8.8: Characteristic IV data (A) PCE, (B) Voc, (C) FF and (D) doping density of CIGS and ACIGS solar cells.

in the Rb content cannot be observed for ACIGS and CIGS, excluding an influence of the integral
Rb content on the performance behavior. But the significant differences in the Na content might
be a part of an explanation.

Furthermore, silver affects the morphology of CIGS layers, because larger grains and therefore
fewer grain boundaries are observed for silver alloyed CIGS [70]. Since grain boundaries are
the structural features, where alkali, especially Rb segregate, a less strong effect of Rb on doping
density and VOC enhancement might be observed [59]. In the presented ACIGS study, only a
detrimental effect of RbF on VOC is observed. One possible explanation could be that the doping
mechanism is changed due to the substitution of copper by silver. Kodalle et al. showed, that the
effect of a RbF-PDT in CIGS (positive or negative) is correlated to the CGI value and the amount
of copper vacancies VCu [66]. As silver addition could affect both the CGI value and the VCu,
changing the doping mechanism, and shifting the CGI in a range where the effect of PDT on VOC

is negative.

Another parameter, influencing the VOC of ACIGS solar cells, is the presence of deep defects
within the absorber layer causing detrimental Shockley-Read-Hall (SRH) recombination and there-
fore reduced carrier lifetimes. The effect of RbF-PDT on deep defects in CIGS (without silver) has
been investigated by DLTS and other capacitative techniques already in the last years, revealing a
passivating effect of Rb and an increasing carrier lifetime [52, 156, 56].
Therefore DLTS measurements have been performed on the presented batch of ACIGS solar cells
in standard DLTS and RDLTS direction. Figure 8.9 (A) shows the resulting RDLTS temperature
scans of all RbF variations with a pulse width of 10ms and a time window of 5ms. In principle,
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Figure 8.9: a) Reverse DLTS (RDLTS) measurements of the PDT series. For low PDT source temperatures, a broad
minimum around 250K can be observed, corresponding to a majority trap level. For higher temperatures,
this minimum vanishes and a pronounced maximum (minority trap) occurs, the position of which on the
PDT source temperature. In order to improve the readability of the plot, the data in the curves of the 550 °C
and the 580 °C samples are divided by factor of ten. Graph (B) shows a comparison of a DLTS and RDLTS
of the 460 °C sample with same measurement conditions (except the pulse direction).

the temperature scan shows three significant features: one majority peak at 250K, a large minority
peak for temperatures below 200K and one minority peak at 330K. The amplitude of the 550 and
580 °C samples are reduced by factor of ten to make the peaks for all five measurements visible in
the same graph.
Since in this measurement series, the RDLTSmeasurements throughout revealed a superior resolu-
tion of the peaks, compared to the DLTS measurements, the following discussion is only based on
RDLTS measurements [172, 35]. Figure 8.9 (B) compares the DLTS measurement of the 460 °C
sample with the corresponding RDLTS measurement. Both measurements have been conducted
with tW=5ms, tP=10ms and a pulse from −1V to 0.1V for DLTS configuration and vice versa
for the RDLTS configuration. Similar temperature scans are obtained for DLTS and RDLTS mea-
surements, mirrored at the x-axis due to the opposed pulse direction. The differences lies in the
peak amplitude, which is larger by a factor of ten for the RDLTS measurement, resulting in a better
signal-to-noise-ratio (SNR) and therefore a more accurate evaluation.
First, the 460 °C and 490 °C DLTS spectra are discussed, and after the higher PDT temperature
ones.

Investigating the Majority Peak at 250K
The majority peak at 250K can be observed only for the lowest PDT source temperatures of 460 °C
and 490 °C (dark and light green). Figure 8.10 (A) shows both temperature scans in more detail.
Next to the majority peak “AH1“, two minority peaks can be observed as well: A minority peak
“AE1“ at 200K and a minority peak “AE2“ at 330K. The AH1 peak is a feature which can be ob-
served in most of our ACIGS samples and vanishes for higher PDT temperatures. The vanishing of
this peak with increasing Rb supply could indicate a passivation of this defect. But a superimposing
of a second signal could be a possible explanation as well. However, since a decrease of efficiency
and PCE is observed, it is likely that the effect of possible passivation does not have a significant
influence on the performance or is counteracted by other effects. The energetic position of the
corresponding defect is located at approx. (650±60)meV above the valence band maximum. The
large statistical error (standard deviation) comes from a large uncertainty in the evaluations of the
different measurements. Figure 8.10 (B) shows the Arrhenius plots with linear regression lines
of the AH1 peak in both measurements (460 °C open symbols and dark green and 490 °C filled
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Figure 8.10: Arrhenius plots of the high temperature signals AH1 and AE2 (A). Graph (B) shows the evaluation of AH1
in more detail. Graph (C) shows a summary of the evaluations of both levels, AH1 and AE1.

symbols and light green). The linear regression line of the 490 °C sample shows a significantly
steeper slope than the 460 °C sample, resulting in energies above 900meV instead of the 650meV.
This comes from the deviation for low temperatures (right side of the 1000/T plot). A drift of the
data points for low temperatures could be assigned to an erroneous temperature measurement due
to an imperfect thermal contact of the sample or the thermocouple. An overestimated temperature
would lead to the observed effect, shifting the data points upwards (actually shifted to the left).
If only the "high" temperature data points for 1000/T ≤ 3.95 1/K are taken into account for
the linear regression, an energy of 680meV is obtained, which lies within the error of the other
evaluation values. This evaluation is indicated by a dashed light green line, which shows almost
the same slope as the regression of the 460 °C evaluation. Furthermore, the energetic position is
in a comparable energetic range like the H2 defect, identified in CIGS from Chapter 7. It is likely
that the two peaks have the same chemical origin. The reported minority level around 450meV
(E1) from the same study, which shows a sensitivity to a PDT could not be observed in ACIGS in
the present study [156]. The corresponding trap densities of the AH1 peak are in the same range
for the 460 °C and 490 °C sample with 2·1013 to 3.5·1013 cm−3. A passivation of the underlying
defect due to the step in source temperature can therefore not be confirmed.
The energy of the AE1 peak can be evaluated to an energetic position of (150±30)meV. Figure
8.10 (C) shows the Arrhenius plots together with the evaluations of the AH1 peak in green. Also
in these evaluations a non-linear effect is observed. Due to the small slopes and therefore corre-
sponding low energy values, the error of this effect is rather small. An evaluation of the AE2 peak
was not possible within this study and on the recorded measurements. This is on the one hand
due to the position of AE2 at the edge of the temperature range and due to a superimposing effect,
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leading to highly non-linear Arrhenius data.

Investigating the Low Temperature Peak
Moreover the minority peak “AE0“ at low temperatures is dominating the DLTS measurements
of the 550 and 580 °C samples, and is even observable for the 520 °C sample. Figure 8.11 (A)
shows the temperature scans of this three samples in more detail for measurements with small
pulse duration of 0.1ms. In contrast to the measurements with long filling pulse in Figure 8.9 (A),
the strongly decreasing signal for temperatures beyond 270K is vanishing. Only the minority peak
can be observed, with a varying position, depending on the RbF source temperature. The peak
of the 520 °C sample is cut off due to the limited temperature range of the nitrogen cooling. For
the sample with increasing Rb (orange and red), the peak shifts to temperatures of 160 and 210K,
respectively. The shifting of the position already indicates a change in the energetic position of the
corresponding trap state, which is confirmed by following evaluations. Figure 8.11 (B) shows the
Arrhenius plot of the AE0 peak of the DLTS measurements in Graph (A). The changing slope of
the linear regressions lines revealing a change in energetic position from 25meV above the EV for
the 520 °C sample, over 60meV and 160meV for the 550 °C and 580 °C samples, respectively.
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Figure 8.11: Temperature scans of the RbF variation on ACIGS. Graph (A) shows the measurements of the low
temperature signal with a smaller pulse width of 0.1ms, Graph (B) shows the temperature scans of the
460 and 490 °C samples with a long pulse. The discussed defect signals are indicated with abbreviations
“AEx“ for minority signals and “AHx“ for majority signals.

Additionally, the trap density is increasing with increasing Rb content, which is already indicated
by the increasing amplitude of the AE0 peak. Both quantities, the energetic position in relation
to EV and the trap density are plotted in Figure 8.13 (A) revealing the systematic increase with
increasing Rb content. The increase in trap density might be explained with the fact, that AE0
is a Rb-correlated defect and the trap density is obviously directly correlated with the amount of
supplied Rb. Nevertheless, its chemical origin and the reason for the changing energetic position
is beyond the scope of this study. But the systematic behavior of the signals shows the need for
further investigations. Weiss et al. show some similar investigations on CIGS solar cells with a
variation of the PDT source temperature. They report a "N1" related defect, measured by admit-
tance measurements, with an activation energy depending on the PDT source temperature [56].
They assign this defect to the formation of a current barrier due to a layer of RIS.
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Figure 8.12: DLTS measurements of the samples of the silver-free CIGS reference batch.

For silver-free CIGS sample, no comparable results can be reported. Although a strong increase
of the DLTS signal for low temperatures below 100K can often be observed, similar to the 520 °C
sample of the ACIGS series, no such distinctive peak occurs. In the reference batch without silver,
no such low temperature signal or peak can be observed. Figure 8.12 reveals a broad peak around
200K, but without systematic behavior with the supplied Rb. Due to bad signal quality, further
evaluations were not possible. But from the position in the temperature scan it seems reasonable,
that the peak ihas the same origin like the H2 peak from Chapter 7 and the AH1 peak of the
ACIGS series from this Chapter. The fact that the peak is observable for high Rb contents as well,
strengthens this assumption even more, as for the H2 peak in Chapter 7 no reduction was observed
with the PDT as well.
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Figure 8.13: a) Trap energy levels and trap density from evaluations of the RDLTS temperature scans showing an
increasing behavior with the PDT source temperature. Graph b) shows results of a pulse width variation at
180K of the 580 °C samples.

In order to get more information about the origin of this signal, pulse-width-dependent DLTS
measurements have been conducted on the 580 °C sample. Figure 8.13 (B) shows a variation of the
pulsewidth at 180K (which corresponds to the temperature, where themaximum in the temperature
scan occurs) with a time window of 10ms. These pulse-width-dependent measurements can reveal
the origin of the observed low temperature peak, whether is is an extended or a point defect.
Extended defects can be located at grain boundaries or interfaces, point defects describe defects
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distributed in the material. These two types of defects can be distinguished by the behavior of
the corresponding capacitance difference∆C from the DLTS measurements in dependence of the
pulse width. Point defects follow the relation [173, 174, 175, 163]:

ln

(
C∞ −∆C

C∞

)
∝ tp (8.2)

Where C∞ is the reverse capacitance value at the sleceted temperature, ∆C is the height of the
DLTS signal and tp is the pulse width. For extended defects, the DLTS signal ∆C is proportional
to the natural logarithm of the width of filling pulse [173, 174, 175, 163]:

∆C ∝ ln tp (8.3)

Figure 8.13 (B) shows the evaluation of the data for extended defects (Equation 8.3). From 1·10−5

to 1·10−2 s the data exhibit a very good linearity, thus the defect can be defined as an extended
one. For pulse widths higher than 1·10−2 s, the capacitance difference reaches a saturation plateau,
because all traps are filled.
As described above, the location of such an extended defect can be for example at grain boundaries or
interfaces. In the classical model of DLTS, no interface defects are in the scope of the measurement,
since the measurement depth is defined by the displacement of the space charge region (SCR)
depletion edge within the CIGS layer. Hence, the spatial origin of this trap is probably the grain
boundaries within the ACIGS layer. Nevertheless, a possible source for errors is the application
of the ideal model of moving only one border of the SCR, which is only true for an ideal pn+-
junction. For example, a secondary or disturbed pn-junction could contribute to the signal and
could be responsible for the extended-defect-like behavior. Since these pulse width variations were
performed on the 580 °C sample with the lowest doping density of this series of 2.5·1014 cm−3, the
pn+-junction is likely fulfilled, but the interfaces can still have an influence due to charged defects,
secondary barriers or similar. Even though some indication for the formation of an additional
RIS layer and an associated barrier have been observed, an attribution to the observed defect is
not possible in this work. The evaluation of the corresponding capture cross section of the low
temperature signal leads to a value in the range of 1·10−18 to 1·10−17 cm2. With this small value
of σ and the energetic position with a distance < 200meV to EV, the defect can be assumed not
to be a strong recombination center for SRH recombination. However, for the 550 °C sample the
energetic position of the defect is already three times kBT and seven times for the 580 °C sample,
indicating a change of the ionization and an effect on doping or other electrical properties of the
layer. For the 580 °C sample the values of the trap density (NT,580 °C = 1·1014 cm−3) is in the
same order of magnitude as the doping density (NA,580 °C = 2.4·1014 cm−3) thus an effect of this
defect on the doping is possible. Additionally, it has to be considered, that the observation of the
level is only possible for high PDT source temperatures > 520 °C and therfore high Rb contents
in the ACIGS layer. Nevertheless, due to the systematic behavior of the measurements and the
devices, further investigations may reveal insights into the mechanisms of alkali elements in ACIGS
solar cells.

In the last two sections the effect of Rb PDT in ACIGS solar cells was presented. The Rb content
introduced by the PDT was varied by changing the RbF source temperature leading to a decreasing
performance of the solar cells and contrary behavior to, what is expected for silver-free CIGS solar
cells. The reason for the decreasing performance is a step-wise reduction of the VOC and of the FF
as well. A strong decrease of the doping density is mainly responsible for the decrease of the VOC.
Within DLTS measurements a strong defect signal at low temperatures can be observed, which
shows a very systematical increase of the energetic position and trap density with the amount of
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offered Rb. A pulse variation revealed that the origin of this signal might be an extended defect. It
is probably located at grain boundaries and interfaces, which fits into the image of Rb segregation
at these structural features in CIGS. Due to its energetic position it is no deep defect and only a low
SRH recombination rate can be expected. Therefore, the corresponding defect does not explain the
decrease in VOC. Nevertheless, this defect can have an influence on other electrical properties like
the doping density. A majority level, similar to the H2 peak from Chapter 7 was identified as well,
but the effect of the PDT on this peak could not definitely be clarified. With an energy of 650meV,
it could be a candidate for high SRH recombination.
The decrease in FF can probably be attributed to the formation of an additional layer on top of the
ACIGS like RIS which induces a barrier for the photocurrent at the ACIGS/CdS interface due to a
band-offset. The formation of such a RIS layer and the reproduction in numerical simulations will
be the topic of the next section.

8.3 Simulation Study on RbInSe2 Layers

Alkali compounds like RIS or KIS on CIGS surfaces are strongly discussed in literature. The
formation and the effect on the cell performance is not yet fully understood, because contradicting
results are reported [53, 66, 67, 56, 169, 65]. Nevertheless, tunneling electron microscopy (TEM)
measurements already revealed the presence of such a phase at the CIGS-CdS interface in RbF
treated devices [176]. Also in the presented study, there are indication for the formation of such
a layer. First, the mentioned changes of the reflectance interferences with increasing Rb content
and second, the FF loss occurring for high RbF source temperatures. Furthermore, ToF-SIMS
measurements with high resolution at the ACIGS/CdS interface reveal some further indications.
Figure 8.14 (A) shows the CIGS region near the CdS interface, analyzed with the Cs-cluster method,
introduced in Section 2.6. Intensity ratios of the cesium clusters CsIn, CsGa and CsSe to the CsCu
cluster are shown for the 460 °C and the 580 °C samples. The data reveal a significant increase of
the CsIn/CsCu and CsSe/CsCu ratios in the first 100 nm for the 580 °C measurement. The ratio
of CsGa/CsCu remains more or less unchanged. Furthermore an accumulation of alkali elements
(Rb, Na, K) at the CIGS surface can be observed in Figure 8.14 (B) (like already in Section 8.1).
The fact, that the stoichiometric ratio shifts to a copper-depleted and In-, Se-rich composition with
no effect on the gallium with a simultaneous Rb and Na increase, is a strong indication for a RIS
layer. Therefore, this section is intended to have a detailed look on the effects of a possible RIS
layer on the cell characteristics.

A numerical model is built up for the batch of ACIGS solar cells. Herein the experimental values
of layer thicknesses from SEM cross sections, band gap profiles from ToF-SIMS measurements,
doping densities from CV measurements and defect properties of AH1 and AE1 from DLTS mea-
surements are used as input parameters for the simulation. The numerical simulations are based
on the assumption, that the RIS layer introduces a new layer between the CIGS and the CdS with
the thickness d. Figure 8.15 (A) illustrates the band diagram of an ACIGS solar cell. Depending
on the chemical potential and band gap of the RIS, band discontinuities are introduced in the
conduction band (∆EC) and in the valance band (∆EV). The shown band diagram is based on a
chemical potential of RIS of χRIS = 4.2 eV and a band gap of Eg,RIS = 2.8 eV. Depending on
the thickness of the RIS layer, a significant influence on the JV-curve can be observed. Figure 8.15
(B) shows the resulting curves for a thickness variation from 1 to 30 nm. For high thicknesses,
strongly disturbed JV-curves similar to the experimental ones are obtained, resulting in low FF
values. Nevertheless, the VOC remains unaffected. By simultaneously varying the doping density
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Figure 8.15: (A) Band diagram of a RbF treated ACIGS solar cell with RIS layer on the ACIGS layer used as simulation
model. (B) corresponding IV curves of simulations with variation of the RIS thickness. Graph (C) shows
the resulting IV curves, taking increased RIS thickness and decreasing doping density into account.

values, according to the experimental results in Section 8.2, the JV curves in Figure 8.15 (C) are
obtained. The general behavior of FF and VOC corresponds qualitatively well to the experimental
data, although the experimental JV-curves include additional features like roll-overs and series
resistance effects, which are not considered in the presented model.

Herein the thickness of the RIS layer was estimated via a parameter variation, shown in Figure 8.16
(A) and (B). Figure (A) shows the dependency of the PCE of the RIS thickness and ACIGS doping
density. Figure (B) shows the dependency of the FF. Since the values of the doping densities of
the ACIGS layers and the corresponding FF values are known, an estimation of the RIS thickness
is possible, as indicated by gray circles in Figure (A). These estimations were used as inputs for
the JV-curve simulations of Figure 8.15. Of course, this behavior is strongly dependent on the
exact band configuration, more precisely, the conduction band offset at the ACIGS/RIS interface.
Figure 8.17 (A) shows the influence of the conduction band offset and the RIS band gap (directly
influencing the valence band offset). The influence on the PCE reveals that changing the RIS band
gap doesn’t affect the efficiency within the investigated range. Changing the electron affinity of the
RIS layer and therefore the conduction band offset, has no effect for offset values below 0.35 eV.
For higher values, the efficiency strongly decreases. This implies that small changes in the band
offset have a large effect on the device performance.
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Graph (A) shows the approximation of the RIS thickness.
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Figure 8.17: (A) Contour plot of the influence of RIS chemical potential and RIS band gap on the efficiency of the
devices. (B) shows the results from first principle calculations of the conduction band minimum depending
on the silver and gallium content, with respect to the conduction band minimum of CIS. Data were taken
from [77]. (C) Zoom in of the interesting part of graph (B).

Herein, a lowering of the ACIGS bands would have a similar effect as shifting the RIS conduction
band upwards. density-functional theory (DFT) simulations by Keller et al. on ACIGS have
shown, that the band structure (EC and EV) of silver alloyed CIGS depends on the silver content
[77]. Figure 8.17 (B) shows the results for the conduction band minimum, extracted from the
publications of Keller et al. [77]. The influence of the silver content for different GGI values is
shown, revealing a decrease of EC with increasing silver content. The region of interest (GGI and
AAC values of the investigated samples) is shown in Figure (C) in more detail. These data reveal,
that addition of 6 to 7% silver could lead to a lowering of EC by 0.025 eV. Such a shifting of the
conduction band could increase the band offset at the CIGS/RIS layer as well and, depending on
the exact values, lead to a decrease in efficiency. The horizontal dashed lines in Figure 8.17 (A)
have exactly the distance 0.025 eV from each other, illustrating a possible change in the conduction
band. This is one possible explanation, why the behavior of the investigated ACIGS solar cells
stands in such a significant difference to the behavior of the silver-free devices. Due to the lowering
of the conduction band minimum, induced by the silver, the band offset at the CIGS/RIS interface
becomes higher, compared with the situation in silver-free CIGS. This increase of the band offset
could lead to a significant increase of the FF-loss. Nevertheless, further investigations are needed
to confirm this theory.
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8.4 Variation of the ACGI Value

As already mentioned above and already reported by Kodalle et al. the effect of the PDT process
is strongly correlated with the CGI value of the CIGS material. Kodalle et al. showed, that the
critical value for the CGI, where the effect of a RbF-PDT process changes from a detrimental to
a beneficial effect, is around 0.8 for silver-free CIGS [66]. This value is slightly higher than the
0.77 ACGI of the ACIGS batch from Section 8.1 and Section 8.2. However, the value belongs
to silver-free CIGS and can change in the presence of silver. Therefore this section studies the
influence of the ACGI in ACIGS solar cells on the effect of an applied PDT.
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Figure 8.18: Influence of the ACGI value on the effect of the RbF-PDT on (A) PCE, (B) Voc and (C) FF in dependence
of the RbF source temperature.

To study the impact of the ACGI, two additional batches of ACIGS solar cells are fabricated with
higher ACGI of 0.81 and 88. Taking account the batch of Section 8.2, a 3x5 matrix of three
different ACGI values each for five different RbF source temperatures is obtained. For the high
ACGI batch, the PDT source temperatures have been reduced by 10 °C each. Figure 8.18 shows
the resulting data of PCE in Graph (A), VOC in Graph (B) and FF in Graph (C). Figure 8.19 (A)-(C)
shows the same plots, but in dependence of the integrated Rb content in the ACIGS layer, revealing
no significant correlation between ACGI and Rb content. While the trend of PCE with increasing
PDT temperature is similar of the 0.77 and 0.81 series, the 0.88 series shows a strong decrease in
efficiency. The main reason for this trend is the behavior of the FF with increasing RbF source
temperature.
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Figure 8.19: Influence of the ACGI value on the effect of the RbF-PDt on (A) PCE, (B) Voc and (C) FF in dependence
of the Rb content within the ACIGS layer.

Nevertheless, the VOC shows a different trend. For the first three PDT steps, the effect is changing
from detrimental over quasi neutral to slightly beneficial, with increasing ACGI. Indeed, only for
the high ACGI value (0.88) the VOC shows an increasing behavior, similar to what is expected for
silver-free CIGS. Although the amount of the VOC increases by 10mV between 450 °C and 510 °C,
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Figure 8.20: (A)Doping profiles of the highACGI (0.88) ACIGS series and (B) corresponding apparent doping densities.

the increase is significantly lower than what is expected for silver-free CIGS (around 30mV). The
improvement of the VOC can also be connected to the doping density. Figure 8.20 shows the CV
measurements of the high ACGI batch.

The doping densities (corresponding to the minima of the U-shaped curves) first increased with
increasing PDT source temperatures up to 510 °C. For higher values, the doping density is reducing
drastically. The same behavior can be observed for the VOC. Herein, the CV measurement of the
570 °C sample is strongly affected by defects, metastabilities or other effects and therefore the
interpretation CV results is unreliable . This is confirmed by the VOC of this sample, which
decreases further in comparison with the 540 °C. But this improvement in VOC for the lower PDT
temperatures is superimposed by the detrimental effect of the FF, resulting in a nearly constant
PCE for the 480 °C PDT step with a subsequent strong decrease.
From the data presented above, it can be concluded:
1. For low ACGI values, the VOC shows a decreasing behavior and the FF is only moderately
affected.
2. For high ACGI values, the VOC shows a slight improvement, but the FF shows strong decrease.
For both cases only a minimal or no improvement in the performance is observed with increasing
Rb amount. For higher source temperatures a deterioration in the PCE is observed for all ACGI
configurations.
This behavior seems to be different to silver-free CIGS. When looking on literature with KF-PDT,
Edoff et al. showed, that the amount of KF for ACIGS has to be reduced down to 10%, compared
to the optimum value of CIGS [69]. This already indicates that the optimum of the alkali content
in the ACIGS layer lies in general at lower values.

Conclusion

In this chapter different mechanisms have been identified in ACIGS solar cells which occur due
to the treatment with RbF. The comparison with silver-free CIGS revealed some similarities and
some differences as well. The low temperature defect was already investigated by Weiss et al. by
admittance measurements [56]. Also the assumed RIS layer is an ongoing topic of discussions in
literature [53, 66, 67, 56, 166]. In this study a RIS layer is assumed to be responsible for the strong
decrease in the FF. Numerical simulations have been used to strengthen this argument.
Only the decrease in doping and in VOC represents a significant difference between silver-free
CIGS and the investigated ACIGS. The decrease in doping is the dominant factor that decisively
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influences the VOC and thus the device performance. Although the well-known Rb-Na exchange
mechanism is observed, it might be possible, that the doping mechanism of Rb in ACIGS is
significantly different than for CIGS due to the change in stoichiometry and morphology. This
behavior is even more interesting, when taking into account, that only a small amount of 5 to 7% of
copper is replaced by silver. Nevertheless, the behavior of doping density, VOC and PCE changes
considerably. By changing the ACGI ratio of the ACIGS layer, the strong detrimental effect of Rb
is attenuated. For high ACGI values of 0.88 even an increasing VOC with increasing Rb amount
is observed. However, a strong decrease in FF compensates this beneficial effect. This seems to
be a further difference between CIGS and ACIGS: the detrimental effect of the RIS layer might be
stronger in ACIGS than in CIGS, caused by a worse band alignment at the CIGS/RIS interface.
Another point which has to be mentioned is that this study is testing only a small region of a larger
parameter space of the PDT process. It cannot be excluded that an adjustment of parameters such
as PDT duration or substrate temperature or others may lead to a more significant beneficial effect.
Nevertheless, the presented results give an insight in the mechanisms of alkali elements in ACIGS
solar cells and reveal the need for further investigations.
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9 Summary

This thesis demonstrates the development and application of a simulation method, combined with
defect measurements on real Cu(In,Ga)Se2 (CIGS) solar cells. Herein a self written simulation
tool was developed from scratch, based on the fundamental drift diffusion equations. In order to
determine the most important material properties, a measurement procedure has been developed
to investigate inherent electrical defects in the CIGS material with a high accuracy by Deep Level
Transient Spectroscopy (DLTS). A special focus of this thesis was set on the role of alkali elements,
introduced into the semiconductor device by post-deposition treatment (PDT) steps, which is an
important method to reach high efficiency CIGS solar cells.

Therefore, in the first part of this work, all necessary methods were introduced. These methods
build a fundamental part of this thesis and the development of themwas a main part of the scientific
work.
In order to create an accurate numerical model of the CIGS heterojunction, a simulation software
was developed. The method is based on the fundamental drift-diffusion equations, namely the
Poisson and two continuity equations. All further physical relations are introduced, which were
additionally implemented to describe a CIGS solar cell in a sophisticated way. This includes the
correct description of the recombination at defects via the Shockley-Read-Hall (SRH) theory, the
description of the current transport via band discontinuities using thermionic emission and the
implementation of temperature dependencies of certain quantities like the doping or the density of
states. This method allows to allocate most of the optical and electrical losses, occurring within
the CIGS heterojunction. Herein, it was found, that the SRH recombination over electrical defects
represents the dominant loss path in the CIGS device. For the exact reproduction of the defects
within the numerical simulation, detailed knowledge of the defect properties and the recombination
mechanisms is undeniable.

Nevertheless, the exact recombination mechanisms in the CIGS semiconductor depend strongly
on the deposition technique of the layer and can have different chemical origins. Therefore
defects and their properties have been characterized in CIGS layers from different deposition
systems with DLTSmeasurements. Herein, the method of DLTS was introduced and the developed
measurement routinewas explained. It was shown how to get from a capacitance transient to aDLTS
signal and from an Arrhenius plot finally to the defect properties. Besides some complementary
characterization methods, the development of a measurement method using an existing DLTS setup
was the main part of the experimental work. For this purpose, on the one hand, the preparation
of the samples was optimized in order to obtain the best possible measurement results. On the
other hand, the parameter space of the measurement parameters was adapted to be able to measure
defects in the CIGS material in the best possible way. The challenge was to select the parameters
pulse duration tP, time window tW, reverse voltage VR and pulse voltage VP to detect the defect
signals with the highest possible resolution. Furthermore, different advanced evaluation methods
like Reverse DLTS (RDLTS) or Deep Level Transient Fourier Spectroscopy (DLTFS) were used to
characterize the defects in the CIGS semiconductor.

For the application and verification of the simulation methodology, the simulation model was
adapted to a real CIGS solar cell. Therefore a high efficiency CIGS solar cell with a PCE of 22.6%
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was reproduced numerically including defect properties fromDLTSmeasurements. The simulation
results were compared with the experimentally measured ones. It was found that the external
quantum efficiency (EQE) of the cell could be reproduced very well using the semiconductor
simulation. For the simulation of the JV curve, the combination of semiconductor simulation and
electrical Poisson simulation for vertical current transport was used. The semiconductor simulation
alone is not sufficient to reproduce the experimental curve. Only when the lateral current transport
in the transparent conductive oxide (TCO) and in the grid is included, a good agreement can be
achieved. This example, shows the relevance of multi-level simulation approaches.

A special focus of this thesis was set on the influence of a rubidium fluoride (RbF)-PDT on
the defect characteristics of CIGS solar cells. For this purpose, basic DLTS measurements are
performed on gradient free CIGS samples. These simplified samples were selected for initial
DLTS measurements, since effects due to composition changes in the device can be excluded. In
addition, the influence of different alkali (Na, K, Rb) elements on the DLTS measurement was
investigated within these series of measurements. The use of zirconium oxide (ZrO) substrates
prevents the diffusion of alkali elements from the substrate into the layer. Thus alkali elements can
be selectively introduced into the layer by alkali fluoride PDT steps. The measurements revealed
that each alkali element (Na, K, Rb) has its own signature in the DLTS measurement and induces
different defect levels. Although the PDT step is intended to improve the device performance,
defect levels are introduced which are partly deep in the band and cannot be considered as doping
levels but may act as recombination centers.

With these results from measurements on the gradient-free CIGS samples as basis, the influence
of Rb on the defects in CIGS and ACIGS from a production-like co-evaporation system was
investigated. DLTS measurements on CIGS samples with RbF showed a dependence of the
characteristic on the treatment of the samples. A minority defect level (E1) was identified in the
middle of the bandgap, showing a reduction in defect density by a factor of about 3 after PDT. A
second (majority) defect (H2), also near the band center, was found to be unaffected by the PDT.
These results may be related to the spatial origin of these defects. With further results from the
literature, it can be assumed that the E1 defect is located at grain boundaries, unlike the H2 defect.
Moreover, the measurements on the gradient-free CIGS samples with sodium as the only alkali
element indicate that the E1 defect is induced by sodium at the grain boundaries. The displacement
of sodium by rubidium decreases the defect density, which is observed in the DLTS. Using the
data from the DLTS measurements as input values for numerical simulations, the results revealed
that the reduction in trap density is responsible for only a small part of the VOC gain due to the
PDT. Indeed, both traps must be reduced in density to achieve a significant VOC improvement and
a performance enhancement.

A second study on samples from inline co-evaporation was performed on RbF variation on
(Ag,Cu)(In,Ga)Se2 (ACIGS) samples. The RbF content was systematically changed from very
low to very high values by changing the temperature of the RbF source. Unlike for CIGS, no max-
imum in efficiency could be found. The reasons for a completely different performance behavior
were investigated. It was shown that an altered or disturbed doping mechanism is responsible for
the reduction of VOC with increasing Rb content. Although similarities to DLTS measurements on
silver-free CIGS could be identified, it can be assumed that no defect-induced loss mechanism is
the reason. In addition, several indications of a secondary phase such as a RIS layer were found,
which could be responsible for the attenuation in FF. The interplay of doping and energetic barrier
due to a secondary phase was reproduced by numerical simulations supporting the explanations.
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9 Summary

These studies demonstrate the need for simulation in PV research and development to assign
the important loss mechanisms. In the context of electrical defects and PDT processes in CIGS
solar cells fundamental physical limitations were investigated and real-world effects were analyzed.
Furthermore, for CIGS and ACIGS samples, an outlook on further improvements and the main
limitations for higher efficiencies were given.

Nevertheless, there are several aspects that need to be further investigated. On the one hand,
the semiconductor simulation reveals much space for further improvements and further imple-
mentations. For example, the implementation of the Fermi-Dirac statistics would enable a more
sophisticated simulation of perovskite solar cells. In combination with a description of tunneling
interfaces, the simulation of tandem devices might be possible as well. In more general, the
stability and performance of the software could be further improved by suitable scaling schemes
of the variables or similar. On the other hand, for the DLTS method, further techniques can be
developed, like pulse width-dependent measurements for more accurate determination of capture
cross-sections or other advanced methods.
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A.1 CIGS solar cell standard parameter semiconductor
simulation

Table A.2 gives an overview of the used baseline semiconductor parameter, which have been used
if no other information is given.

CIGS CdS i-ZnO AZO

Thickness d / nm 2000 50 90 250
Band gap Eg/eV 1.15 2.4 3.3 3.3
Chemical potential χ/eV -4.5 -4.2 -4.45 -4.45
Relative permittivity ϵr 12.9 10 9 9
Effective DOS cond. band at 300K NC/

1
cm3 2.2e18 2.2e18 2.2e18 2.2e18

Effective DOS val. band at 300K NV/
1

cm3 1.8e19 1.8e19 1.8e19 1.8e19
Donor density ND/

1
cm3 1e6 1e17 1e15 1e18

Acceptor density NA/
1

cm3 1e16 1e6 1e6 1e6
Electron mobility µe/

cm
V s 100 100 100 100

Hole mobility µh/
cm
V s 25 25 25 25

Radiative recombination coeff. rrad/
cm3

s 4e-11 1.7e-10 1.7e-10 1.7e-10
Auger coefficient electrons Cn/

cm6

s 0 0 0 0
Auger coefficient holes Cp/

cm6

s 0 0 0 0
Thermal velocity electrons νth,e/

cm
s 1e7 1e7 1e7 1e7

Thermal velocity holes νth,h/
cm
s 1e7 1e7 1e7 1e7

Deep defect

Energetic position† ET/meV 575 1200 1650 1650
Trap density NT/

1
cm3 1e13 1e20 1e18 1e20

Capt. cross sect. electrons σn/cm
2 1e-12 1e-14 1e-14 1e-14

Capt. cross sect. holes σp/cm
2 1e-12 1e-14 1e-14 1e-14

Table A.1: Summary of the baseline semiconductor parameter taken from literature [121, 145, 103]. † energetic
positions of defects are given with respect to the valence maximum EV
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CIGS CdS i-ZnO AZO

Thickness d / nm 2000 50 90 250
Band gap Eg/eV 1.15 2.4 3.3 3.3
Chemical potential χ/eV -4.5 -4.2 -4.45 -4.45
Relative permittivity ϵr 12.9 10 9 9
Effective DOS cond. band at 300K NC/

1
cm3 2.2e18 2.2e18 2.2e18 2.2e18

Effective DOS val. band at 300K NV/
1

cm3 1.8e19 1.8e19 1.8e19 1.8e19
Donor density ND/

1
cm3 1e6 1e17 1e15 1e18

Acceptor density NA/
1

cm3 1.5e16 1e6 1e6 1e6
Electron mobility µe/

cm
V s 100 100 100 100

Hole mobility µh/
cm
V s 25 25 25 25

Radiative recombination coeff. rrad/
cm3

s 1e-10 1.7e-10 1.7e-10 1.7e-10
Auger coefficient electrons Cn/

cm6

s 0 0 0 0
Auger coefficient holes Cp/

cm6

s 0 0 0 0
Thermal velocity electrons νth,e/

cm
s 1e7 1e7 1e7 1e7

Thermal velocity holes νth,h/
cm
s 1e7 1e7 1e7 1e7

Deep defect

Energetic position† ET/meV 575 1200 1650 1650
Trap density NT/

1
cm3 5e13 1e20 1e18 1e20

Capt. cross sect. electrons σn/cm
2 1e-14 1e-14 1e-14 1e-14

Capt. cross sect. holes σp/cm
2 1e-14 1e-14 1e-14 1e-14

Table A.2: Summary of the baseline semiconductor parameter taken from literature [121, 145, 103]. † energetic
positions of defects are given with respect to the valence maximum EV

A.2 Further Application and Verification of Numerical
Simulations for the Modelling of CIGS Solar Cells

This Section describes the results which were obtained with the already mentioned self-written
simulation software and shows the applicability of this software. Additionally it can be seen as
a verification of the simulation methods. Again, it has to be clarified that the electronic drift-
diffusion simulation was written by the author, the electric part of the device simulation, the
meshing algorithm and the reverse engineering fitting (REF) algorithm was written by Mario
Zinßer and the optical simulation in form of the transfer-matrix method (TMM) was written in
collaborative work of Mario Zinßer and the author.

This chapter gives different examples of application of the presented simulation program. First
the optical simulation via the TMM is verified by the comparison of simulated and measured
reflectance curves. Afterwards, the application of the REF is shown for the example of a CIGS
module. Lastly, the multi-level approach of the simulation program is presented within a layer
thickness optimization.
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A.2.1 Optical Simulations of CIGS Solar Cells via the Transfer-matrix
Method

Optical simulations are a fundamental part of the simulation of illuminated solar cell devices.
Herein a reasonable optical calculation in order to get a correct generation rate is essential. Therefore
this section shortly illustrates the possibility of the TMM for optical calculations within the
simulation of CIGS solar cells. Figure A.1 (A) shows a representative layerstack of a CIGS
solar cell with the corresponding reflectance curves, simulated (black) and measured (gray) in
Graph (B). Obviously, the position of the simulated interference maxima fits very well to the
experimental measurement. Nevertheless, the amplitudes of the simulation strongly overestimate
the measurement. This is due to the assumption of smooth surface, which is made within the
TMM calculation, but not corresponding to a real CIGS solar cell. This effect of overestimated
interference amplitudes can be reduced by the use of modified Fresnel coefficients [128] or the
description of rough interfaces by an effective medium approximation (EMA) [177]. But for cases
like CIGS solar cells, where the roughness of the CIGS is much larger than the thickness of the
subsequent layer (mostly CdS) even these approaches might be problematic. Nevertheless, for
integral values over a large enough wavelength region the error is small. The high amplitudes in
reflectance might explain for example the small deviations in the simulated EQE in Chapter 5.
Furthermore, Figure A.1 (B) show a deviation for wavelengths above 1000 nm. This might be due
to incorrect refractive data of one layer.
This shows, that the TMM is capable to simulate the optical behavior of CIGS solar cell layerstacks.
Nevertheless some inaccuracies occur due to surface roughness of real films or incorrect refractive
data.
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Figure A.1: Measured and simulated reflectance of a CIGS layerstack.

A.2.2 Reverse Engineering Fitting for the Determination of Fundamental
Semiconductor Parameter

Parts of this section are published in the following publication by Zinßer et al.: [114]

Themethod of REF allows to derive the values of parameters, which are normally inaccessible. This
section shows how this method can be used on different simulation levels to find the fundamental
properties of a CIGS material, with only the JV curve of a module known. Herein, the focus lies
on the application of the REF within the semiconductor level.

Figure A.2 illustrates the procedure with the corresponding JV curves (A) and a schematic flow
diagram (B). From the module IV characteristic (black) a REF on the electrical level (Poisson
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solver) can be applied to calculate the semiconductor characteristic, shown in orange. Herein
the optical simulation of the layerstack was only considered in the electrical simulation. In the
semiconductor simulation no optical losses are assumed, explaining the high JSC value of the
semiconductor curves. A further REF step on the semiconductor level afterwards can be used to
obtain fundamental semiconductor parameter values. In this study, six different parameters on
semiconductor simulation level have been fitted, selected after a sensitivity analysis the electron
mobilities in CIGS and CdS, the acceptor density in CIGS, the donor density in CdS, the trap
density of a deep defect in CIGS and the surface recombination velocity (SRV) of electrons at the
Mo/CIGS back contact. Table A.3 gives an overview over the parameter values, used as starting
values and the values obtained by the REF.

Parameter Starting values Output REF

µn CIGS 100 cm2/Vs 200 cm2/Vs

N−
A CIGS 1·1016 cm−3 3·1015 cm−3

NT CIGS 3·1013 cm−3 1.5·1013 cm−3

Sn Mo|CIGS 1·105 cm/s 1·105 cm/s

N+
D CdS 1·1017 cm−3 1·1017 cm−3

µn CdS 100 cm2/Vs 100 cm2/Vs

Table A.3: Summary of semiconductor parameters used as starting values for the REF and the resulting values.

Some parameters show a change in their value. The CIGS acceptor density is reduced from the
starting value of 1·1016 cm−3 to 3·1015 cm−3. The CIGS mobility in contrast is increased by
factor two to 200 cm2/Vs. The trap density of the assumed deep defect reduces to the half to
1.5·1013 cm−3. On the other hand, some values don’t show a change in their values. This is true
for the back contact SRV and the cadmium sulfide (CdS) parameters electron mobility and donor
density. The resulting curve after fitting the material parameters on semiconductor level is shown
as dashed brown curve, showing a very good agreement with the orange one.

The REF approach can be made backwards by performing the simulations on the different levels.
First the semiconductor simulationwith applying the optical simulation and the geometry properties
on the semiconductor characteristic is performed and the blue curve is obtained. A further electrical
simulation of the actual module configuration results in the dashed gray line, showing a very good
agreement with the actual starting point of the module measurement. These results have been
used in further simulations for temperature dependent calculations on semiconductor level and
subsequent time-dependent yield calculationswith realmeteorological data. Also these calculations
show a very good agreement with the experimental measurements (see [114]).

In conclusion, this section shows the methodology of the REF to determine parameter values which
are otherwise inaccessible. The method can be applied on different levels of the simulation. On
semiconductor level it allows to estimate fundamental semiconductor parameters of the materials.
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Figure A.2: IV curves of the REF process from module to semiconductor level.

A.2.3 Multi-level Simulations for Layer Thickness Optimization

The last example of simulation application, shows again the combination of the semiconductor
simulation together with the electrical device simulation. The problem includes the simultaneous
optimization of three different layer thicknesses. For a given CIGS layer the optimum thickness of
the buffer layer (CdS), the intrinsic TCO (ZMO) and the doped TCO (AZO) shall be determined.
One scientific question was, how thin the buffer layer CdS can be made, when the intrinsic TCO is
deposited by atomic layer deposition (ALD), which prevents damage of the underlying layers and
accurate deposition of thin layers in the nanometer range.

Therefore four different thicknesses of the CdS layer were selected: 0, 5, 30 and 50 nm. The value
of 50 nm is the standard value, but can be reduced for high efficiency cells with PDT to 30 nm due
to changed growth of the CdS layer. The thicknesses of 0 nm and 5 nm are used to test very thin
CdS layers. For each of these values, a 2D parameter variation was performed by variation of the
ZMO and AZO thickness. The results of the 1D semiconductor simulation are shown in Figure
A.3 in the left column. For each CdS thickness, the optimum of the efficiency is located for small
thickness values of both, the ZMO and the AZO layer. For these parameter combinations, the
absorption of the corresponding layers is small and therefore the current of the device high. But
the results are not only defined by optical properties, but by the semiconductor properties as well.
This can be seen for the 5 nm simulation (second row), where increasing the ZMO thickness leads
to a strong decrease of the efficiency.
But neither the lateral current transport within the AZO, nor a possible grid shading is considered
within the semiconductor simulation. Therefore, the set of IV curves from the semiconductor
simulation was used as an input for the electrical Poisson solver calculation, taking into account
the correct AZO thickness. The result is shown in the right column of Figure A.3. All eight single
graphs are plotted in the same color code shown on the right. Thus, it can be directly seen, that the
overall efficiency of the devices is significantly lower compared to the semiconductor data. This is
due to the considered grid shading as well as due to the ohmic losses in the TCO and metallization
grid. Another important aspect is, that the former efficiency optima for thin layer thicknesses
vanished. The maxima shifted towards higher AZO and ZMO thicknesses. The higher AZO layer
thickness provides a good enough current transport without to high FF losses. These data show
again the big advantage of the combined simulation of semiconductor level and device level.

115



A Appendix

20 40 60 80 100120140160180200 16.5

17.0

17.5

18.0

18.5

19.0

19.5

20.0

PCE / %

100

200

300

400

500

600

A
Z

O
 t

h
ic

k
n
e
s
s
 /

 n
m

100

200

300

400

500

600

A
Z

O
 t

h
ic

k
n
e
s
s
 /

 n
m

50 100 150 200 250

100

200

300

400

500

600

A
Z

O
 t

h
ic

k
n
e
s
s
 /

 n
m

ZnMgO thickness / nm
50 100 150 200 250
ZnMgO thickness / nm

100

200

300

400

500

600

A
Z

O
 t

h
ic

k
n
e
s
s
 /

 n
m

0nm CdS

CIGS

CdS

ZnMgO

ZAO

MgF2

in
c
re

a
s
in

g
C

d
S

th
ic

k
n

e
s
s

50nm CdS

5nm CdS

30nm CdS

Semiconductor Device

Figure A.3: Simulation of semiconductor pn-junction and device efficiency depending on aluminum doped zinc oxide
(AZO) and zinc magnesium oxide (ZMO) thickness for four different CdS thicknesses. The left column
gives the the efficinecy on the semiconductor level. The rgight column gives the efficiencies of the 0.5 cm2

solar cell, where the results from the left column serves as input for the device simulation.

116



A.2 Further Application and Verification of Numerical Simulations for the Modelling of CIGS Solar Cells

20 40 60 80 100 120

100

200

300

400

ZnMgO thickness / nm

A
Z

O
 t

h
ic

k
n
e
s
s
 /

 n
m

11%

13%

15%

17%

PCE
Device

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-40

-30

-20

-10

0

10

20

30

40

50

C
u
rr

e
n
t 

d
e
n
s
it
y
 /

 m
A

/c
m

²

Voltage / V

2nm ZnSnO

170nm ZnSnO

Semiconductor

0 20 40 60 80 100 120

14

16

18

 Simulation (Device)

 Experiment best cells

P
C

E
 /

 %

ZnMgO thickness / nm

(A) (B)

(C)

Figure A.4: (A) Zoom in of parameter variation from Figure A.3 of the device simulation with 5 nm of CdS. (B)
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In the next step, a part of the simulated results are compared with available experimental data.
Figure A.4 (A) shows a selected part of the 5 nmCdS thickness variation on device level, revealing a
maximumefficiency of 17.8% for 300 nmAZOand 20 nm of ZMO. A strong decrease in efficiency
is observed for larger ZMO thicknesses over the whole tested range of AZO thickness. The reason
for this PCE reduction is a strong roll-over behavior of the JV curves from semiconductor simulation
with increasing ZMO thickness, illustrated in Figure A.4 (C). Taking into account the electrical
losses, a reduction of the FF and JSC is observed, but the actual shape of the contour plots do not
change (compare Figure A.3). Figure (B) shows a comparison of the simulated and experimental
values of the best cells of a ZMO thickness variation, for an AZO thickness of 250 nm. In general,
the simulations reproduce the behavior of the experimental data. For small ZMO thicknesses,
the influence on the efficiency is small, for an increasing ZMO thickness the efficiency decrease.
Herein the experimental values show a less reduction compared to the simulation results. Hence,
the model has to be redefined, but it is in general capable to simulate such problems.
In conclusion, this section shows, how layer thickness optimizations can be performed with the
presented multi-level simulation approach. Herein, experimental data of a thickness variation can
be qualitatively reproduced and it is important to use all levels of the multi-level approach needed
to obtain reasonable results.
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