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Chapter 1

Introduction

1.1 Introduction

Seeing is believing is a central tenet in biology when it comes to the study of
microscopic organisms since the microscope’s debut. Over the last two decades,
the blooming progress of microscopy technologies in concert with data science
and advanced chemical and gene engineering methods has reshaped the biological
research paradigms, heralding a new era of interdisciplinary research in a wide
spectrum of the life sciences ranging from determining the intricate conforma-
tions of biomolecules with atomic precision [1] to the macroscopic domain such as
investigating embryo development of a whole organism in real-time [2, 3].

Light microscopes, by virtue of their non-invasive and easily accessible proper-
ties, are widely found in modern biology laboratories. As an indispensable member
of the light microscope family, fluorescence microscopy renders extraordinary con-
trast to the structure of interest tagged with biocompatible fluorophores in live
organisms by using generalized labeling techniques.

Since life emerged in a 4D space-time in itself, observing biological activities
in the matched dimensions is necessary for better understanding the essence of
life. Selective plane illumination microscopy (SPIM) is a powerful fluorescence
microscopy technique enabling 3D imaging with high spatio-temporal resolution
while minimizing photobleaching and phototoxicity compared to its peers. Shortly
after its birth, SPIM became ubiquitous in a diversity of life science research fields
such as resolving subcellular dynamics in cell biology [4, 5], investigating the in-
teraction between cells in immunology and oncology [6, 7], whole-brain profiling
and functional imaging in neuroscience [8–12], modeling whole-embryo evolution-
ary patterns in developmental biology [3, 13] as well as quantitatively analyzing
tissues in histopathology [14–16]. Despite its recognized power and comprehen-
sive capabilities in the outlined fields, SPIM cannot resolve fine structures below
a hundred nanometers due to the diffractive nature of light.

Single molecule localization microscopy (SMLM) is an epochal invention in
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2 CHAPTER 1. INTRODUCTION

that it allows fluorescence light microscopy being able to resolve structures of
nanometer scale, which was believed achievable only with electron microscopes.
Biologists are capable of studying the dynamics of biomolecules [17], resolving
subcellular structures [18, 19] and examining their interactions even in live cells
[20, 21].

New biological findings are always boosted by the invention of new observation
techniques. To answer the ultimate question of how the genome shapes what we
are and regulates our physiological activities, a unified microscope with multi-
modalities that simultaneously meets the observation requirements at varying
scales needs to be built. In this regard, the combination of SPIM and SMLM is
a pioneer [22], potentially bridging the gap between molecular biology and cell
biology. Because of the lack of awareness and technical difficulties, this attempt
is in stagnation. The most relevant work published recently reported the plasma
membrane receptor map on a whole cell by using state-of-art SPIM equipment
and advanced SMLM algorithm although the resolution is unsatisfactory [23].

1.2 Thesis outline

In this thesis, I will further the fusion of the nascent SPIM and SMLM techniques
and show the superior performance and versatility of our homemade microscope
through several biological applications. The thesis is organized into five chapters.
In the second chapter, the foundation of the fluorescence microscope including the
physical background of fluorescence, the general and specific principles for differ-
ent microscopes and the basis of various fluorophores are introduced. The third
chapter contains the methods and materials used in my work. The optimiza-
tion and implementation of a homemade lattice light sheet microscope as well
as SMLM algorithms based on the established setup comprise the main sections
of this chapter. In the remainder of this chapter are introductions to software
developed for this microscope and sample preparation protocols. The results
for time-lapse imaging of Wnt signaling and uptake kinetics of surface-modified
nanoparticles by live cells are shown in the fourth chapter to demonstrate the
high spatio-temporal resolution of the SPIM modality. Imaging of microtubules
serving as a proof-of-principle experiment for the proposed SMLM algorithms can
be found at the end of this chapter. The fifth chapter concludes the presented
methods and results and gives a perspective on possible applications in biological
research.



Chapter 2

Theory

2.1 Fluorescence

2.1.1 Light and matter interaction

In the context of quantum mechanics, the probability of finding an electron in
space is depicted by the modular square of its wave function. An electron bound
to a proton can be described with a family of orthogonal wave functions known
as orbitals of the hydrogen atom. In which orbital the electron resides depends
on the energy of the nuclear-electron system. A necessary condition allowing for
a transition between orbitals is the energy difference of the concerned electronic
states being equal to that carried by the photon absorbed or emitted during the
transition.

Although the orbital wavefunction of organic molecules, specifically fluorophores
involved in this thesis, do not have an analytical solution as opposed to the hydro-
gen atom, a linear combination of the entire set of eigenfunctions of the hydrogen
atom can in principle approximate the molecular orbitals of interest, which are
typically the highest occupied molecular orbital (HOMO) and the lowest unoc-
cupied molecular orbital (LUMO). In the light-matter interaction process, the
electron residing in the HOMO or ground state will be promoted by absorbing a
photon to the LUMO or excited state and vice versa. For instance, the electronic
orbital of the π bond, which is a typical covalent chemical bond occurring in fluo-
rophores, can be represented by the sum of atomic 2pz orbitals of N carbon atoms
contributing to the bond

ψπ(x) =
N∑
n=1

Cnψ
n
2pz(x,Xn), (2.1)

where Xn denotes the coordinate of nth carbon nucleus.

3



4 CHAPTER 2. THEORY

If two electrons are found in the HOMO, the orbital wavefunction must in-
clude both electrons not only because the transition could occur on any of the
electrons but also because the spins, |+〉 for spin +1/2 and |−〉 for spin -1/2, of
both electrons need to be considered. Most molecules in their ground state have
two electron spin states in an antisymmetric configuration, thus the total spin is
zero. Such a spin state is known as the singlet state, whereas a symmetric spin
configuration leads to the triplet state with a total spin of 1. Transitions be-
tween singlet and triplet states are forbidden for the sake of angular momentum
conservation unless the intersystem crossing occurs.

Apart from the electronic wavefunction, translation, vibration and rotation of
the involved nuclei can also give rise to molecular energy change. Therefore, the
complete molecular wavefunction must take into account the nucleus distribution.
Since nuclei move much slower than electrons in a molecule, on the timescale of
electronic movement, the nuclear position can be viewed as a static parameter
in the electronic wavefunction. On the contrary, the nuclear wavefunction does
not rely on the transient electron position but on the average electron cloud, i.e.,
the electronic wavefunction. This assumption leads to the Born-Oppenheimer
approximation, which allows for solving the Schrödinger equation for electron and
nucleus separately. It is reasonable to write the complete molecular wavefunction
in position space, given that the transition process has an appreciable effect merely
on both the HOMO and LUMO and pertinent atoms,

Ψi,n(x,X) = ψi(x)χn(i)(X). (2.2)

The subscript of the atomic wavefunction χn(i) denotes the nth energy eigenstate
conditioned on the ith electronic orbital. One can envision the nucleus in an
equilibrium state being balanced under the attractive force of the electron cloud
and the repulsive force of the conjugate nuclei. A slight offset will then trigger a
restorative force proportional to the displacement to the first-order approximation.
Thus the nuclear wavefunction can be formulated as a harmonic oscillator with
typical vibrational frequencies varying from 1013 Hz to 1014 Hz.

2.1.2 State evolution in time

The probability to observe the molecular state |Ψi′,n′〉 at time t in a time-evolving
state initially residing on state |Ψi,n〉 and being subjected to a time-dependent
potential is denoted by |ci′,n′(t)|2. The complex coefficient in the modular bracket
is written as

ci′,n′(t) =
iqeωi′iµ12

~

[
1− ei(ω12−ω)t

ω12 − ω
A+

1− ei(ω12+ω)t

ω12 + ω
A∗
]
, (2.3)
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where ω and A are the angular frequency and the complex amplitude of the vector
potential of the external field, respectively. And ω12 = (Ei′,n′ − Ei,n)/~, with
Ei′,n′ and Ei,n being the energy of molecular state |Ψi′,n′〉 and |Ψi,n〉, while ωii′ =
(Ei − Ei′)/~, where Ei and Ei′ characterize the energy of electronic eigenstate
ψi(x) and ψi′(x) alone. The charge of the electron is represented by qe. The
overall transition dipole moment is defined as

µ12 = 〈χn′(i′)|χn(i)〉〈ψi′ |x|ψi〉. (2.4)

The amplitude of the second factor is dominated by the selection rule determin-
ing if an electronic transition is forbidden according to the symmetry of electronic
states along the x direction, to which the polarization of the external field is
oriented. As illustrated in Fig. 2.1, the electronic transition re-configures nu-
clei rest positions, resulting in shifted potential and thus the shifted vibrational
wavefunctions in terms of those when the electron resides on the ground state.
Consequently, the broken orthogonality of vibrational wavefunctions allows the
transition from one vibrational level to another in concert with the electronic
transition, the probability of which is described by the Franck-Condon factor
〈χn′(i)|χn(i)〉. The hybrid transition process provides a diversity of possible tran-
sition pathways as opposed to a one-to-one mapping scheme and thus partly ac-
counts for the continuous absorption spectrum, whose peak corresponds to the
maximum Franck-Condon factor, as will be elaborated later.

Figure 2.1: Vibrational wavefunctions at different electronic energy
levels. The distance between two atoms increases by ∆ due to electronic transi-
tions. The vibrational wavefunctions shift by ∆ in response, breaking down the
orthogonality of harmonic wavefunctions. Therefore transitions from vibrational
sublevel 0 to other sublevels are allowed.
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Whereas the transition dipole moment gives a necessary condition for allowed
transitions, two terms inside the square bracket of Eq. 2.3 oscillate with t and
destructively interfere only if the following energy condition is met to render
appreciable transition probability,

Ei′,n′ ' Ei,n ± ~ω. (2.5)

The plus and minus signs represent absorption and stimulated emission, respec-
tively. For instance, when absorption occurs, the first term in the bracket of Eq.
2.3 approximately increases as −iAt while the second oscillating term is negligible
as far as the transition probability |ci′,n′(t)|2 is concerned. Regarding |ci′,n′(t)|2 as
a function of ω12 with parameter t→∞, |ci′,n′(t)|2 varies as a Dirac delta function
multiplied by t, indicating that the initial state transits to a continuum of final
states, whose energies center about Ei′,n′ even though the molecule is exposed to
a monochromatic field. The phenomenon can be explained by the fact that the
Fourier spectrum of a monochromatic wave train exhibits a dispersion during the
course of the interaction with its width inversely proportional to the interaction
time. This is a special case of the time-energy uncertainty principle.

In light of the state density being the function of energy, the overall transition
rate, defined as the transition probability per unit of time, from an initial state
|Ψi,n〉 to a group of final states similar to |Ψi′,n′〉 is given by Fermi’s golden rule,

ω1→[2] =
2πq2

e |A |2|ωi′iµ12|2
~

ρ(Ei′,n′)

∣∣∣∣
Ei′,n′'Ei,n±~ω

, (2.6)

where |ωi′iµ12|2 represents the average over the vicinity of state |Ψi,n〉. One can
learn from this relationship that the transition rate is synergically determined by
the external field intensity, the dipole moment strength as well as the transition
condition Eq. 2.5. For more detailed derivations of formulas in this section, I
refer the reader to the book by Sakurai [24] and Parson [25].

2.1.3 Spontaneous emission

In Einstein’s theory the transition rate is parameterized as

B12 = B21 =
2πq2

e |A |2|ωi′iµ12|2

~
, (2.7)

the unit of which is the probability per unit time per state. Note that only
two molecular states are considered here for simplicity. To mediate the conflict
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between the biased population distribution under the thermal equilibrium condi-
tion and the unmatched numbers of molecules undergoing upward and downward
transitions per unit of time depending on the state populations, a spontaneous
downward transition process with the parameterized rate of A21 in the absence of
an external field is proposed,

A21 = B21
2~n3ω3

πc3
, (2.8)

where n denotes the refractive index of the medium. This process is also known
as the fluorescence process, the parameterized rate of which is proportional to the
absorption rate and the cube of the external field frequency.

More formally, spontaneous fluorescence can be described by the quantum
theory of matter-light interaction. The total wavefunction incorporating the state
of the light field is

|Ψ〉 = |Ψi,n〉 ⊗ |Ni,n〉, (2.9)

where |N〉 is the Fock state of the quantized light field. Instead of the quantities
reporting on the field amplitudes A and A∗ in Eq. 2.3, here they are replaced
by annihilation and creation operators a and a†. The expansion coefficient is
rewritten

ci′,n′(t) =iqeωi′iµ12

√
2π

~ωV

[
1− ei(ω12−ω)t

ω12 − ω
〈Ni′,n′ |a|Ni,n〉+

1− ei(ω12+ω)t

ω12 + ω
〈Ni′,n′|a†|Ni,n〉

]
=iqeωi′iµ12

√
2πNi,n

~ωV
1− ei(ω12−ω)t

ω12 − ω
〈Ni′,n′|Ni,n − 1〉

+iqeωi′iµ12

√
2π(Ni,n + 1)

~ωV
1− ei(ω12+ω)t

ω12 + ω
〈Ni′,n′ |Ni,n + 1〉 (2.10)

where V denotes the volume of the cavity. When absorption occurs, the light
field gives up a photon to the molecule such that Ni,n − 1 = Ni′,n′ . Hence
〈Ni′,n′|Ni,n − 1〉 equals 1 while 〈Ni′,n′ |Ni,n = 1〉 = 0, in accordance with the
treatment when evaluating the transition probabilities Eq. 2.3 and vice versa. As
for the transition rate, one only needs to substitute 2c2π~Nn,i/(ωV ) (absorption)
or 2c2π~(Nn,i + 1)/(ωV ) (emission) for |A|2 in Eq. 2.6. The dependency of the
transition rate on the photon density per unit volume Nn,i/V is consistent with
the dependency on the light field intensity in the semi-classical theory.

Contrary to the semi-classical theory when the molecule is in vacuum, the
second term of Eq. 2.10 could still amount to an appreciable value, predicting
the existence of spontaneous fluorescence. Note that, as the external field is
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not necessary for spontaneous transition, the downward transition should not be
limited to the excited state - ground state transition, meaning a range of different
transition pathways are allowed. In practice, under the equilibrium condition,
the fluorophore molecule population in the energy level qualifying for stimulated
emission is much less than that at the ground level. The stimulated emission is
then negligible relative to other downward transition pathways, as illustrated in
the Jablonski diagram.

Figure 2.2: Jablonski diagram. The radiative transition probability is en-
coded in the thickness of straight arrows. S0, S1 and T0 represent singlet ground
state, singlet excited state and triplet excited state, respectively.

Upward transitions from the vibrational ground state 0-electronic ground state
S0 to the combination of the first excited electronic state S1 and a set of vibrational
states 0 − 4 as labeled by blue arrows in Fig. 2.2 have to be mediated by an
external field with the condition Eq. 2.5 met. The absorption process occurs
within 10−15 s, in which the nuclei re-configuration and electronic transition can
be considered to occur simultaneously. Populations of vibrational sublevels are
jointly decided by the state density, the spectral density of the external field and
the Franck-Condon factor.

As for downward transitions, the vibrational state and electronic state have to
be treated separately since the former features a shorter lifetime (10−12−10−10 s)
compared to the latter one (10−10 − 10−7 s). This discrepancy can be explained
by the time-energy uncertainty principle asserting that the product of a superpo-
sition state’s decoherence time or decay time with the width of its energy density
spectrum should be around ~. As the local vibrational states are characterized by
a group of uniformly spaced energy levels populated according to transition rate,
they will rapidly relax to the equilibrium state, typically the vibrational ground
state in the form of non-radiative relaxation marked by the solid grey wavy ar-
rows in Fig. 2.2. By the symmetry of the Franck-Condon factor the electronic
downward transitions from S1− 0 state will populate the vibrational states in the
same way as with the upward transition and emit fluorescence photons labeled
with green arrows. Because of the symmetry in vibrational states, the absorption
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and emission spectra of a molecule are not single lines but extended curves that
are mutually mirrored. The distance between two peaks is called the Stokes shift.

Another mechanism, known as the dynamic Stokes shift[26], accounting for a
significant part of the Stokes shift is the polar solvent reorientation induced energy
variance to the fluorophore molecule. A fluorophore in the ground state (S0)
labeled in light green in Fig. 2.3 has its surrounding solvent molecules oriented
to minimize the system energy. As with vibrational decay occurring right after
excitation, polar solvent molecules lower the overall energy from S∗1 to S1 by
adapting orientation to the dipole moment direction. Once again, the fluorescence
emission occurs prior to solvent molecule re-orientation from S∗0 to S0 state.

Figure 2.3: Dynamic Stokes shift diagram. Fluorophore molecules in the
ground and excited states are labeled in light and dark green, respectively. Energy
levels marked with an asterisk represent solvent molecule unstable states.

Notably, electronic transitions are allowed only if the involved states are both
singlet or triplet to conserve angular momentum unless intersystem crossing oc-
curs, such as spin-orbit coupling and angular momentum exchange with ambient
molecules. In those cases, the system can transit from the excited singlet state to
the excited triplet state T1, remaining in the state for an extended time of up to 10
s before transiting to the S0 state by emitting phosphorescence. The triplet state
is involved in photobleaching as its intersystem crossing with oxygen in the triplet
ground state turns the latter into an excited singlet state, one form of a reactive
oxygen species, that will oxidize fluorophore molecules in the excited singlet state
and permanently form non-fluorescent products.

Alternatively, the excited electron can internally convert to a high vibrational
sublevel of the ground state without losing energy and decay to the S0 − 0 state
in a non-radiative way. All of the outlined transition pathways compete with the
fluorescence pathway, leading to a decreased fluorescence quantum yield (QY)

ηfluo =
kfluo

kfluo + kisc + kic + ...
, (2.11)

where kfluo, kisc and kic are rate coefficients for fluorescence, intersystem crossing
and internal conversion, respectively.
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2.2 Microscopy

2.2.1 Principle of microscopy

Historically, a microscope refers to an apparatus constructed from a set of optical
lenses that magnifies microscopic objects the naked eye cannot see. The last
decades have witnessed the blooming of microscopy techniques, among which
scanning tunneling microscopy [27] and cryogenic electron microscopy [28] stand
out in their sublime resolution on the atomic scale. However, those techniques
are too destructive for tasks involving live cell measurements.

In virtue of its non-invasive and bio-compatible properties, the optical micro-
scope is the most prevalent technique for biological studies such as the investiga-
tion of morphological change in the developing embryo and intra- and extracellular
signaling. In this thesis, I will concern myself with the optical microscope.

A modern optical microscope is an infinity-corrected optical system schemati-
cally shown in Fig. 2.4. By infinity-corrected, the image of the object at the focal
plane of the objective lens is infinitely far away from the objective lens. From the
geometric optics perspective, divergent light rays emitted from an arbitrary point
source on the object are converted to parallel rays after propagating through the
objective lens. A tube lens freely positioned along the optical axis focuses the par-
allel rays at its back focal plane. Compared to the object, the coordinate of each
refocused point scales up by a factor of the focal length ratio of f2 to f1, reflecting
the magnification rate of f2/f1. This arrangement leaves ample space between the
objective and tube lenses, allowing for inserting filters or wavefront engineering
elements without substantially changing the parallelly propagating rays.

Figure 2.4: Schematic of an infinity-corrected optical system. The object
located at the front focal plane of the objective lens, which is equivalent to a single
lens confocal with the tube lens, is imaged on the back focal plane of the tube
lens. The light rays emitted from the object are clipped by the aperture of the
detection objective lens.



2.2. MICROSCOPY 11

The simple relationship between magnification rate and focal length ratio does
not imply an infinitely resolvable structure given an unlimited focal length ratio.
This is because an imaged point source does not appear as an ideal point, but
rather an extended spot called the point spread function (PSF). The extent to
which the PSF spreads out depends on both the back focal aperture size and the
focal length of the objective lens. In the classical electromagnetic field theory,
this phenomenon is the diffractive nature of a clipped electromagnetic wave.

Representing the parallel rays with a plane wave multiplied by a circular aper-
ture function and omitting the polarization and the time-dependent factor, the
resulting electromagnetic field is a constant value with a circular area as shown in
Fig. 2.5. According to Fresnel’s paraxial approximation[29], the field at the focal
plane of the objective lens is the Fourier transform of the incident field

E‖(ρ) =

∫∫
S‖

exp(i2πrcosϕ · n ρ

λf1

)rdrdϕ

=2πr2
0

J1(kρNA)

kρNA
, (2.12)

where (r, ϕ) and (ρ, φ) are coordinates of the back focal aperture (BFA) and the fo-
cal plane of the objective lens, respectively. r0 is the aperture radius and n denotes
the refractive index of the medium, in which the light travels. Wavevector k is de-
fined as 2π/λ, where λ is the wavelength. J1 is the first order Bessel function of the
first kind. The numerical aperture NA contains physical information of the objec-
tive lens in one quantity such that NA = nsinθ0 with θ0 being the maximum angle
of the light ray to the optical axis. The second equality is derived using identities
for Bessel functions,

∫ x
0
ξJ0(ξ)dξ = xJ1(x) and J0(x) = 1

2π

∫ 2π

0
exp(ixcosϕ)dϕ.

Figure 2.5: Propagating and focusing of a clipped plane wave. The light
propagates along the x axis.
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Considering the incoherence of the fluorescence light, the PSF takes the mod-
ular square of Eq. 2.12, known as the Airy disk. The resolution limit is defined as
the minimal distance between two adjacent PSFs that can be discerned from each
other. In this regard, the most commonly used Rayleigh criterion asserts that the
peak-to-peak distance of two Airy disks is the resolution limit when one peak of
the Airy disk is aligned to the first valley of the other Airy disk as shown in Fig.
2.6. One can relate NA and λ to the lateral resolution limit ρlim by straightforward
arithmetic calculation

ρlim = 0.61
λ

NA
. (2.13)

Either decreasing λ or increasing NA can thus improve the lateral resolution.

Figure 2.6: Illustration of the Rayleigh criterion.

Essentially, the PSF is constructed from the interference of all allowed plane
wave components with varying k, which expands to a part of a continuous spherical
surface as shown in Fig. 2.5. In this sense, the 3D PSF can be presented by the
integral of plane waves over the 2D hypersurface in k space, or in mathematical
language, by the Fourier transform of the 2D hypersurface. Indeed Eq. 2.12 in
Cartesian coordinate is obtained by setting z to zero and integrating over kx and
ky. Similarly, setting y to zeros and integrating over kx and kz gives the axial
plane representation of the PSF

E⊥(x, z) =

∫∫
S⊥

∓ 2kz√
k2 − k2

x − k2
z

exp [i(kxx+ kzz)] dkxdkz. (2.14)

The integrating area S⊥ is the projection of the spherical shell onto the kxkz plane,
as shown in Fig. 2.5. The coordinate of wavevector space ky and kz are mapped
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to the real space Cartesian coordinate y0 and z0 at BFA such that ky0/f1 ≈ ky
and kz0/f1 ≈ kz. Therefore kx =

√
k2 − k2

y − k2
z . Although this integral does

not have an analytical expression, it is useful in calculating the PSF intensity
distribution in the axial plane for any given aperture function.

An alternative way to evaluate the axial resolution is using the uncertainty
principle between the momentum and position of the photon

〈(∆x)2〉〈(∆px)2〉 > 1

4
|〈[x, px]〉|2 =

~2

4
, (2.15)

where 〈·〉 presents the ensemble average. Measurement of the position for an en-
semble of photons is realized by focusing them to a point. The PSF can then
be understood as the uncertainty of the measured position. Sticking to the as-
sumption made before that the photons are uniformly distributed over a spherical
surface in k space, which is related to the momentum by the De Broglie equation
p = ~k, 〈(∆pz)2〉 is written as

〈(∆pz)2〉 =〈p2
z〉 − 〈pz〉2

=~2k2

∫ 2π

0

∫ θ0

0

cos2θsinθ

2π(1− cosθ0)
dθdφ

−
[
~k
∫ 2π

0

∫ θ0

0

cosθsinθ

2π(1− cosθ0)
dθdφ

]2

, (2.16)

where the probability density per unit solid angle is 1/2π(1− cosθ0). Substituting
this result into Eq. 2.15 yields

√
〈(∆z)2〉 > ~

2
/
√
〈(∆pz)2〉 =

√
3λ

2π
(
n−

√
n2 − NA2

) (2.17)

The lateral momentum uncertainty is given by

〈(∆px)2〉 =〈p2
x〉 − 〈px〉2

=~2k2

∫ 2π

0

∫ θ0

0

sin3θcos2φ

2π(1− cosθ0)
dθdφ. (2.18)

Hence the radial position uncertainty evaluates to

√
〈(∆ρ)2〉 >

√
2~
2

/
√
〈(∆px)2〉 =

√
2λ

4πn
√

1− 1
3

(cos2θ0 + cosθ0 + 1)

≈ λ

2πNA
, (2.19)
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where cosθ0 =
√

1− sin2θ0 ≈ 1 − sin2θ0/2. This result is equivalent to the
Rayleigh criterion (Eq.2.13) only to a constant scaling factor, which is reasonable
because different standards are employed in the definition of the resolution.

2.2.2 Fluorescence microscopy

As an indispensable member of the optical microscope family, the fluorescence
microscope detects fluorescence emitted from the sample. Illumination light, typ-
ically monochromatic laser light, is introduced to the specimen to elicit fluores-
cence light, the wavelength of which is longer than the excitation light due to
the Stokes shift and therefore can be separated from the illumination light by a
longpass dichroic mirror as shown in Fig. 2.7. The geometry of the excitation
and emission light sharing the same objective lens is called epi-illumination de-
sign. Fluorescence light passing through the dichroic mirror is further filtered by
a bandpass filter matched to the fluorophore’s emission spectrum before propa-
gating to the camera. Two filters, together with an epi-illumination geometry,
confer a fluorescence microscope with remarkably high signal-to-noise (SNR) and
contrast compared to other optical microscopes that generate images out of the
reflected or scattered light from the specimen.

Figure 2.7: Schematic of a fluorescence microscope in the epi-
illumination geometry.

In general, the structures of interest in wild-type biological samples do not
exhibit natural fluorescence. If anything, the autofluorescence originated from
the extracellular matrix [30] or amino acids like tryptophan, tyrosine, and pheny-
lalanine[31], which are ubiquitous in large molecules comprising the organism, is
non-specific and can not be leveraged for targeted imaging. Therefore exogenous
fluorophores have to be introduced to specifically label the structures. A diversity
of labeling techniques varying from conventional methods such as fluorescent pro-
tein (FP) transfection and immunofluorescence to recently emerged DNA-PAINT
[32], SNAP [33], and aptamer [34] render biologists flexible experimental design.
Apart from that, customized excitation/emission spectrum and the Stokes shift
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of fluorophores in combination with proper filter sets allow for simultaneous mul-
tichannel measurements, which is especially useful for the investigation of the
interactions of multiple functional structures in live cells.

It is worthwhile to note that the excitation and emission spectra for a candidate
fluorophore marker should reside in the visible window mainly for two reasons.
Firstly, because the autofluorescence appears within 300-400 nm, the emission
spectrum of the fluorophore marker should be away from this range to avoid
crosstalk. More importantly, ultraviolet excitation is devastating for the organism
as the energy carried by the photon will directly prompt the covalently bonding
electron to the free state and irreversible break constituent molecules. On the
other hand, due to the linear dependency on the wavelength of the resolution
(Eq. 2.13), the peak of the emission spectrum should not be beyond near-infrared
to guarantee a resolution comparable to the scale of the structures to be imaged
in the cell. More information about the selection of fluorophores can be found in
section 2.3.

2.2.3 Single plane illumination microscopy

Principle

Already in the early 1900s, chemist Richard Zsigmondy invented an apparatus
introducing a slit of collimated light to the sample at right angle with respect to
the detection axis to study colloidal particles by the scattered light[35]. With the
development of fluorescence microscopy and labeling techniques, the orthogonal-
plane illumination strategy found its application in optical sectioning microscopy
through resolving the three-dimensional structure of a fluorescent dye-stained
guinea pig cochlea [36]. What took this geometry in the field of fluorescent mi-
croscopy by storm is time-lapse observation of the development of live embryos
by SPIM in 2004[37]. Similar to its predecessors, rather than uniformly shining
collimated light into the focal plane and collecting fluorescence emission through
the same objective lens, SPIM adopts two objective lenses with their optical axes
perpendicular to one another. Two objective lenses are arranged in a way that
the intersection point of the two axes is the shared focal point where the sample
is located, as shown in Fig. 2.8. A thin sheet of light, normally created by either
focusing a collimated beam spot through a cylindrical lens[38] or by dithering a
thin Gaussian beam[2], is projected onto the sample by the excitation objective
lens, while the detection objective lens has its focal plane coincident with the light
sheet and collects emitted photons to form an image on the camera sensor located
in the focal plane of the tube lens.

Since all photons used to constitute the image exclusively come from the fo-
cal plane, background excitation is inherently suppressed and, thus, the signal
to background ratio (SBR) and contrast are enhanced. By either scanning the
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sample across the light sheet or synchronously scanning the light sheet and the
detection objective lens, optical sectioning of the sample can be readily achieved
with reduced photobleaching and phototoxicity [39], as each absorption-emission
cycle of an excited fluorophore contributes to the focal signal. Therefore SPIM
provides an ideal solution to resolve 3D structures compared to other imaging
modalities such as confocal microscopy[40], spinning disk microscopy[41] and con-
ventional non-SPIM 3D structured illumination microscopy (SIM) [42], especially
in terms of in-vivo imaging of embryonic development of entire organisms, e.g.,
zebrafish or Drosophila over days[43].

Figure 2.8: selective plane illumination microscope geometry. Light
sheet and detection objective lens are synchronously scanned along the z axis.
Figure adapted with courtesy from a report by Dr. Petr Posṕı̌sil, 2019.

Furthermore, SPIM substantially improves the axial resolution as a result of
the unique geometry with two objective lenses[44]. Consider the fluorescence
labeling density on the biological sample as o(r − r̂), where r represents the
sample space coordinates and r̂ represents the displacement of the sample. For
the purpose of explaining the principle of SPIM, a sample is scanned across the
fixed light sheet to realize optical sectioning. The object to be imaged by the
detection objective lens is

ofluo(r) = o(r − r̂) · η · hexc(r), (2.20)

where η is the QY of the fluorescent molecule multiplied by the detection efficiency
and hexc(r) is the excitation light sheet pattern. In the vicinity of the detection
objective focal point the detection point spread function hdet is approximately
spatially invariant, hence, an optical system can generate a 3D image of an object
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at the focal point of the tube lens where the array detector, a scientific comple-
mentary metal-oxide semiconductor (sCMOS) camera for instance, is placed. The
recorded 2D image in camera space, r′, is

IMA3D(r′)

∣∣∣∣
z′=0

=

∫
(ofluo ∗ hdet) · δ(z′) dz′, (2.21)

where ∗ denotes the convolution operation and δ(z′) is the Dirac δ function. Here I
define the z axis of the object coordinate system pointing toward the direction that
the emission light propagates. For simplicity, I assume hexc to be a function of z,
and symmetric with respect to the origin, which is normally the case. Substituting
Eq. 2.20 into Eq. 2.21 and using the definition of the convolution operation,
one can rewrite Eq. 2.21 in quad integral form. The second equality holds by
exchanging the integral order to eliminate the delta function and making use of
the symmetry property of the excitation light sheet pattern, hexc(z) = hexc(−z).
Finally, I re-arrange the terms in triple integral form and again write them in a
compact form similar to Eq. 2.21,

IMA3D(r′)

∣∣∣∣
z′=0

=

∫ ∫∫∫
o(x′ − x, y′ − y, z′ − z + ẑ) · η · hexc(z

′ − z)·

hdet(x, y, z) dxdydz · δ(z′) dz′

=

∫∫∫
o(x′ − x, y′ − y,−z + ẑ)η · hexc(z)hdet(x, y, z) dxdydz

=

∫
o(r′ − r̂) ∗ [hexc(r

′) · hdet(r
′)] · η · δ(z′) dz′. (2.22)

From Eq. 2.22, one can appreciate that the final image is equivalent to the
convolution of a structure labeled with fluorophores and an overall PSF htot being
the product of hdet and hexc. For an infinity-corrected detection objective lens, the
transverse PSF intensity hdet‖ is simply the modular square of Eq.2.12. Therefore,
the transverse resolution is governed by Rayleigh criterion, Eq.2.13.

The full width at half maximum (FWHM) of the PSF in z direction takes the
same form as Eq. 2.17 to a constant scaling factor for consistency with Rayleigh’s
criterion [45, 46]

FWHMz =
0.88λem

n−
√
n2 −NA2

det

, (2.23)

where subscript em and det represent emission and detection, respectively, to
distinguish them from excitation (ex). Exemplarily, if the FWHM of hdet⊥ is defined
as the axial resolution for aNA= 1.1 water immersion objective lens at wavelength
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515 nm, hdet⊥ is 2.7 times as large as hdet‖. In the SPIM context, due to the
perpendicular arrangement of two objective lenses, heff⊥ is hdet⊥ · hexc‖. Provided
the excitation objective lens has the same NA as the detection objective lens, heff

takes advantage of hexc‖ to compress hdet⊥ and thus approaching quasi-isotropic
3D resolution.

Unlike the assumption made before that hexc is only a function of z, in practice
the light sheet profile along the propagation direction (x axis) varies on the scale
depending on the filled BFA size of the excitation objective lens. The effective
NA, NAeff, is the product of the nominal NA and the ratio of the beam diameter
at the BFA to the diameter of the BFA itself. In wavevector space, NAeff can also
be written as the ratio of the wavevector transversal component to k. Given a
Gaussian light sheet, if NAeff of the excitation objective lens is small enough that
the paraxial approximation condition is valid, hexc can be analytically expressed
as the TEM0,0 mode, the simplest form of Hermite-Gauss beams[47], which is one
of the solutions of the paraxial Helmholtz equation,

EG(x, y, z) =
E0

w(x)
· exp

(
−y

2 + z2

w(x)2

)
· exp (−iΦ) , (2.24)

where Φ = kx+ k(y2+z2)
2x(1+(ZR/x)2)

− arctan (x/ZR) and w(x) = w0

√
1 + (x/ZR)2. The

waist of a Gaussian beam at the focal point is characterized by w0 as shown in
Fig. 2.9. An essential measure to evaluate the uniformity of a Gaussian beam
is the Rayleigh length, ZR = kw2

0/2, which describes the distance to the waist,
where the diameter of the beam spot is

√
2 times the waist diameter. For a

propagation distance, x� kw2
0, the Gaussian beam asymptotically diverges at an

angle of θ = w0/ZR = λ
πω0

is a good metric in terms of the basic optical sectioning
performance. A small w0 yields a higher overall axial resolution by narrowing the
Gaussian beam. However, it also leads to an undesired short Rayleigh length and
a large divergent angle that in turn compromises the covered field of view (FOV),
in which htot is approximately constant.

Figure 2.9: Diagram of Gaussian beams.
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Diffraction free beam

One way to circumvent the conflict between the covered FOV and the axial resolu-
tion is to introduce diffraction-free beams whose transverse modes do not change
over the propagation distance [48, 49]. Among those, the Bessel beam is a com-
mon choice and typically used in SPIM[50]. It is an analytical solution of the
Helmholtz equation in cylindrical coordinates,

EB(r, φ, x) = Jn(k‖r)exp(inφ)exp(ik⊥x), (2.25)

where k‖ and k⊥ are the k decompositions in transverse and axial directions with
k2
‖ + k2

⊥ = k2. The term Jn(k‖r) directly shows that h‖ is independent of axial
coordinate x, indicating a globally invariant htot. To get more insight into the
diffraction-free property, one can compute the Fourier transform of its transverse
part,

ẼB(kr, ϕ) =F{Jn(kr)exp(inφ)}

=
2π

i−n
exp(inϕ)δ(kr − k‖). (2.26)

A δ function around the annular line with a radius of k‖ reveals the essence of a
Bessel beam, which is nothing but the interference of plane waves with their wave
vectors sharing the same component k⊥. As a result, the common term exp(ik⊥x)
factorizes and then exclusively contributes to the propagation term containing the
x argument in Eq. 2.25.

In fact, an ideal diffraction-free Bessel beam requires the superposition of
infinitely wide plane waves and therefore does not exist. Experimentally generated
Bessel beams will consequently be confined in a rhomboid area with a ratio of axial
to transversal diagonal being k⊥/k‖, while the rhomboid height is the width of
the real plane waves that comprise the Bessel beam, as shown in Fig. 2.10a. An
approach to create a plane wave in the laboratory can be found in chapter 3.
The reader should bear in mind that all plane waves mentioned in the following
text refer to the plane waves confined in a limited lateral area, within which the
light field can be expressed by the plane wave solution of the Helmholtz equation.
Although a finite Bessel beam transverse range is beneficial with regard to lowering
the background excitation, the side lobes of a Bessel beam nevertheless contribute
significantly upon scanning. The first side lobe of a Bessel beam accounts for 16%
of the main lobe in amplitude, while for a scanned Bessel beam, this ratio is above
50% (Fig. 2.10b-d). Another property that makes the Bessel beam a poor choice
compared to a Gaussian beam is its gently dropping slopes flanking the main lobe
of the light sheet that give rise to a relatively low axial resolution, high background
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excitation, and high photobleaching and phototoxicity when compared to other
excitation beams.

Of various methods proposed to address the high background excitation prob-
lem, the confocal slit detection strategy has been introduced[51, 52]. This ap-
proach makes use of a single line rolling shutter exposure mode of the sCMOS
camera to create a virtual slit on the camera sensor, therefore allowing for syn-
chronous scanning of a Bessel beam and exposing pixel rows.

Figure 2.10: Bessel beam properties. (a) Experimentally created Bessel
beam by illuminating an axicon phase plate. The Bessel beam is quasi-diffraction-
free only within a rhomboid area. (b) Cross-section of an ideal Bessel beam. (c)
Cross-section of a scanned Bessel light sheet. Scale bar 2 µm. (d) Comparison
between profiles across Bessel beam and light sheet. (e) Signal-to-noise ratio and
signal-to-background ratio of images for a bead sample acquired by synchronously
scanning a Bessel beam and using a digital slit on the camera with different slit
widths.

I imaged 100 times diluted green-yellow polystyrene beads sample fixed in
agarose gel (see section 3.7.4) and evaluated the SNR and SBR for images acquired
with different slit widths in confocal slit detection mode. I define the global
signal level for an image as the average peak intensity of localized emitters and
the background level as the average pixel value of the image with the segmented
emitters clipped. The SBR is therefore the ratio of the global signal level to the
background level. The SNR is defined as the ratio of the global signal level to the
variance of the background pixels.
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Theoretically, the narrowest slit results in the best background rejection and
the highest resolution improvement. Practically, the thin slit not only rejects
the background but also weakens the signal. As suggested in the literature, the
optimal slit that maximizes the SNR and SBR is not the narrowest slit [51]. Fig.
2.10e shows that a peak occurs at 6.73 µm slit for SNR, while a plateau appearing
at 3.31 µm slit extends all the way to the narrowest slit in terms of the SBR.
Further investigation indicates that the different definitions for SNR and SBR
lead to distinct peak positions for the same dataset, rendering the calibration of
the optimal slit width subjective. In conclusion, high background excitation and
the consequent phototoxicity pose a challenge to the application of the Bessel light
sheet in SPIM despite its diffraction-free nature.

Optical lattice

Back in 2005, Eric Betzig characterized a series of optical lattices generated from
wavevector sets featuring finite elements[53], the microscopic application of which
in digital scanned LSM can achieve quasi-isotropic 3D resolution [5]. The general
principle is to create a lattice by coherently superimposing a finite number of plane
waves with the same k⊥, implying that the lattice is an analogue of the Bessel
beam that will not change its shape along the propagation direction. Quite a few
distinct lattice patterns are readily determined by selecting a different number of
points out of the annular spectrum of the Bessel beam and varying their relative
positions on the annulus. Among these, the hexagonal lattice stands out and
proved to be the optimal candidate for the excitation light sheet.

The hexagonal lattice consists of six plane waves, whose wavevectors in k space
are vertices on a regular hexagon. Rotating this hexagon to align an arbitrary
diagonal parallel to the kz axis, Fig. 2.11 gives analytical expressions of the
hexagonal lattice,

Ehex(x, y, z) =
n=6∑
n=1

exp(ikn · r)

=

[
4 cos

(
k‖
2
z

)
cos

(√
3k‖
2

y

)
+ 2 cos

(
k‖z
)]
· exp(ik⊥x) (2.27)

It can be seen that the ideal lattice does not attenuate but instead expands a
hexagonal point array periodically to infinite space. As the lattice is a special case
of the Bessel beam, it inherits its properties in the experiment implementation.
The lattice domain, which is no longer a regular rotating rhomboid as for the
Bessel beam but still is similar in shape in the xz plane, can be delineated by
the size of plane waves (Fig. 2.11c). In practice, only two to three pairs of side
lobes are retained to support the diffraction-free property of the main lobe in
a sufficiently large area, for instance, to cover a whole cell to be imaged, while
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reducing adverse effects to the largest extent, such as background excitation and
photobleaching (Fig. 2.11b and e). A most remarkable feature of the lattice is
its high fringe contrast in the axial direction when being scanned, such that the
deterioration of axial resolution (axially elongated hdet) and SBR due to spherical
aberration will be partially canceled out upon multiplication by the lattice light
sheet with steep main lobe and deep valleys between the main lobe and first side
lobes (Fig. 2.11d-h).

Figure 2.11: Characterization of the lattice beam and comparison be-
tween lattice light sheet and Bessel light sheet. (a) Spectrum of a hexagonal
lattice. (b) Cross-section of a bound hexagonal lattice. (c) Axial profile of a lat-
tice beam observed in a dye sample. Scale bar 10 µm. (d)-(e) The scanned lattice
light sheet (e) presents a high contrast pattern compared to the scanned Bessel
light sheet (d). Scale bar 2 µm. (f) The detection PSF in the axial plane. (g)-(h)
The overall PSF of the lattice light sheet (h) features higher axial resolution and
lower background compared with that of a Bessel light sheet (g). (f)-(g) share the
same scale bar with (e).

2.2.4 Single molecule localization microscopy

Introduction to workflow

Despite the high axial resolution of light sheet excitation, SPIM is essentially a
diffraction-limited method, the imaging principle of which obeys the convolution
law restricting the highest achievable resolution to approximately 300 nm for an
objective lens with NA = 1.1, while subcellular structures are typical of sub-100
nm scale. Over the past two decades, researchers have developed quite a few tech-
niques devoted to circumventing this resolution limit. Those techniques mainly
fall into three categories, stimulated emission depletion (STED) microscopy [54],
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SIM [55] and SMLM, among which SMLM and STED are marked with theoreti-
cally unlimited resolution enhancement provided that the detected photon number
for SMLM or the depletion power for STED is sufficiently high.

In this thesis, I will focus on SMLM, which is, by definition, a method to
resolve fine biological structures through localizing the center position of the PSF
for individual fluorophores attached to a target of interest to yield precision on the
molecular scale. The localization of fluorophores samples the structure of interest,
and a super-resolution image can be formed by reconstructing the fluorophore
map from the localized coordinates of the fluorophores. However, if all fluorescent
probes simultaneously irradiate photons, the acquired raw image will be nothing
more than the convolution between the labeled structure and the detection PSF,
making it impossible to differentiate PSFs stemming from individual probes (Fig.
2.12). This difficulty is overcome by utilizing emitters featuring an on and an
off state, also known as bright and dark states. When an emitter resides in the
on state, it can be excited and irradiates the desired fluorescence, whereas the
emitter in the dark state is optically inactive.

Figure 2.12: Raw wide-field images of a single fluorophore (a) and
a nuclear pore complex (NPC) with all labeling fluorophores in the
on state simultaneously (b). Adapted from Ref. [56] with permission from
Springer Nature, Copyright 2021.

Depending on the mechanisms behind state transitions the most widely used
SMLM techniques fall into two categories, photoactivated localization microscopy
(PALM)[57] and stochastic optical reconstruction microscopy (STORM) [58]. Pho-
toactivatable fluorophores featured with low fluorescence QY irreversibly switch
absorbance spectrum to long wavelengths with enhanced fluorescence QY by at
least 100 fold upon light-induced chemical reaction, typically 400-nm light [59].
Both synthetic dyes such as photochromic rhodamine amides [60], the silicon rho-
damine PA Janelia Fluor® 646 [61] and fluorescent proteins, e.g., PA-GFP [59]
can serve as a photoactivatable fluorophore. Instead of being activated to a bright
state, photoconvertible fluorophores including EosFP [62, 63] and its relative Den-
dra2[64] irreversibly switch from a green-emitting to a red-emitting state upon
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400-nm light irradiation and, therefore, can be used for PALM as well. In com-
parison, photoswitchable fluorophores employed in STORM can switch reversibly
between dark and bright states for several cycles under certain conditions contin-
gent on specific fluorophores. The underlying blinking mechanism and fluorophore
selection will be discussed in the next section.

In practice, the bright state lifetime and conversion or activation rate should
be meticulously controlled by chemical or optical means such that, during the
course of one exposure, only a subset of the emitter ensemble, in which emitters
are spatially sparse and well separated, is in the on state, while the rest of the
emitters being in the dark state remain invisible (Fig. 2.13). Each PSF occurring
in the raw data is considered to represent one single molecule and thus can be
segmented. The localization algorithm is then applied to the segmentation to
extract the position information. These imaged emitters will be bleached and
a new subset of emitters will be active over time. After thousands of frames
of exposure, each probe fluorophore is localized at least once. Eventually, the
localizations of those probes are scattered in a coordinate system with continuous
axes (Fig. 2.14a) followed by convolution with a virtual PSF, whose FWHM
depends on the localization precision contingent on the number of photons per
localization. The reconstructed super-resolution image is shown in Fig. 2.14b.

Figure 2.13: The workflow of SMLM. Fluorophores in the on state are
marked with bright green dots. Red inserts represent segmented sub-images from
the raw data. Crosses in the last row of images denote the corresponding local-
izations of segmented fluorophores. Adapted from Ref. [56] with permission from
Springer Nature, Copyright 2021.
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Figure 2.14: The localizations of accumulatively imaged single
molecules (a) and the rendered super-resolution image of three NPCs
(b). Adapted from Ref. [56] with permission from Springer Nature, Copyright
2021.

Estimation of the theoretical resolution

The localization precision, which defines the variance of a repeatedly localized
single emitter, is a key parameter in the field of SMLM as it largely determines
the resolution of the reconstructed image. Although the localization precision
varies for specific estimators used in practice, the basic law is that the localization
precision is inversely proportional to the square root of the detected number of
photons. From this law, one can gain insights into the power and limitations of
SMLM and thereafter be able to optimize configurations for different tasks.

For conventional fluorescence microscopy, the image of a single molecule is
characterized by a PSF, which is, when the number of photons is sufficiently
large, well approximated by a Gaussian function with a standard deviation of σ
as a measure of resolution and rc as a measure of the emitter position. The PSF
can be considered as the probability density function describing the chance of
finding photons in space. Thus, each recorded photon is actually an independent
sample of an observation ri taken from this pre-defined distribution. The mean
value of samples r̄, which is the centroid of the PSF generated from N photons
in SMLM, is an unbiased estimator of rc with standard error or uncertainty of
σ/
√
N . Rigorous derivation of the localization position through least-squares

fitting analysis of a Gaussian PSF model is given in the literature, where pixelation
noise, photon noise as well as background noise are accounted for[65]. The final
two-dimensional localization error is written as

〈(∆x)2〉 =
(σ2 + a2/12)

N
+

8π · σ4 · bg2

a2 ·N2
, (2.28)

where a is the pixel size and bg is the global background noise in units of photon
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number. It can be learned from this equation that the background noise induced
localization uncertainty decreases faster than 1/N and thus becomes negligible
when N is much larger than bg. The pixelation noise can also be ignored as long
as the pixel size a is much smaller, typically at least 3 times, than the resolution σ,
as is the case in conventional fluorescence microscopy where the Nyquist sampling
condition is met to achieve a physical resolution limit determined by the NA.

Up to now, I have only talked about localization precision, which is one of
the fundamental factors in evaluating the resolution of a reconstructed image.
Conventionally, a super-resolution image is rendered by the convolution of the
localization scatter plot and a Gaussian PSF with its standard deviation equaling
the localization precision to give an intuitive impression of the image resolution in
the first place. Notably, all localizations are due to the probes tagged to a structure
of interest. This can lead to difficulties in evaluating the resolution, especially
when the labeling density is too low to resolve the structure regardless of the high
localization precision. More to the point, even though the labeling density might
not be an issue, a low sampling rate could also impact the resolution. For brevity,
the labeling density is used to describe the resulting reconstructed image and arises
from the physical labeling density and the number of frames. A heuristic analysis
of the resolution dependency on the labeling density concludes that the image
resolution asymptotically approaches the localization precision with increasing
labeling density at the cost of temporal resolution[66, 67]. Therefore, filters need
to be applied to the reconstructed scattergram to improve the fidelity of the SMLM
result when the labeling density is at a modest level.

Fitzgerald et al. [68] have introduced an optimal linear filter achieving as low
variance as what can be derived from the Cramer-Rao lower bound (CRLB). The
fluorescence labeled structure of interest is denoted o(r) and the reconstructed
scattergram dE(r) =

∑M
i=1 δ(r − r̂i), where M is the total number of detected

emitters and r̂i represents the estimated ith localization. The continuous form of
the expected structure density is then written as d̄E = M̄(heff∗o), where heff is the
effective PSF of the SMLM version approximately written as hN̄det, with N̄ being
the mean photon count of the single localization event. And M̄ is the expected
number of detected emitters modeled as a Poisson distribution. A frequency-
dependent SNR of the expected structure density can then be defined as

f(k) =:

∣∣D̄E(k)
∣∣2

V ar[DE(k)]
= M̄ · |Heff(k)|2 · |O(k)|2 , (2.29)

where the capital letters stand for Fourier transforms of the corresponding func-
tions. It can be seen from Eq. 2.29 that the SNR is proportional to the averaged
number of emitters M̄ , fluorescence labeled specimen spectrum energy density
|O(k)|2 as well as the optical transfer function of the SMLM version |Heff(k)|2.
The task is to find the optimal estimation ô(r) of the real structure information
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o(r) from the measured emitter density function dE(r) with the aid of a filter ĝ
so that

ô =: ĝ ∗ dE. (2.30)

The optimal filter takes into consideration the labeling density, the localization
precision and the SNR, and is formulated in the frequency domain as

Ĝ〈|O|2〉(k) =
1

M̄eff(k)Heff(k)(1 + 〈f(k)〉−1)
, (2.31)

where 〈·〉 represents the ensemble average and M̄eff(k) =: 〈M̄ |O(k)|2〉/〈|O(k)|2〉.
It reduces to a simple deconvolution filter for sufficiently high SNR within the
concerned frequency range, while for sparse labeling, the filter takes the form
〈|O|2〉H∗eff. Heterogeneous modulation of the true specimen spectrum of the filter
naturally leads to a metric to quantify the ability of SMLM to resolve the fine
structure under a specific experimental configuration. The cutoff frequency is
defined as

kM =: min

{
k|M̄ ≤ β

|Heff(k)|2 〈|O(k)|2〉

}
, (2.32)

beyond which the SNR drops below the chosen value of β. This metric has a
profound significance as it quantitatively sheds light on how the labeling density,
localization precision and specimen features affect the resolution in a joint way.
Hence it can guide the selection of imaging parameters such as the number of
frames, the exposure time and the labeling fluorophores, etc., provided a certain
resolution is required. It is worth noting that the filter needs a priori information
of the specimen, meaning O(k) is iteratively computed with an initial estimation
of DE(k)/M .

Principle of 3D SMLM

Since data analysis underlies SMLM, over the last decade, a wealth of algorithms
were developed to improve the localization precision, the computational efficiency
and to expand the covered FOV [69–74]. The most remarkable progress can be
appreciated in the field of three-dimensional localization techniques, whose basic
idea is employing wavefront engineering techniques to encode depth information
in the shape of the image of a detected emitter. Fitting a unique emitter pattern
to an axially asymmetric 3D PSF model can resolve the axial position of the
emitter. The mainstream 3D localization methods are all based on this principle,
either by introducing astigmatism aberration into the detection PSF[75, 76] or by
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modulating the detection PSF to a designed pattern such as a double helix [77]
or a tetrapod [78].

Technically, the complex PSF patterns carry more information and will thus
provide higher localization precision. However, resolving sophisticated patterns
in a diffraction-limited system requires a larger PSF while the photon budget per
photoswitching event is limited, implying less photon quota per pixel and hence
low SNR. As the simplest asymmetric pattern, PSF with astigmatism aberration
exhibits superior efficiency in photon utilization and will be used in my experi-
ment.

2.3 Fluorophores

2.3.1 Fluorescent proteins

Fluorophores for labeling are an essential constituent in fluorescence microscopy.
The rule of thumb for a properly selected type of fluorophore is a high absorption
cross-section to avoid high excitation power induced phototoxicity and high QY.
Apart from that, specific requirements are imposed on different measurement
conditions. For live cell imaging, a prime consideration is that fluorophores should
be non-invasive and biocompatible to minimize interference and disturbance to
the cell. FPs are the most commonly used tags in live cell labeling, as they are
endogenously synthesized together with the proteins of interest as a whole.

The wild-type green FP (GFP) was first purified from the jellyfish Aequorea
victoria and studied by Osamu Shimomura [79]. The gene expressing GFP in
jellyfish was cloned and sequenced by Douglas Prasher et al.[80] in 1992, followed
by recombinant expression in Escherichia coli and Caenorhabditis elegans [81],
demonstrating a novel fluorescence labeling technique. The crystal structure of
wild-type GFP reported by the Remington group[82] unveiled the conformation
of the GFP molecule being that of a β-barrel with an α-helix running through it.
Interactions between the chromophore in the middle of the α-helix and residues on
the interior of the barrel influence the energy level structure of the chromophore
and hence the spectrum, QY and photostability[83], which can be engineered to
produce FP derivatives by modifying those residues through mutagenesis.

Transfection is practiced to introduce genes of fluorescent proteins into eu-
karyotic cells. In my work, the introduced gene is in the form of a plasmid, a
small circular DNA molecule carrying a fusion construct comprising an FP gene
concatenated to or inserted within the gene encoding the target protein. The
gene coding a protein has two ends corresponding to the free amino acid termi-
nus (N-terminus) and the free carboxyl terminus (C-terminus). The transcription
process starts from the N-terminus and ends at the C-terminus. What is known
as N-terminal FP construct refers to the plasmid having the C-terminus of the FP
gene connected to the N-terminus of the target protein gene via a linker sequence
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Figure 2.15: Illustration of EGFP crystal structure. Adapted from [84]
with permission from PLOS ONE.

to ensure expressed proteins are well separated. The C-terminal FP construct
is arranged the other way around. A validated construct will express a properly
functioning target protein linked to an FP that fluoresces.

Which tagging strategy should be employed varies from case to case. For
instance, secreted proteins or signaling proteins have a short sequence known as
signaling peptide preceding the N-terminus of the functioning protein gene. This
sequence serves as a tag to determine the destination of the protein in the cell. For
many secreted proteins, the signaling peptide will be cleaved off when undergoing
modification in the Golgi/ER[85], such as Wnt protein [86]. As a result, the
N-terminal FP construct may not work because the FP tagged to the signaling
peptide will be degraded. An alternative tagging strategy that works, however,
is to insert the FP gene between the signal peptide and the functional protein
with two linkers. Apart from construct failure, the protein location within the
cell should be taken into account for pH-sensitive FPs[87]. To produce a working
plasmid, it is advisable to try out different tagging strategies and check out the
functioning of the target protein and FP in vivo and in situ.

2.3.2 Organic dyes

In comparison to photoconvertible FPs, organic dyes are preferably employed in
SMLM due to their high photon budget per on-off switching cycle (table. 2.1),
rendering considerable localization precision when a short frame exposure time is a
major concern for dense structure imaging, where at least hundreds of thousands of
frames are needed to reconstruct a super-resolution image. The discrepancy in the
number of photons for FPs between the references could originate from different
experiment configurations, such as excitation power density, frame exposure time,
photon detection efficiency, etc. The literature[88] reporting a smaller number of
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Figure 2.16: Diagram of the plasmid.

photons for Dendra2 and mEos2 also systematically investigated Cy5 and Cy7,
whose numbers of photons are consistent with the result in reference [89]. It is
reasonable to believe those two groups shared a similar experiment configuration
and the comparison between datasets reported by [89] and [88] is fair.

Table 2.1: Switching properties of selected organic dyes and FPs

λex(nm) λem(nm) ε(M-1cm-1) QY duty cycle No. photons ref.

organic dye
Alexa Fluor 647 650 655 239,000 0.33 1.2× 10−3 5,202 [89]

Atto 488 510 523 90,000 0.8 2.2× 10−3 1,110 [89]
Atto 647N 644 669 150,000 0.65 3.5× 10−3 4,433 [89]

Cy3 550 570 150,000 0.15 0.3× 10−3 8,158 [89]
Cy5 649 670 250,000 0.28 0.7× 10−3 5,873 [89][88]
Cy7 747 776 200,000 0.28 0.4× 10−3 997 [89][88]

TAMRA 546 557 90,430 0.2 4.9× 10−3 2,025 [89]

FPa

Dendra2 490/553 507/573 45,000/35,000 0.5/0.55 4× 10−6 686/131b [90],[88]
mEos2 506/573 519/584 56,000/46,000 0.84/0.66 3× 10−6 745/360 [90],[88]

mMaple2 489/566 506/583 15,000/30,000 0.74/0.56 2× 10−6 783 [90]

λex, excitation wavelength; λem, emission wavelength; ε, extinction coefficient; QY, quantum yield; duty cycle,
fraction of on state dwelling time in one on-off switching cycle; No. photons, the average number of photons
per switching event. a Values presented in λex, λem, ε and QY entries are for two states of photoconvertible

FPs. b Number of photons per switching event is in terms of the state after photoconversion. Different
experiment configurations, such as excitation power density, frame exposure time, and detection efficiency could

be responsible for the discrepancy between the two reports.

In light of the low detection efficiency of our SPIM, I will focus on organic
dyes used in direct STORM (dSTORM)[91] that do not require the activator flu-
orophore as in STORM[58], thus allowing for conventional immunofluorescence
techniques for labeling a specific structure. There are mainly two immunofluo-
rescence methods, i.e., direct and indirect, the latter is more widely used. By
indirect labeling, the epitope on the target molecule, also known as antigen, will
be recognized and specifically bound by the variable site of the primary antibody,
to the other side of which two or more secondary antibodies carrying fluorophores
will bind. With such a binding strategy, each antigen is more likely to be spot-
ted against photobleaching compared to the direct labeling manner, by which a
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primary antibody complex carrying a dye molecule directly binds to the antigen.
Additionally, the indirect labeling strategy facilitates the manufacturing and the
usage of antibodies in a way that only the primary antibodies with varying vari-
able sites and the secondary antibodies tagged to varying fluorophores need to be
inventoried in lieu of adapting both the variable and fluorophore sites of a direct
labeling antibody to different tasks.

The photoswitching mechanism of the organic fluorophores including carbo-
cyanine dyes, rhodamine and oxazine derivatives can be understood as the in-
teraction of the fluorophore in the triplet state with thiol groups and oxygen.
Instead of intersystem crossing with oxygen and transition to the ground state
via generation of reactive oxygen species, the fluorophore in the triplet state in
aqueous imaging buffer containing thiol groups and oxygen scavengers will react
with the thiol anion (RS-) to form a thiyl radical and the radical anion of the
fluorophore (F·) at a rate k1

exc[92], the value of which strongly depends on the ir-
radiation power density, thiol concentration and the pH of the imaging buffer[93].
The non-fluorescent radical anion of the fluorophore can be oxidized back to the
fluorescence singlet ground state in the presence of oxygen at a rate k1

ox. Irradi-
ation of 350-550 nm light and increasing oxygen concentration will promote this
process[94]. For oxazine and carbocyanine dyes, the semi-reduced radical anions
are intermediary products that can subsequently react with thiolate at a rate k2

exc

to yield the fully reduced leuco form (FH) for oxazine or thoil-adduct for car-
bocyanine[93] by forming a covalent bond with the thiolate at the polymethine
bridge as shown in Fig. 2.17. Those fully reduced non-fluorescent species can
likewise be oxidized back to the fluorescence singlet ground state mediated by
oxygen and 350-550 nm light irradiation with rate k2

ox.
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Figure 2.17: Photoswitching diagram. S0, electronic ground state; S1,
electronic first excited state; T1, electronic triplet state. Adapted with permissions
from [95, 96]. Copyright 2017, 2018 American Chemical Society.

Oxygen plays an important role in on-off switching cycles. The fate of fluo-
rophores in the triplet state, which ends up with either intersystem crossing with
oxygen and transiting to S0 or forming non-fluorescence species mediated by thiol
groups, depends on the reaction rates of individual processes. For the purpose of
SMLM, the conversion of fluorophores in the dark state should predominate over
the intersystem crossing process with oxygen. To this end, an oxygen scavenging
system is employed to lower down oxygen level in the aqueous imaging buffer con-
taining thiolate with a concentration as high as tens to hundreds of millimolar.
However, on the other hand, the stable radical anion of the fluorophore, especially
for rhodamine dye or leuco dye can persist for hours devoid of oxygen. Therefore,
a low oxygen level in the imaging buffer is indispensable for the reactivation of
fluorophore to the fluorescence state. In addition to the aforementioned reactions,
such a high concentration of thiolate will further deplete oxygen to the same ex-
tent as the oxygen scavenging system[97]. Moreover, apart from the oxidation of
non-fluorescent species, photobleaching, thiolate and oxygen scavenging process,
thiyl radical, the by-product of the reduction reaction, will also consume oxygen
to generate superoxide radicals and hydrogen peroxide[98].

The art of dSTORM allowing for moderately dense single molecules in the
on state within any given exposure time is exemplified by manipulating on and
off lifetimes through adjusting the concentrations of thiolate, oxygen scavenging
buffer and irradiation intensity. A natural question arises if the photon budget
per on-off switching event increases with excitation intensity as with the case in
the absence of thiol groups and oxygen scavenging system (Eq. 2.7-2.8). It is
reported that the number of photons per localization is inversely proportional to
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the irradiation intensity[99] given the product of exposure time and irradiation
intensity unchanged. This counterintuitive observation can be easily elucidated
by a simple model assuming the number of fluorescence cycles (or the number of
photons) it takes to trigger off-switching obeys a geometric distribution with the
parameter equaling to the product of k1

exc and the rate of S0− S1− T1 transition,
which is proportional to the irradiation intensity. The expected number of photons
emitted by a fluorophore before off-switching is hence inversely proportional to the
irradiation intensity. As a result, a trade-off between acquisition speed and the
number of photons per emitter has to be made because the sole way to increase
the number of photons is to expand exposure time and fluorophore on time by
using low excitation intensity, which is favorable to the application of SMLM in
SPIM, as I will introduce in the next chapter.
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Chapter 3

Methods and materials

3.1 The focal field

The simulation of the imaging system offers insight into how the microscope per-
formance responds to varying parameters, thus allowing for systematic optimiza-
tion regarding parameter selection for specific tasks. Excitation and detection
PSFs, as crucial factors determining the resolution of the microscope, are the
major objects to be investigated prior to the experiment.

As formulated in Eq. 2.12, the lateral PSF is equivalent to the Fourier trans-
form of a plane wave clipped by the circular BFA of the objective lens in the ab-
sence of aberration. In reality, due to the misalignment and imperfect fabrication
of the optical elements as well as the sample-induced aberration, the wavefront
at the BFA is distorted. This continuous surface Φ(r, ϕ) can be represented by a
family of orthogonal basis functions

Φ(r, ϕ) =
∑
k

cNoll
k Zk(ρ, ϕ), (3.1)

where cNoll
k is the expansion coefficient of Zernike polynomial Zk(ρ, ϕ) originally

defined by two parameters[46]

Zm
n (ρ, ϕ) = Rm

n (ρ)cos(mϕ) (even over the azimuthal angle)

Z−mn (ρ, ϕ) = Rm
n (ρ)sin(mϕ) (odd over the azimuthal angle), (3.2)

where the integers n > m > 0. The radial polynomials can be expressed as

Rm
n (ρ) =

n−m
2∑

k=0

(−1)k(n− k)!

k!(n+m
2
− k)!(n−m

2
− k)!

. (3.3)

35



36 CHAPTER 3. METHODS AND MATERIALS

For convenience in representation, especially in aberration theory, the Zernike
polynomials are re-indexed using one single parameter. In the Noll convention
adopted in this thesis, for example, cNoll

11 corresponds to spherical aberration,
Z4

0(ρ, ϕ) and cNoll
5 corresponds to oblique astigmatism Z−2

2 (ρ, ϕ).
Instead of using Eq. 2.12, a more general form with an aberration term is used

in the calculation,

E‖(y, z) =

∫∫
S‖

exp [iΦ(y0, z0)] exp [i(kyy + kzz)] dkydkz. (3.4)

According to the angular spectrum theory [29], the out-of-focus light field with
∆x offset can be readily calculated by inserting the factor exp(i∆x

√
k2 − k2

y − k2
z)

into the integral in Eq. 3.4. For calculating the axial plane field E⊥(x, z),
exp [iΦ(y0, z0)] should first be mapped to wavevector space (see section 2.2.1)
followed by a projection to the kxkz plane (Fig. 2.5). Considering the spheri-
cal surface is not symmetric for arbitrary Φ(y0, z0), the summation of two pieces
should be added in Eq. 2.14 as a factor.

The vector field integral adapted from Richards and Wolf model [100] is used
to calculate the detection PSF for an objective lens with NA = 1.1, as used in my
experiment. A basic concern is that linearly polarized photons are not coherent
anymore after being focused because of dramatically changed polarizations, the
orientations of which depend on where the photons interact with the dielectric
medium of the lens. As shown in Fig. 3.1, the linearly polarized field E before
being refracted by the lens is decomposed into a radial part Eρ and an azimuthal
part Eφ [101], each of which propagates independently, governed by the Fresnel
diffraction approximation that can be calculated via Fourier transformation. The
polarization orientation of the azimuthal component always perpendicular to the
radial axis does not change after refraction, while the radial component rotates
by θ on the plane determined by the wavevector and the optical axis. The rotated
polarization can be decomposed into an optical axis component Ẽx and a radial
component Ẽρ, which can be further decomposed into y and z directions. Similar
decomposition rule also applies to Eφ, yielding the Cartesian representation of the
light field decomposition at the focal point

Ey =Eφsin(φ) + Eρcos(θ)cos(φ)

Ez =Eφcos(φ) + Eρcos(θ)sin(φ)

Ex =Eρsin(θ). (3.5)

In practice, a linearly polarized light field is pre-decomposed into those three
components, followed by calculating the focused fields, the intensity summation
of which gives the effective PSF within the vector diffraction framework.
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Figure 3.1: Illustration of polarization decomposition in cylindrical co-
ordinates.

3.2 Optimization of the lattice light sheet

As with the Bessel beam, a practical lattice beam is characterized by its con-
stituent plane waves. A fundamental measure of the lattice is the parameter k‖,
which dictates the lattice period and the main lobe thickness. A rule of thumb
is selecting the proper k‖ so as to align the two side lobes flanking the main lobe
of the scanned lattice to the first two zero valleys of hdet⊥, thus filtering out the
strongest background excitation near the focal plane on the detection objective
lens, as shown in Fig. 3.2a.

Figure 3.2: Determination of the lattice period for an optimal PSF. (a)
Comparison between calculated and measured PSFs. Ideally, to effectively cancel
the background elicited by sidelobe excitation, the lattice with optimal period has
its sidelobes aligned to the first valleys of hdet, which experimentally do not exist
due to imperfect optics. (b) Simulation of a distorted hdet with peak to valley
depth of the 11th Zernike polynomial in Noll convention for a spherical aberration
varying from 0.1 λ to 0.3 λ [46].
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Due to the existence of refractive index (RI) mismatch-induced aberrations, es-
pecially spherical aberration, which mostly elongate hdet⊥, the two valleys marked
by the dashed lines in Fig. 3.2a that should have been present in the measured
hdet are missing. This fact leads to a more flexible lattice design strategy, with
which not only background rejection but also axial resolution, covered FOV and
the light sheet thickness shall be comprehensively taken into account[102]. For
instance, a large k‖ allows for higher axial resolution at the cost of squeezing the
lattice in the axial direction, hence the thicker light sheet and narrower FOV (Fig.
3.3), given that the size of the experimental plane waves used to generate the lat-
tice beam is fixed. To achieve a comparable covered FOV range as with low k‖,
the plane waves have to widen, which in turn leads to an even thicker light sheet.
As a result, excessively pushing the axial resolution limit while keeping a large
FOV will converge in epi-illumination. In the following part of this section, I will
show the simulation of a lattice linked to our setup configurations and discuss the
optimal parameter choices for this topic.

Figure 3.3: Illustration of the dependency of the lattice shape on k‖
and the constituent plane waves.

As with Eq. 2.26, the structure of the lattice light sheet in the focal plane
can be related to the wavevector distribution on the BFA via Fourier transforma-
tion, where NAeff is determined by the smallest circle encompassing the spectrum.
Physically, the wavevector space is the momentum space of the electromagnetic
wave, while the focal plane corresponds to the position space. Evidently, the
Heisenberg uncertainty principle ∆xi∆pi > ~/2 holds, asserting that the larger
the uncertainty of the momentum, the smaller is the uncertainty of the photon
distribution in position space, i.e. a smaller focused spot [103]. Reversely, if one
wants to compress the lattice in z direction in the focal plane, the elongation of
the spectrum along kz will yield the desired result.
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With increasing aspect ratio of the Gaussian spots, the diffraction-free lattice
gradually wanes, in the form of a lower number of side lobes and a narrower light
sheet thickness, to a diffraction-limited beam on the xz plane as shown in Fig. 3.4.
I define a measure of the SBR as the accumulated intensity of the scanned lattice
within the FWHM range of hdet divided by the remainder of the intensity integral.
The higher this ratio, the thinner is the lattice. Because of the destruction of
the diffraction-free property, the covered FOV is measured by the FWHM of the
lattice main lobe. It is worth noting that parameters used in the calculation are
adapted to realistic experimental conditions.

Figure 3.4: Simulation of an experimentally generated lattice and its
relationship to NA and spectral spot aspect ratio. (a)-(c) Lattice spectrum
spots with increasing spectral spot aspect ratio in momentum space. (d)-(f) The
lateral cross-section of the lattice pattern is gradually compressed as the spectral
spot aspect ratio increases. Scale bar 10 µm. (g)-(i) The axial plane cross-section
of the lattice pattern shrinks as the spectral spot aspect ratio increases. (j) Cov-
ered FOV of the lattice as a function of the spectral spot aspect ratio. (k) Lattice
SBR to spectral spot aspect ratio.

Even though a 1.1 NA water immersion detection objective lens and a 0.67 NA
water immersion excitation objective lens are employed in the experimental setup
the NAeff for the excitation objective lens is smaller, so as to achieve a sufficiently
large FOV. Fig. 3.4j-k show SBR and FOV in terms of spectral spot aspect ratio
for a range of NAeff of the excitation objective lens. Despite the highest axial
resolution rendered by a large NAeff, both SBR and FOV are inferior to low NAeff
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cases regardless of the spectral spot aspect ratio. Given a certain NAeff, there is
a trade-off between high SBR and large FOV. For time-lapse live cell imaging, a
general requirement is low phototoxicity, low photobleaching and a large FOV to
cover the whole region of interest (ROI). In comparison to these factors, resolution
is of least importance.

I use SBR = 0.32 as a benchmark obtained from the calculated hdet and hexc in
Fig.3.2a, a value that is suggested to be optimal in the literature [5]. If one wants
to achieve SBR > 0.32, the spectral spot aspect ratio of 16 is the minimal possible
choice among NAs varying from 0.32 to 0.67, as shown in Fig. 2.5k. However, a
smaller spectral spot aspect ratio is preferable if a large FOV is desired for any
given NA. I empirically require the FOV to be larger than 50 µm, being the
minimum requirement to cover a whole ROI in either observation of Wnt vesicle
transport or nanoparticle uptake experiments, which are the later subjects of my
work. Apparently, only a NA = 0.32 satisfies the outlined constraints.

3.3 Experimental implementation

3.3.1 Wave front engineering

There are two ways of creating a lattice. A straightforward way is selecting points
out of an annular spectrum of a Bessel beam, which is of low efficiency. The other
way is to modulate the complex amplitude of an expanded Gaussian beam, which
can be approximated as a plane wave, with the aid of a spatial light modulator
(SLM), a powerful optoelectronic device with a wide spectrum of applications
varying from photonics to engineering and medicine, where customizing the elec-
tromagnetic field from ultraviolet to near-infrared is involved. By incorporating
the SLM into the excitation path, the lattice can be adapted to suit diverse imag-
ing tasks with distinct parameter settings. Certainly, the excitation light does not
necessarily have to be in the form of a lattice, it could also be a Bessel beam or
a Gaussian beam, which are indispensable for fine alignment.

In my work, I utilize a reflective phase-only SLM that modulates the phase of
the light field by spatially introducing a phase retardation map through altering
the effective refractive indices of a birefringent liquid crystal, the fast axis of which
is oriented along the wavevector of the incident plane wave. Upon applying an
external voltage, the fast axis rotates in response in the plane of the incident light
polarization direction and wavevector. As a result, the effective RI of the liquid
crystal is governed by

neff =
none√

n2
o sin2 ϕ+ n2

e cos2 ϕ
, (3.6)

where no and ne are the refractive indices for ordinary and extraordinary ray, ϕ is
the rotated angle. In addition to the nonlinearity between neff and ϕ, the voltage
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dependency of the angle ϕ is also irregular[104]. A so-called gamma correction
should be carried out for different wavelengths, for which a look-up table (LUT) is
created, mapping the voltage delivered from the SLM driver to the liquid crystal
on silicon (LCOS) to the modulation depth ranging from 0 to 2π. From the
user’s side, an 8-bit image that describes the target phase map evenly distributed
among 2π phase is used as an input to the SLM driver. The panel of the SLM
is pixelized, allowing for independent addressing of each individual pixel by the
driver. A greyscale image with the size of the LCOS device can be displayed on
the SLM. The driver reads it from the graphics card and converts the grey values
to the voltages to be applied to the substrate electrodes of LCOS cells.

3.3.2 Phase mask designing

As spectra for all excitation modalities are either thin annular slits or point arrays,
a great amount of energy will be lost, provided the SLM display is conjugated to
the BFA of the excitation objective lens. Therefore, a different method can be
employed by positioning the SLM in the conjugated plane of the focal plane.
For the Bessel beam, an axicon lens is emulated by displaying a phase mask of
exp(i2πk‖r) on the SLM. The center of the Bessel beam appears at rk⊥

2k‖M
in front

of the SLM, where r is the physical radius of the phase mask on the SLM and
M is the magnification. A small k‖ is selected to allow for legible and large
fringe patterns in a dye sample to facilitate fine alignment. The phase mask for
the Gaussian beam is simply a blank rectangular area with high aspect ratio;
thus, a thin one-dimensional Gaussian waist will be projected to the focal plane.
Although the fill factor of the SLM display is as high as 93%, LCOS cells are
arranged in a grid with gaps, causing infinitely high diffraction orders centering
around the unmodulated zero-order spot. To isolate the first diffraction order, a
blazed grating is superposed to all phase masks (Fig. 3.5a-b).

Figure 3.5: Holograms to be applied to the SLM display. Holograms for
a Gaussian beam (a), a Bessel beam (b) and a lattice beam (c).
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For lattice generation, complex amplitude modulation comes into play, as a
phase-only SLM is solely capable of modulating the phase of a light field while
Eq. 2.27 requires continuous intensity modulation. A complete pipeline to lattice
phase mask designing is shown in Fig. 3.6.

Figure 3.6: Lattice pattern generation pipeline. (a) Complex amplitude
for ideal lattice pattern. (b) Bounded complex amplitude for ideal lattice pattern.
(c) Binary bounded lattice pattern. (d) Experimentally measured spectrum of
binary bounded lattice pattern. The six spots highlighted in circles are selected
by a mask.

The calculation results in section 3.2 on optimal parameter settings of a hexag-
onal lattice are considered and implicitly included in the Gaussian bound 2D lat-
tice expression Ehex(y, z)Ψ(z), which is then subjected to the Heaviside function
with threshold ε = 0.5. At last, a 0/π phase binary mask

φSLM(y, z) = π ·H[Ehex(y, z)Ψ(z)− ε] (3.7)

is applied to the SLM. The modulated light field turns out to be a −1/1 periodic
intensity pattern, of which the base frequency Fourier decomposition is nothing
more than the desired lattice. Direct Fourier transformation of this binary in-
tensity pattern shows six bright dots, representing the wavevectors of constituent
plane waves of the lattice (Eq. 2.27), surrounded by infinitely high order fre-
quency components (Fig. 3.6d). By inserting a mask at the conjugated plane of
the BFA that only retains the hexagonal point spectrum, the designed lattice can
be realized.

3.3.3 Experimental setup

The experimental setup for SPIM consists of two arms, the detection path and the
excitation path (Fig. 3.7). On the junction of the two paths are two orthogonally
arranged objectives lenses (Special Optics, Model 54-10-7, NA 0.67, 3 Stewart Ct,
Denville, NJ 07834, United States and NIKON, 25X-APO-MP, NA 1.1, Minato
City, Tokyo, Japan) with the sample located near the intersection region of their
focal planes.
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Figure 3.7: Schematic of the experimental setup.

Four lasers with wavelengths 473 nm, 532 nm, 561 nm, and 640 nm, (all
of them are diode-pumped solid-state lasers manufactured by Laser Quantum,
3083 Lawrence Expy, Santa Clara, CA 95051, United States) are divided into
two groups (473 nm combined with 532 nm and 561 nm combined with 640 nm
laser, respectively), independently manipulated by two SLMs (Holoeye, LETO,
Volmerstrasse 1, 12489 Berlin). The LUTs loaded on the SLMs were individually
gamma corrected with respect to 532 nm and 640 nm lasers, meaning modulation
depths of 255 grey value for shorter wavelength lasers sharing the same LUTs will
be beyond 2π. The upper limit of grey values, at which the modulation depth
equals 2π for the 473 nm and the 561 nm laser, were experimentally measured as
214 and 204, respectively.

All laser beams are expanded 12.5 times to fully cover the SLM displays. Such
a layout allows for simultaneous two-channel excitation. The modified beams are
separately demagnified by a factor of three using two pairs of 150-50 telescope
lenses before being combined through a long-pass dichroic mirror at 550 nm (D1).
Placing the back focal plane of the f = 150 mm lens on the SLM relays the
wavefront on the SLM display to the front focal plane of the f = 50 mm lens.
All telescopes involved in the following text are arranged in pairwise confocal
geometry, if not otherwise specified. A f = 400 mm lens (L1) after the 150-50
telescope applies Fourier transformation to the modulated beams and projects
their spectra on a mask to select the base plane wavevectors used to create the
lattice. In-between the mask and another telescope with 1.2 fold magnification
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(L2 and L3) that conjugates the beam on the mask to a y-galvo mirror (Cambridge
technology, 8330K, Bedford, Massachusetts, United States) is a 450 nm long-pass
dichroic mirror (D2) used to incorporate collimated 405 nm laser beam (LaserBoxx
HPE series manufactured by OXXIUS Simply Light, 4 Rue Louis de Broglie 22300
Lannion, France). Following the y-galvo, another telescope consisting of a f = 80
mm f-theta lens (L4, S4LFT4375 telecentric F-Theta, Sill Optics GmbH, Johann-
Hoellfritsch-Strasse 13, 90530 Wendelstein, Germany) and f = 100 mm ordinary
lens (L5) is positioned to relay the beam on the y-galvo mirror plane to the z-galvo
mirror plane whose scanning axis is orthogonal to the y-galvo axis. At last, two
telescopes conjugate the beam on the z-galvo mirror to the BFA of the excitation
objective lens. One telescope consists of a f = 80 mm f-theta lens and a f = 80 mm
ordinary lens, while the other is comprised of two f = 200 mm lenses. All lenses
in the system are apochromatic plano-convex lenses, if not otherwise specified.

Five lenses confocal with one another are deployed in the detection path to
give an overall magnification factor of 67. The first lens right after the detection
objective lens is a f = 200 mm tube lens (L6) customized for the objective lens.
It has one focal plane located at the BFA of the detection objective lens and the
other confocal with a f = 150 mm lens (L7), thus the demagnified BFA plane is
conjugated to the back focal plane of L7, where a plane mirror (M1) is deployed
to deflect the fluorescence signal into a telescope (f = 200 mm and f = 100 mm
L8-L9) confocal to L7. On the back focal plane of L9 is a planar mirror (M2) used
to reflect the fluorescence signal into a f = 200 mm lens (L10), one focal plane
of which shares the same focal plane as L9. A 480 nm long-pass dichroic mirror
(D3) is located between L10 and M2. Collimated reference light, normally 473
nm, is introduced from D3 and passed through all optics in the detection path
all the way to the detection objective lens to create a guide star in dye solution
(see section 3.7.3) for fine positioning of the excitation light sheet. And finally,
a dichroic mirror (D4) separates the fluorescence light onto two sCMOS cameras
(Hamamatsu Orca 4.0, Shizuoka, Japan). The selection of D4 and filters depends
on the emission spectra of the probes in different measurement tasks. Redundant
lens pairs in the detection path are intended for future implementation of adaptive
optics, in which M1 will be replaced with a deformable mirror and M2 will be
replaced with a galvanometer mirror [105].

In addition to the light sheet path, an epi-illumination path with a low magni-
fication air objective lens (20X, CFI S Fluor, NIKON, Minato City, Tokyo, Japan)
is also implemented as a supplement, allowing us to browse through the coverslip
and spot cells of interest. Two pairs of laser lines (473 nm & 532 nm and 561
nm & 640 nm) are split right in front of the beam expanders. Apart from those
going into the SPIM excitation path, the other half of the laser light is further
combined and coupled into a single-mode fiber, the output port of which is either
connected to a SPIM detection path for guide star creation or to the epi path to
generate a uniform illumination. A tube lens with 200 mm focal length collects
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photons passing through the dichroic mirror and forms an image on an sCMOS
camera sensor at the BFA of the tube lens. An optional functionality enabling
laser-induced damage experiments on cell membranes is implemented through in-
troducing, by using another set of fiber-laser coupler, collimated 405 nm laser at
the BFA of the epi-objective, which in turn creates a tightly focused 405 nm laser
spot on the sample.

3.3.4 Control strategy

All electronic devices used in SPIM microscopy are controlled by customized soft-
ware developed by Dr. Kobitski and modified by Dr. Flatten using the C lan-
guage. The control commands are sent via appropriate communication protocols
to lasers, SLMs and T1000 control box (Applied Scientific Instrumentation, 29391
W Enid Rd, Eugene, OR 97402, United States), which integrates the driver cards
for all motor driving stages (SPIM objective vertical stage, epi objective stage, XY
translation stage) and piezo stages (detection objective lens stage and Z stage).
The SLM drivers are connected to the graphics card with HDMI connectors so
that the operating system recognizes the SLMs as displays. One only needs to
load the designed 8-bit images onto the corresponding displays to load the holo-
grams on the SLM. Two sCMOS cameras working in external trigger mode for
the SPIM path are connected to a camera link directly plugged into PCIe slots on
the workstation. The positioning of the detection objective, the two galvo mirrors
and the camera triggers are synchronized by a signal generated from two data ac-
quisition (DAQ) devices (National InstrumentsTM, Austin, Texas, United States).
In more detail, the analog signal sequences, the length and amplitude of which
are determined by the number of steps and step size specified in the acquisition
protocol, are generated by DAQ 1 to control the piezo stage and the z-galvo. The
frame trigger and control signal for the y-galvo are generated by DAQ 2 with
higher temporal resolution. Upon the acquisition task getting started, a start
trigger issued from the digital output port on DAQ 2 triggers the frame trigger
signal to stream into both cameras and to the external clock port of DAQ 1 that in
response sets a modulating voltage according to one data point of a pre-buffered
sequence to the z-galvo and the piezo stage. At the same time, a control signal
for the y-galvo is set by another analog output port of DAQ 2. As soon as one
complete sequence of frame triggers is streamed, which takes a time as long as the
exposure time configured in the acquisition protocol, DAQ 2 immediately starts
a new cycle until the designated number of frames is obtained by counting the
acquired frames from the frame counters of the cameras.
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Figure 3.8: Schematic for electronic connection. Figure is adapted from
Dr. Kobitski’s report for SFB 1324 project.

3.3.5 Setup alignment

Static alignment

The limited size of the lens apertures, especially L7 (25.4 mm) and L8 (30 mm),
considerably restrain the available aberration-free FOV of the detection objective
lens, beyond which spatially varying aberration induced by the optics will dom-
inate. Therefore, the center of the detection FOV, from which fluorescent light
propagates paraxially, has to be carefully adjusted. To this end, I developed the
following procedure: I introduce a reference light from D3 in the detection path
and reflect it back to D3 through M2. By carefully positioning M2, D3 and L10,
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the incident and reflected beam between M3 and D3 are co-axial and, at the same
time, the transmission beam from D3 is aligned to L10 and the center of camera.
Then M2 reflects incident light to L9 and the reference light is aligned to all optics
thereafter up to the detection objective lens. The fluorescence from the guide star
in a dye solution created by the focused reference light goes through the detection
path all the way back to the camera. In this way, the guide star marks the FOV
center of the detection objective lens. The cameras are laterally aligned such that
the guide star coincides with the center of cameras.

The first step of alignment for the excitation path is to successively align the
center of the Gaussian beams of 473 nm and 561 nm to the centers of the cameras.
The other two laser lines should automatically be aligned as they share the same
paths after the SLMs. Tip-tilt alignment in z direction is done with the aid of a
propagation-invariant interference pattern of low NA Bessel beams. The rule of
thumb is to deflect and shift the Bessel beam until the high contrast interference
pattern is resolved throughout the propagation length (Fig. 3.9b).

Figure 3.9: Schematic of the static alignment procedures. (a) The detec-
tion path. Blue arrows represent the reference light, green arrows show the path
of the fluorescence light and yellow arrows mark the excitation light. (b) Guide
star and Bessel beam in dye. The guide star should coincide with the center of
the camera. The excitation beam is aligned such that a crisp interference pattern
is observed at both ends of the Bessel beam. Scale bar, 20 µm.

The next step is to check if the light sheets are spatially overlapping at the
sample plane. This is done by successively recording the image of the same fixed
multicolor bead when Gaussian light sheets are scanning across it while the piezo
stage remains fixed. The intensity change of the fixed bead characterizes the
profile of the light sheet in z direction. For fine alignment, the holograms on the
SLM for the 561 nm laser will be shifted by the distance that the peaks of the
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light sheet profiles are separated. In doing so, the 561 nm light sheet will overlap
with the 473 nm light sheet. At last, the camera for the 561 nm channel should
be shifted along the optical axis to compensate for chromatic aberration.

Note that the manual alignment with a dye solution can only achieve up to 500
nm precision in z direction. Therefore, further fine alignment should be done with
the bead immobilized on a coverslip surface. The detection PSF can be examined
by scanning the piezo stage while keeping the light sheet fixed. Should an axially
asymmetric PSF be observed, the collar ring on the detection objective lens is
to be adjusted. This step is intended for eliminating spherical aberration. The
last step is to examine the overall PSF by synchronously scanning the light sheet
as well as the piezo stage across a fixed bead. Symmetric out-of-focus intensity
attenuation with respect to the center of the PSF should be observed, otherwise, a
voltage offset has to be applied to the z galvanometer scanner. With the outlined
procedure, the light sheet can be aligned relative to the detection focal plane with
up to 120 nm precision.

Dynamic alignment

Ahead of each acquisition of one volumetric dataset in the time-lapse measure-
ment loop, the system will take around 3 s to reconfigure all devices, which is
too slow for tasks like SMLM modality and nanoparticle tracking experiments
where hundreds of thousands of volumes are required. To skip this reconfig-
uration process between volumes, a fast scanning mechanism was developed, by
which each acquisition task creates a hyperstack containing multiple volumes while
samples are undergoing persistent exposure with the focal plane and light sheet
synchronously and continuously scanning across samples. The dynamic response
of the galvanometer scanner and piezo stage to alternating signals should thus be
investigated. It is safe to assume the galvanometer scanners featuring a broad
bandwidth can accurately follow a control signal operating at up to 10 Hz with a
small scanning angle. Whereas an apparent discrepancy between the input signal
and position sensor reading for the piezo stage indicates the piezo stage cannot
catch up with the sudden change present in a saw tooth signal irrespective of the
scanning frequency. To circumvent this problem, a triangle signal is adopted for
the fast acquisition mode.

To approximate the lag between the modulating signal and the actual position
of the objective lens, a forced oscillation model is employed,

d2x

dt2
+ 2ζω0

dx

dt
+ ω2

0x =
1

m
F0sin(ωt), (3.8)

where ζ denotes the damping coefficient and ω0 is the natural angular frequency
of the oscillator. The analytical solution is written as
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x(t) =
F0

mZmω
sin(ωt+ φ0), (3.9)

where
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√
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ω2
(ω2

0 − ω2)2, (3.10)

and

φ0 = arctan

(
2ωω0ζ

ω2 − ω2
0

)
. (3.11)

It should be noted that the piezo stage is technically not an oscillator under
sinusoidal force but rather a position-based feedback system. A high-frequency
alternating control signal is superposed to the specified base command such that
the piezo stage can precisely set to the given position without damping, overshoot-
ing, oscillation and etc., which is confirmed from the graph of input and position
sensor signal on the oscilloscope (Fig. 3.10a). Moreover, the solution to Eq. 3.8 is
in terms of a forced oscillator under a sinusoidal driving force while our external
force is in triangle form. Therefore, the resultant fitting to the phase lag φ0, which
gives rise to wrong frame registration in image stacks can partly characterize the
piezo stage as a forced oscillator. To clarify the phenomenon, I denote the forward
and backward scanning image stacks as m0 and m1, respectively. For a 6-frame
image stack recorded in the fast mode without lag, for instance, if one emitter
appears in the 2nd frame of the m0 stack, it should reoccur in the 5th frame of the
m1 stack. In the presence of a lag of 2 frames, an emitter that appears in the 5th

frame of the m0 stack will reoccur in the 6th frame of m1 stack (Fig. 3.10b-c).
A straightforward quantification can be obtained by inspecting fixed beads

in agarose gel acquired under the fast mode, yielding rough lag information to
the precision of half a frame. Preliminary estimation of the lag as a function of
frequency is shown in Fig. 3.10f. We circularly shift the discrete sequence of
controlling signals to approach the lag to the extent of half the frame residual.
To validate this method, I run the localization routine on a beads image recorded
with the most frequently used acquisition protocols, the lag factors of which are
individually assigned according to the initial estimation. The step size is fixed
to 400 nm, guaranteeing up to 200 nm residual misalignment comparable to at
most 250 nm static alignment error. In the worst case, where 200 nm dynamic er-
ror and 250 nm static concur, the overall misalignment in one scanning direction
will almost cancel, while in the other direction, it amounts to 450 nm. Fortu-
nately, such great misalignment is discernible in the sensor output signal when
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the measurement is running and hence can be avoided. The acquisition parame-
ters that jointly define the scanning frequency are exposure time and the number
of slices per stack. Totally 6 acquisition protocols are investigated with the free
combinations of 5, 10, 20 ms exposure time and 25, 50 frames per stack.

Figure 3.10: Determination of the dynamic alignment procedures. (a)
Comparison between input signal and position sensor signal reveals temporal lag.
(b) Image registration into m0 and m1 sequences without lag. The stair signal
denotes the piezo stage position and the serial rising edge triggers camera frames
registered into m0 and m1 sequences. (c) Image registration into m0 and m1 se-
quences with two frames lag. (d) One frame of the piezo input signal is circularly
left-shifted to compensate for lag. (e) The statistics of the measured overall mis-
alignment in m0 and m1 scanning directions with a certain scan protocol. The
global misalignment is extracted from the median of the statistics. (f) The lag
with respect to scanning frequency is fitted to a forced oscillation model, where ω0

is 76π rad and ζ is 1. Triangle markers are rough estimations to the lag manually
evaluated through inspecting raw data of fixed beads, so are the cross markers
calibrated earlier. Circle markers with error bars are the accurate evaluations
using a single emitter fitting algorithm.

The fitting result characterizes the overall offset OStot between PSFexc and
PSFdet, which is the summation of static and dynamic misalignment. The dynamic
misalignment originates from the piezo stage lag and is identified as (OStotm0-
OStotm1)/2. The fitting algorithm will be elaborated in detail in section 3.5. The
realistic lag is actually the summation of pre-estimated lag being the integer times
of the one frame lag and the finer lag obtained from the fitting result (Fig. 3.10f).
The forced oscillation model Eq. 3.8 is shown to be a good approximation, from
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which the lag factor can be calculated for any given acquisition protocol. By
virtue of the robustness of the fitting algorithm, the residual overall misalignment
will not lead to a deteriorated localization precision.

3.3.6 Environmental chamber

Long-term time-lapse measurements with live cells require an environmental cham-
ber to maintain the cells in physiological conditions (37 °C, 5% CO2) as well as the
proper cell culture medium. Because two objective lenses are directly immersed
from above into the cell culture medium, a customized chamber lid encompassing
both objective lenses is needed to maintain the correct temperature. Five heat-
ing units are used to heat the chamber bottom, the chamber frame, the lid and
the two objective lenses in a closed-loop way, allowing for fast acclimatization
after sample swapping. The heating units on the objective lenses and lid prevent
condensation, protect the objective lenses and minimize water loss-induced con-
centration changes in the cell medium. This is critical for both the cells and the
microscope performance, as a RI change alters not only focal positions but also
introduces spherical aberration.

Owing to the cylindrical shape of the objective lenses, simply wrapping them
with polyimide ThermofoilTM heaters (HK6903 and HK6908, MINCO, Minneapo-
lis, Minnesota, United States) renders a uniform temperature distribution. In
contrast, the irregular shape of the lid imposes difficulties in terms of how to
arrange the resistor array to heat it uniformly. To this end, I calculated using
finite element analysis software (COMSOL) the temperature map on the lid given
a resistor array layout as shown in Fig. 3.11(bottom). Several assumptions are
made to simplify the calculation including that the lower surface of the lid is sub-
jected to a constant 37 °C environment, while the upper surface undergoes free
convection exposed to a 20 °C room. The modeled two objective lenses, whose
temperature is assumed to be 37 °C, are in contact with the lid over a 0.5 mm air
gap. On the nodes of four heating circuits, a 0.7 A current is applied to give a
stationary thermal distribution, as shown in Fig. 3.11. The aluminum objective
lens mount acts as a heat sink, leading to a 0.34 °C/cm thermal gradient due to
the direct contact. Therefore, another ThermofoilTM heater (HK6908, MINCO) is
installed on the inner wall of the mount, constantly providing 3 W heating power.
With all components implemented, including two fully filled reservoirs inside the
environmental chamber, 3 h evaporation rate of the imaging medium reduces from
2.6 mL to 0.5 mL, which is inevitable as 0.05 L/minute 5% CO2 introduced from
the bottom plate results in air exchange between 37 °C water-saturated air inside
the chamber and 20 °C dry air outside it through thin gaps between the lid and
other parts. A syringe pump (AL-1000, World Precision Instruments Inc., 175
Sarasota Center Blvd. Sarasota, FL 34240, United States) with a high-resolution
fluid delivery rate is employed to compensate for the water loss at the end.
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Figure 3.11: Stationary temperature map of the environmental cham-
ber lid. The top image shows the temperature distribution on the bottom surface
of the lid. The bottom image shows the resistor array arrangement on the top
surface of the lid. The red hot color bar quantitatively indicates the temperature
contour with 0.5 °C step size while the jet colormap visualizes the temperature
distribution.

Compared to the medium used for live cell measurement in widefield modality,
the RI of the imaging buffer in the SMLM modality is more prone to change from
evaporation due to high electrolyte and glucose concentration (see section 3.7.5)
such that 100 µL of water loss out of 5 mL immersion medium per hour will
cause a substantial change in RI and the subsequent focal point drifting, leading
to more than 800 nm misalignment per hour (Fig. 3.13d). As the evaporation
rate is highly dependent on real-time humidity and ventilation condition in the
laboratory, which can not be controlled because the first one relies on the weather
and the ventilation facility boots up sporadically, the calibration for the syringe
pump rate should be regularly carried out.
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Figure 3.12: Images of the actual environmental chamber. (a) Closed
lid on the top of the objective lenses. (b) Elements within the environmental
chamber keep cells in physiological condition.

As with the method used before to inspect dynamic misalignment, I investi-
gated static misalignment over time. Preliminary observation of the static mis-
alignment with 200 µL per hour water refilling rate upon adding thiol groups
and oxygen scavenging catalyst into the base buffer shows a peak at around 40
min (Fig. 3.13c), indicating the RI change is predominated by the oxidation re-
actions discussed in section 2.3.2 during the first half hour. After the reactions
reach the equilibrium state, the dropping RI implies water refilling prevails over
evaporation. To avoid the dramatic RI change induced misalignment, around 30
min waiting time is advisable. A proper water refilling rate allows temporally
constant static misalignment as shown in Fig. 3.13a. Typical refilling rates for
my imaging buffer (section 3.7.5) with 1.3499 initial RI at 21.5±0.5 °C and with
30±5 % humidity varies from 100 to 200 µL per hour.
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Figure 3.13: Measurement of misalignment between the light sheet and
detection PSF over time with varying refilling rates. (a) Water refilling
properly compensates for evaporation losses. (b) Water refilling overcompensates
for evaporation losses. (c) RI change at different reaction stages in the presence of
evaporation and water refilling. (d) Water refilling undercompensates evaporation
losses. Each curve in one subplot represents a single fluorescence bead located at
different positions. Offsets between curves imply the light sheet is slightly tilted in
y direction. Varying water refilling rates were used for each experiment. Imaging
buffers in (a) (b) and (d) were left reacting for half an hour before measurements
while the measurement was started immediately upon adding the imaging buffer
to the sample in (c).

3.4 Microscope characterization

3.4.1 Stability evaluation

Jittering

Regardless of four vibration isolators (S-2000 StabilizerTM, Newport, Irvine, Cali-
fornia, United States) deployed, pronounced jittering present in fluorescence beads
images with 1 ms frame exposure time as shown in Fig. 3.14a, deteriorated the
widefield PSF quality and localization precision in SMLM modality. Fourier spec-
trum analysis provides the fingerprints of the noise as shown in Fig. 3.14c. We
have identified the source of 36 Hz belonging to the water cooling system for
cameras, lasers, and drivers of SLMs. The tiny contact of tubes to the optical
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breadboard conducted substantial vibration of the cooling pumps lying on the
floor. We overcame this problem by decreasing the pump revolutions per minute
to mitigate vibration and mediating the pump and thermal sink on the optical
table with two pieces of soft and elongated tubing linked via a heavy thermal
dissipater to dampen the jittering conducting along the tubes. Further measures
to isolate other jittering sources presumably originating from the cooling fans of
the PC (100 Hz) and the building (3.6 Hz) that conducted to the breadboard
through stiff and tensioned umbilical cables were relocating periphery equipment
to release cables from tension and dampening the cables by firmly fastening them
to a heavy table or metal blocks. After the optimization, most of the vibrational
modes diminished substantially in amplitude or disappeared (Fig. 3.14b and d).

Figure 3.14: Jittering characterization. Time traces of fluorescent beads
immobilized on the coverslip before (a) and after (b) optimization. The energy
spectra of time traces before (c) and after (d) optimization.

Drifting

Due to mechanical relaxation and the piezo actuator creeping in open-loop mode,
the sample constantly experiences drifting during acquisition. Cross-correlation is
a simple yet effective method to correct for drifting up to voxel-level precision [70,
106], and is implemented to correct data with widefield resolution, for instance,
the time-lapse measurement using SPIM modality. The target here is to register
volumes acquired later to the coordinate of the first volume. The lateral correction
vector is obtained by always cross-correlating two adjacent volumes considering
the live cells are undergoing morphological change over time. However, this strat-
egy is vulnerable to cumulative correction error, especially in the axial direction
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where the sampling rate is typically four times lower than lateral. A trade-off way
is cross-correlating the current and first volumes to get the correction vector.

Albeit the cross-correlation method can also be employed in the SMLM modal-
ity with modifications[75, 107, 108], a proper segmentation size has to be empiri-
cally chosen according to the labeling density and drifting velocity. Moreover, it is
challenging for both memory and computational power to cross-correlate upsam-
pled 3D super-resolution data. Therefore, fluorescent beads as fiducial markers
are introduced for drift correction in the SMLM modality. To speed up the ac-
quisition process, only a small ROI barely covering the cell of interest is selected,
for example, 20 × 20 × 5 µm3. At least two-fifths of the cell would drift out of
the ROI after 80 min should the drifting shown in Fig. 3.15a reoccur.

Figure 3.15: Drifting curves of immobilized fluorescence beads. (a)
Drifting curves without quasi-close-loop correction. (b) Drifting curves with quasi-
close-loop correction. Each curve in one subplot represents a single fluorescent
bead located at different positions within the observation volume. The divergent
curve bundle can be explained by the hysteresis of the objective lens piezo stage
(see section 4.3.2).

The drifting shown here is mainly contributed by the sample piezo stage, whose
movement axis is denoted as zbio (Fig. 3.7) with minor contributions from motor-
driven stages. Although the closed-loop mode of the piezo stage could eliminate
creeping, it also comes with ringing at the same time. We implemented a quasi-
closed-loop control strategy to approximately bring the sample stage back to the
start position at the end of each hyperstack in fast acquisition mode by reading
out the current position from the sensor output and adaptively updating the
positioning command applied to the piezo actuator. This correction halved the
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z drifting that could have exceeded -2 µm as shown in Fig. 3.15b. The detailed
correction procedure using fiducial marker drifting curves will be discussed in
section 4.3.3.

3.4.2 PSF evaluation

SPIM modality

With all the alignment and aberration correction work done, the PSFdet of 100
nm yellow-green fluorescent beads fixed in agarose gel was measured. The Bessel
light sheet was used for this measurement to imitate a widefield epi-illumination.
Because only the detection objective is scanned, bulk illumination is preferable so
as to include more beads in an ROI. As shown in Fig. 3.16a, 60 beads scattered
across two 99×104×40 µm3 volumes are averaged and a value of 1.14 ±0.09 µm
FWHM of PSFdet in axial direction is obtained. The deviation is also within a
reasonable range, indicating a spatially invariant PSFdet over a large FOV.

Several factors account for the FWHM deviation from the theoretically pre-
dicted values in Eq. 2.13 and 2.23. The physical BFA position of the detection
objective lens is located inside the objective barrel, 51 mm away from the focus
plane. Since the light after the BFA is divergent, the following mechanical aper-
ture should have been enlarged. However, the mechanical apertures of around 75
mm away from the BFA are only as large as the nominal BFA size, resulting in a
NAeff of less than 1.1.

Figure 3.16: PSF calibration for SPIM modality. (a) Profiles of the
detection PSF in x, y and z directions. (b) Profiles of the overall PSF in x, y and
z directions.

As for the overall PSF, the hexagonal lattice with a NA of 0.32 is selected
as an excitation lattice to allow a trade-off between a large FOV (34 µm) and a
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small light sheet thickness (FWHM 5 µm) as discussed before in section 3.2. The
hologram for the hexagonal lattice features 3 lobes as shown in Fig. 3.5c. The
averaged overall PSF is then given as the summation of 60 beads out of three
narrow volumes 48×170×40 µm3. A deviation of less than 100 nm in the axial
direction illustrates the propagation-invariant characteristics of the lattice light
sheet in the FOV. The axial FWHM is improved to 0.73 µm in comparison to the
previous value of 1.14 µm of the PSFdet. A reduced average FWHM in x direction
to 0.37 µm (Fig. 3.16b) further demonstrates the spatially variant clipping effect
on the fluorescent signal by the limited mechanical aperture right behind the
detection objective lens. Note that the experimentally measured PSFtot is the
true PSFtot in the formation of the image, which should be the basis for post-
processing operations such as deconvolution.

SMLM modality

Astigmatic aberration has to be artificially introduced in the detection path for
3D SMLM. In lieu of inserting a cylindrical lens between the tube lens and the
camera as reported in the literature [75] that will bring in appreciable focal plane
shifting in z direction, I generate tunable astigmatism by rotating L8 (Fig. 3.7)
mounted on a rotational mount with 5 arcmin resolution in the vernier scale.
For a well-aligned detection path where the fluorescence light ray intersects the
rotational axis of L8, no other adverse effect shall be observed when rotating L8
apart from the slight shifting of the FOV in the lateral direction, thus allowing
for freely switching between SMLM and widefield modalities.

I calibrated the PSF with astigmatism by imaging 100 nm red fluorescent
polystyrene particles fixed on the surface of the coverslip. In virtue of the broad
emission spectrum of these nanoparticles (see section 4.2.2), a sufficiently high
number of photons on both cameras was observed using a 650 nm longpass dichroic
mirror and 532 nm laser excitation. Therefore, the bleed-through signal of the
red nanoparticle is a good approximation to the dark red fluorescence, which will
be used in SMLM measurements. Bright and monodisperse nanoparticles were
manually selected and positioned at 9 different areas within the ROI where the
lattice light sheet exhibits diffraction-free properties. At each position, a single
nanoparticle was imaged 6 times on each camera with 30 ms frame exposure
time, 10 nm step size of the objective lens piezo stage, 500 steps, and a fixed
light sheet. In total 54 detection PSFs were separately corrected with respect to
photobleaching followed by background subtraction, upsampling and registering
using the cross-correlation method (section 3.4.1). The averaged detection PSF
was then downsampled to the final calibrated PSF. Notably, a low SNR of the
calibrated PSF undermines the fitting performance because the noisy pixels will
break the monotonicity of the PSF model to be introduced in section 3.5.3 and
lead to a local minimum in the fit. Therefore, for the 16-bit images, the brightest
pixel of the calibrated PSF should preferably be above 2,000 analog to digital
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units (ADU).
The calibration protocol for the excitation PSFs was the same as for the detec-

tion PSFs except for the illumination configuration. Square lattices with 0.2 NAeff

for both 532 nm and 640 nm excitations were used for their spatially invariant
thickness. Dark red polystyrene particles with 40 nm diameter were used for 640
nm excitation PSF. Instead of scanning the piezo stage, the z-galvo mirror was
scanned while the piezo stage was fixed. Thus the brightness of the PSFs in dif-
ferent frames was modulated by the z profile of the scanning lattice. To account
for apparent drifting, 54 single-peak PSFexc profiles were aligned and averaged to
get the final calibration of a one-dimensional PSFexc.

To justify the merit of the lattice light sheet, the z profile of 640 nm Gaussian
light sheet with its waist similar to the main lobe of the lattice was measured at
different positions along the propagation direction. As shown in Fig. 3.17a the
Gaussian light sheet exhibits gradually expanding thickness away from the waist,
while the lattice light sheet maintains its thickness over a 30 µm ROI, in which
the excitation PSF is regarded invariant.

Figure 3.17: Excitation PSF calibration for SMLM modality. (a) PSF
z profiles for 640 nm Gaussian light sheet. (b) PSF z profiles for 640 nm lattice
light sheet. Light sheet thickness was measured every 15 µm along the propagation
direction.

Astigmatism manifests itself in the orientation of the elongated PSF at op-
posite defocusing directions as shown in Fig. 3.18a and c. The asymmetry of
astigmatism can be measured by the slope of the FWHM ratio in the x and y di-
rections, σx/σy, which increases with the rotational angle at the cost of spreading
PSF as the FWHMs at the in-focal plane become larger compared to aberration-
free PSFs (Fig. 3.16). Indeed enhancement in PSF asymmetry implies higher
z localization precision, one should heed the downside that the spreading PSF
inevitably compromises the SNR per pixel that in turn affects localization preci-
sion. Notably, the short wavelength is more liable to rotation-driven astigmatism
such that the PSF for the yellow channel totally loses the tight focus at z = 0
in attempting to enhance astigmatism for the dark red channel. In the spirit of
maximizing z localization precision in the dark red channel and avoiding the risk
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of difficulty in segmenting PSFs devoid of focal points in the yellow channel, a
critical rotational angle is chosen such that the focal point for the yellow channel
is on the verge of disappearing. Eventually, the rotational angle in the following
experiments is optimized to 4 degrees.

Figure 3.18: Detection PSF calibration for SMLM modality. Astigmatic
PSF images for the yellow channel (a) and dark red channel (c). Astigmatism was
created with 4 degrees rotation for (a) and (c). FWHM profiles in x (solid line)
and y (dashed line) directions and their ratio with different rotational angles for
the yellow channel (b) and dark red channel (d). Scale bar 1 µm.

3.5 SMLM algorithms

3.5.1 sCMOS camera pixel reading model

sCMOS cameras have been widely employed in the field of SMLM, as their parallel
readout architecture allows for high frame rates and, therefore, makes video-rate
throughput of super-resolution images on living samples possible. Actually, the
high frame rate is traded for a low exposure time that inevitably limits the detected
number of photons per emitter given a constant excitation intensity, leading to a
poor SNR and low localization precision in turn, as discussed in section 2.2.4.

Another effect that weakens the localization performance is the pixel depen-
dent readout noise ranging from several ADU square to more than one thousand
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ADU square. The random occurrences of hot pixels will severely influence the
localization precision if not properly treated in the fitting algorithm. Although
improving the detection efficiency, utilizing fluorophores with higher quantum ef-
ficiency and increasing the excitation intensity can enhance the SNR, all of those
endeavors have a smaller effect compared to the order of magnitudes modulation
of the signal level obtained when pushing the exposure time from tens of millisec-
onds to hundreds of microseconds or even shorter. In practice, incorporation of
the camera model into the fitting algorithm is more advisable and cost-effective
to minimize readout noise. To this end, intimate knowledge of the camera noise
model is required.

The ADU generation can be decomposed into multiple stages, along with which
diverse sources of noise kick in and contribute to the ADU reading. During the
course of the exposure, a train of photons originating from the ambient envi-
ronment, background excitation as well as emitters in the focal plane hit the
photodiode on the sensor that turns photon counts into an accumulated charge
on a capacitor. Shot noise is the collective photon count fluctuation around the
expected number of photons due to their quantum nature. But even in the ab-
sence of photons, the capacitor is still not void of charge. This is the consequence
of operating at ambient temperature, so that thermal fluctuations in the semicon-
ductor give rise to free electrons, denoted as dark current, exponentially increasing
with temperature. Thanks to Peltier elements attached to the camera chip, the
working temperature is maintained at -20 °C, hence, the thermal or conductive
noise is almost negligible. In the conversion stage, the amount of charge on the
capacitor is measured by a pixel-based amplifier circuit with a reduced intrinsic
gain factor of less than 10 ADU/e− due to a highly restricted transistor channel
length on the chip having as many amplifiers as the number of pixels integrated.
The most prominent noise contribution is the readout noise occurring in the am-
plification stage. Every attempt to measure a physical quantity comes with an
error, measuring amplified voltage is not an exception. The amplitude of the fluc-
tuation can be characterized by a normal distribution with a variance depending
on the manufacturing process of the amplifier circuit. Following the amplification
is the analog-to-digital conversion performed in parallel by two columns of A/D
units on the top and bottom of the chip. In order to avoid negative ADUs, espe-
cially when the variance of the readout noise is greater than the photon counts, a
constant offset is applied to the ADU.

As the readout noise is independent of photon counts, the probability density
function (PDF) of the output ADU represented by D for an arbitrary pixel can
be expressed as[69]

P (D|q) =
1√

2πvar
e
−(D−q·gain−os)2

2var , (3.12)

where var, os and gain represent the variance of the readout noise, offset and
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gain, respectively. q is the number of photons impinging on the concerned pixel.
The photon statistics for a single emitter is characterized by the second-order
autocorrelation function at zero delay time, g(2)(0) = 1 − 1/〈n〉 with photon
number operator n = a†a. Provided a sufficiently large number of photons within
a given exposure time can always be detected by increasing the re-excitation rate,
the autocorrelation function asymptotically approaches one, leading to a Poisson
process for photon detection [109].

As shown in Fig. 2.12a, photons from a single molecule will be distributed
over a pixel grid. The photon statistics on the ith pixel complies with a binomial
distribution B(Q, γ), where Q is the total number of photons emitted by the single
molecule and

γ =

∫
Si
htot dxdy∫
htot dxdy

, (3.13)

where Si denotes the area covered by the ith pixel and htot is defined by Eq.2.22
in section 2.2.3. If Q is sufficiently large while γ is close to zero so that γ · Q
is larger than 1 but much smaller than infinity, the binomial distribution can
be approximated as a Poisson distribution with parameter γ · Q. The overall
probability of observing q photons on the ith pixel is the summation of the product
of two Poisson distributions,

P (q) =
∞∑
Q=0

P (q|Q) · P (Q) =
∞∑
Q=0

e−γQ(γQ)q

q!
· e
−NNQ

Q!
, (3.14)

where N is the expected number of photons emitted by a single molecule, i.e.
N = 〈Q〉. It can readily be proven that, when γ approaches zero, the photon
statistics on the ith pixel can be approximated as a Poisson distribution,

P (q) =
e−µµq

q!
, (3.15)

where µ = γ · N , implying the expected number of photons detected by the ith

pixel, which depends on the location of the pixel in the PSF.
The overall PDF for the ADU reading can be written as the summation of

the conditional probability of the Gaussian noise (Eq. 3.12) and Poissonian signal
(Eq. 3.15) over the detected photon number q [69],

P (D) =
∞∑
q=0

P (D|q)P (q) =
∞∑
q=0

1

q!
e−µµq

1√
2πvar

e
−(D−q·gain−os)2

2var . (3.16)
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By rearranging the exponential term as

exp

{
−[(D − os)/gain + var/gain2 − var/gain2 − q]2

2var/gain2

}
(3.17)

and substituting (D− os)/gain + var/gain2 for D, Eq. 3.16 is rewritten in exactly
the form of a convolution between a normal distribution N (·, ·) and a Poisson
distribution P(·)

P ((D − os)/gain + var/gain2) ∼ P(µ) ∗ N (var/gain2, var/gain2). (3.18)

For flawed pixels with var/gain2 > 10, P(var/gain2) is a good approximation
to N (var/gain2, var/gain2). According to the property of the convolution of two
Poisson distributions, Eq. 3.18 is approximately written as

P ((D − os)/gain + var/gain2) ∼ P(µ+ var/gain2). (3.19)

In this way, the camera-related parameters are incorporated into an analytical
expression of the Poissonian PDF to be used in the fitting algorithm later. For
normal pixels with small variance such that the convolution is negligible, Eq. 3.18
and 3.19 consistently reduce to a single parameter Poisson distribution.

Our next task is to calibrate the offset, variance and gain values for all pixels.
To account for the fact that Eq. 3.16 reduces to a normal distribution dependent
on offset and readout noise if no photon is detected, 60,000 full-frame dark images
are acquired and the offset map can be calculated pixel by pixel via the equation

osi =
1

K

K∑
k=1

Dk
i , (3.20)

where Dk
i is the ADU reading of the ith pixel on the kth frame, and K is the total

number of frames. Then, the readout noise can be calculated as

vari =
1

K

K∑
k=1

(Dk
i )

2 − os2
i . (3.21)

Determining the gain is not as straightforward as that of offset and variance
because a temporally uniform illumination is required to guarantee a fixed average
number of photons in an equivalent period of time during the course of acquisi-
tion, which is demanding in view of the incessant power fluctuation of the light
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source, for instance, a solid state laser under the control of an electronic driver.
Fortunately, our 405 nm laser exhibits an operating regime where fluctuations are
minimal. I carefully adjusted the power output and attenuated the beam with a
neutral density filter to create a gradient of illumination intensity. The expanded
and collimated laser is projected onto a piece of thick white paper right in front of
the camera sensor to create a uniformly scattered light pattern. Four sequences of
full frame bright images (20,000 frames each) were captured with evenly spaced
intensities to ensure that 20-200 photons were detected per pixel.

The estimation of the gain is as follows. Calculating the expectation value and
the variance of the variable (Di − osi)/gaini + vari/gain2

i and canceling µi yields
the equation

V ar[Di]− vari − gaini(D̄i − osi) = 0, (3.22)

where V ar[Di] and D̄i denote, respectively, the variance and mean of the ith ADU
reading over 20,000 frames. Being independent of photon count, the unbiased
estimator of the gain should guarantee Eq. 3.19 to hold for arbitrary photon
numbers,

ˆgaini = arg min
4∑
j=i

(V ar[Dj
i ]− vari − gaini(D̄

j
i − osi))

2. (3.23)

The ˆgaini can be explicitly expressed by taking the partial derivative of the sum-
mation with respect to gaini and equaling it to zero,

ˆgaini = (BiB
T
i )−1BiA

T
i , (3.24)

where

Ai =
{
V ar[D1

i ]− vari, ..., V ar[D
4
i ]− vari

}
,

Bi =
{
D̄1
i − osi, ..., D̄4

i − osi
}
. (3.25)

The statistics of the full calibrated maps of offset, variance and gain are shown
in Fig. 3.18. Since a realistic amplifier model is not supposed to decrease the
photon count, I set the calculated gains < 1 to 1. The median of gain and offset
agree well with the specifications provided by the manufacturer, validating this
calibration method.
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Figure 3.19: Calibration results of the 2048×2048 pixels of the sCMOS
camera. (a) Statistics of the offset. (b) Statistics of the variance. (c) Statistics
of the gain.

3.5.2 Global segmentation algorithm

It comes about naturally to take advantage of the merits of SPIM and SMLM to
obtain thick and super-resolved volumetric data. However, so far all the appli-
cations of SMLM in SPIM geometry still fit a 2D emitter image to the 3D PSF
regardless of the intrinsic 3D emitter pattern appearing in several consecutive
slices [23]. In doing so, one emitter will be repeatedly localized multiple times
with compromised axial localization precision for every single 2D localization. In
practice, this should be avoided since it has been proven that globally fitting an
emitter pattern at different focal planes for one coordinate can achieve quasi-
isotropic localization precision [74]. The first practical difficulty of global fitting
is the lack of segmentation algorithms for SPIM-generated data. Even though one
can apply a cluster classification algorithm to 2D segmented data to collapse mul-
tiple segments belonging to the same emitter, this strategy is of low efficiency and
computationally expensive. On top of that, the cluster classification algorithm
itself is prone to error. For densely populated raw data, simply combining two
algorithms would be far from optimal. Another difficulty impeding global fitting
is how to incorporate the light sheet-related parameters into the fitting algorithm.

In the following part of the algorithm section, I first put forward a one-stop
segmentation method for SPIM-produced 3D image stacks, especially suitable for
low SNR data. In the next subsection, I present a global fitting algorithm taking
into account the sCMOS model and the light sheet configuration for volumetric
data. At last, simulated results are presented to validate the method.

Signal enhancement

There are two typical errors in the process of segmentation. False positive refers
to a segment thought to contain a single emitter (represented by black crosses in
Fig. 3.20), while there is none. False negative refers to a single emitter that the
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segmentation algorithm fails to identify (red pentagrams in Fig. 3.20). Contrary
to those errors are true positives marked by green crosses in Fig. 3.20 and true
negatives. Sensitivity, also known as positive rate defined as the ratio between
the true positive instances and all positive instances in the pool,

sensitivity =
true positives

true positives+false negatives
, (3.26)

measures the ability of the segmentation algorithm to retrieve positive instances.
Specificity, as another standard metric describing the rejection rate of negative
instances for a classifier, is defined as the ratio between the true negative instances
and all negative instances in the pool,

specificity =
true negatives

true negatives+false positives
. (3.27)

Figure 3.20: Illustration of the metrics of the segmentation and local-
ization algorithm. Pentagrams mark the emitters to be segmented, of which
orange ones labeled with green crosses are true positives while red ones are false
negatives. Black crosses represent false positives. The localization performance
can be characterized by the cloud of localizations to a particular emitter. The
upper panel on the right indicates high localization accuracy as the centroid of the
cloud coincides with the emitter, but poor precision as the cloud is broad. The
cloud featuring the smaller standard deviation in the middle panel exhibits high
localization precision but low accuracy due to a displaced centroid. The point
cloud in the lower panel shows both high localization precision and accuracy.

Considering the instances to be classified in the segmentation scenario are not
countable, especially negative instances, a proper assumption has to be made for



3.5. SMLM ALGORITHMS 67

practical calculation. It is reasonable to suppose the total number of instances
is equivalent to the ratio of the dataset volume to segment size, given that the
former is much larger than the latter. Thus, the number of negative instances
equals the difference between the total and positive instances.

A good segmentation classifier should simultaneously maximize sensitivity and
specificity or, in other words, minimize false positive and false negative errors. In
reality, a compromise has to be made due to the fact that segmentation algorithms
tend to, in the presence of noise, lose specificity if conditioned toward high sensi-
tivity. As a result, pre-processing is indispensable in a segmentation workflow to
smooth out noise.

A Gaussian filter is a suitable tool for this task. However, it will bring about
pseudo-emitters around pixels with high readout noise, if an sCMOS camera is
used. To avoid false positives arising from this effect, a 2D 3 × 3 median filter
preceding the Gaussian filter is applied to the raw data. Following the median
filter, a user-defined 3D Gaussian filter is applied, which adaptively takes into
account the voxel size and the resolution. The resulting image stack consists of
a smoothly varying background and expanded single emitters. Inspired by the
super-resolution radial fluctuation method [110], a 2D or 3D Laplacian filter, de-
pending on signal level, is applied to the Gaussian-filtered images for two purposes.
Firstly, it is reasonable to assume that a slowly varying background can be ap-
proximated by a low-order Taylor expansion, which can almost be eliminated by
the Laplacian operation. Secondly, single emitters will be sharpened by a Lapla-
cian filter in such a way that the height of the peak remains invariant while the
FWHM shrinks. This operation is beneficial for raw data with dense emitters.
After the outlined three-step sequential filtering, the noise and background are
substantially suppressed while the signal contrast is enhanced, as illustrated in
Fig. 3.21.

Thresholding segmentation workflow

Defining a cube centered at a local maximum is the simplest way to determine a
segment candidate that will later be assessed and classified as positive or negative.
Among the investigated metrics to assess if a segment qualifies as a candidate
containing an emitter, the statistics of the ADU values within the segment has
been proven to be robust yet sensitive for low SNR data, especially if the PSF
sampling rate is low. In the preliminary simulation, for instance, the measure of
Gaussian-fitted 3D FWHM was tested as a metric in emitter qualification. With
a critical sampling rate that a PSF is covered by 10× 10 pixels, Gaussian fitting
exhibits a big fitting uncertainty, leading to low specificity and sensitivity.

The desired metric is defined as the number of voxels within the segment whose
ADUs are larger than half of the maximum ADU determining the center of the
respective segment. Assumptions about the quality of the raw data have to be
made in order to validate the metric. Firstly, the concerned data are supposed
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to exclusively contain single molecules rather than structures in any other form,
because, for instance, a periodic structure with high spatial frequency cannot be
ruled out by the Laplacian filter and hence will bring in false positive segments.
Secondly, the step-wise filtering operation substantially suppresses noise and back-
ground and relies on the assumption that the voxels around local peaks contain
no signal.

Figure 3.21: Schematic of the segmentation workflow. The raw data are
preprocessed using a Gaussian filter followed by a Laplacian filter. The thresh-
olding space possibly containing emitters is determined as the cross-section of a
thresholding hyperplane and the volumetric data. Selecting the hyperplane cen-
tered on the current global maximum voxel within the thresholding space, with its
height being half of the global maximum defines a continuous segment in search
space, whose volume is compared against the benchmark. Whether or not this
segment is accepted, all voxels within it are deleted from thresholding space and
the process is repeated until the thresholding space is depleted.

A benchmark value of the metric, against which the measure of the real data
is compared, is created by simulated data under exactly the same conditions
the measured data are acquired. This includes the NA, the magnification, the
camera pixel size and the axial step size. The simulated data are then given by
a set of segments, each of which has one Gaussian-shaped emitter with its axial
position being in-between ±0.5 steps. Such a dataset can account for all possible
occurrence positions of a segmented emitter around the center of the segment.
A step-wise filtering operation is applied to the simulated segments, followed by
calculating the lower bound for the benchmark, which is the minimal metric of all
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processed data sets. Finally, a realistic segment with its metric measuring greater
than the benchmark is assumed to contain an emitter and vice versa.

As with all other segmentation methods, the thresholding procedure is in-
evitable to determine candidate segments. To this end, I have implemented a
hierarchical search scheme to define candidate segments. An 11×11×5 subvol-
ume is defined with 100×100×400 nm3 voxel size and 1.1 NA detection objective
lens such that it allows for only one emitter being completely encompassed in the
small hyper-plateaus shown in the hierarchical search space in Fig. 3.21. Then,
the post-processed image stack is subjected to thresholding, the voxels with ADU
above which are picked out and stored in an array termed thresholding space (Fig.
3.21) together with their corresponding coordinates. The candidate segment cen-
tered on the current global maximum ADU is clipped out of the post-processed
data and tested. Whether or not this candidate segment is accepted to contain an
emitter, the voxels satisfying the requirement to be above the threshold and inside
the current candidate segment are deleted from the array. The global maximum
is iteratively selected from the reduced array, and the candidate segment centered
around the current global maximum voxel is tested until the size of the array
reduces to zero. It can be foreseen that a small threshold dramatically increases
false positives as the consequence of smoothed yet significant emitter-like peaks
originating from the filtering of readout noise. A trade-off solution is to select a
threshold smaller than the optimal one to gain sensitivity at the cost of specificity.
The returned CRLB and likelihood values of false positive segments in the fitting
stage will be significantly larger compared to those of true positive segments and
thus can be readily sorted out.

Generation of simulated data

In order to justify the validation of my segmentation method, I first tested it on
simulated single emitter data by randomly distributing points convolved with the
PSF with aberration in an image stack. The three-dimensional detection PSF is
calculated using the method given in section 3.1. In light of innate systematic
aberration in the detection path, spherical aberration Z11 and coma aberration Z8

are included in the simulation in addition to astigmatic aberrations Z5,6. As for
the excitation PSF, I employed a hexagonal lattice with NAeff = 0.4. The overall
PSF is the product of two PSFs with 300 nm misalignment, which is similar to
the real experimental condition because misalignment around 250 nm happens
from time to time during the measurement as a consequence of mechanical drifts
of optical mounts.

The simulated overall PSF is sampled in a 5×5×5 nm3 voxel size volume, whose
brightest frame is then 20×20 binned starting from the emitter center, followed
by normalization. In doing so, the latent pixelation error in numerical calculation
is minimized. To approximate a real experimental scenario, I empirically take 30
ADU above the background, which is the brightest pixel of an emitter, as the
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lower bound to make this emitter prominent within the noise. Dividing this value
by the gain factor yields the number of photons detected by the brightest pixel.
The total number of photons is obtained by integrating over all pixels in the center
slice of the PSF with respect to photon count. A constant conversion factor of 6.2
relates 30 ADU of the brightest pixel to 185 photons in total. I use this number
of photons as a benchmark for the following part of the simulation. I designate an
average number of photons to emitters in each set of the simulated data, which is
a fraction or integer times the benchmark photon number.

In order to make the simulated data more generic, such that they cannot only
be used for testing segmentation performance but also for the localization algo-
rithm, I randomly scattered 200 overall PSFs with 621×621×241 voxels in a blank
volume with 5120×5120×100 voxels. The voxel size of the PSF is 5×5×5 nm3

while the blank volume is 5×5×400 nm3, meaning the PSF volume in axial direc-
tion will be down-sampled every 80 frames. Thus, the ground truth coordinates
of all 200 emitters are known with a precision of 5 nm. Lateral binning yields
the realistic volumetric data with 256×256×100 voxels and 100×100×400 nm3

voxel size. A constant background is also added to the resultant binned data. As
per Eq. 3.15, the photon statistics for each pixel is a Poisson-distributed variable
with its expectation value being exactly the pixel values of the binned PSF. I
substitute, for each pixel, the number drawing from a Poisson distribution, whose
expectation value is the current pixel value for the current pixel value. Thus, the
photon detection process is done. At last, the sCMOS camera model is employed
to convert the number of photons to ADU reading by multiplying the cumulative
photon map with the gain map and individually adding pixel-dependent Gaus-
sian read-out noise to each pixel according to Eq. 3.12. The gain, variance and
offset maps are obtained from preceding calibration results and will be used in
the localization stage.

Evaluation of the segmentation performance

In this section, I describe simulations of 12 sets of data with the number of pho-
tons per emitter ranging from 100 to 11,800. Except for the number of photons,
all other parameters are identical. Each set of data consists of 10 randomly gen-
erated image stacks containing 200 sparse emitters. It is worth mentioning that
a fluctuation of the emitter brightness in the same data set is the consequence of
the random photon number and the random position of the emitter with respect
to the light sheet position. If an emitter happens to be located at the light sheet
plane, it will appear brightest. Contrarily, it will be dark if the emitter is located
between two adjacent light sheet planes. Actually, the real number of photons
per emitter complies with the convolution of Poisson distribution and Gaussian
distribution, provided the light sheet profile can be approximated as a Gaussian.
All random processes introduced in the simulation make it resemble experimental
data. The built-in Matlab® functions are used as random number generators.
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As proposed in the signal enhancement section, I predefined sensitivity and
specificity to evaluate the segmentation performance. Specificity and sensitivity
are surveyed against threshold, using the data set with benchmark number of
photons. As can be seen in Fig. 3.22, specificity rises in the beginning and
asymptotically converges to 1 when the threshold is larger than 15. By contrast,
the sensitivity is always above 0.97 and slowly decreases with increasing threshold.
Here, I heuristically selected a threshold of 15 as the optimal trade-off between
specificity and sensitivity.

Figure 3.22: Specificity and sensitivity vs. threshold.

For the investigation into the influence of the number of photons on specificity
and sensitivity, especially the threshold is meticulously selected for each data
set to guarantee high sensitivity and specificity in the same time. As shown in
Fig. 3.23, if the number of photons is above the benchmark, the segmentation
method exhibits high performance. Even though the number of photons drops
down to 97, both specificity and sensitivity nevertheless maintain high levels.
However, one should avoid using emitters in this domain since, due to a lack of
photons, the localization precision will be low. With the interference of noise,
the localization method might then give large uncertainties. The reason why the
sensitivity fluctuates around 0.97 and does not converge to 1 even with a high
number of photons is rooted in the stochastic emitter placement, which cannot
prevent overlapping emitters. The bumpy sensitivity curve with large error bars
can also be explained by this effect and the lack of statistics. The hierarchical
search scheme cannot tell apart overlapping emitters, which will in turn cause
difficulty in the fitting stage and hence have to be avoided in real experiments by
controlling the temporal population of single emitters residing in the on-state.
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Figure 3.23: Specificity and sensitivity vs. photon number.

3.5.3 Global single molecule fitting algorithm

Formulation of the likelihood function

As can be seen from Eq. 3.16, the ADU reading is made up of Poissonian signal
and Gaussian readout noise, the parameters of the latter are a priori knowledge
from the camera calibration. The expectation value of photons for the ith pixel µi
can be expressed as

µi = I ·
∫ xi+a/2,yi+a/2

xi−a/2,yi−a/2
htot(x− xc, y − yc, z − zc) dxdy + bg, (3.28)

where I denotes the brightness of the emitter; ri and rc are the coordinates of the
ith pixel and the center of the emitter. Owing to the pixelation of the PSF in the
imaging process, the integral of the PSF over the area of individual pixels has to
be performed. It will be proven later that the integral of the PSF with 400 nm
FWHM over 97 nm pixels can be replaced by the value at the center of the pixel
and vice versa. Therefore, Eq. 3.28 simplifies to

µi = I · htot(xi − xc, yi − yc, zi − zc) + bg. (3.29)

The fitting goal is now to find the proper center coordinate rc, the brightness
I and the background photon number bg so that the recorded single emitter data
best resemble the model data. Those parameters are represented by the vector
v = {v1, v2, v3, v4, v5} with the following derivation. The maximum likelihood
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estimation (MLE) method provides an unbiased estimator for the parameters in
the Poisson distribution and hence is adopted in my work. A succinct substitution
for Eq. 3.19 is

P (d|p) =
1

d!
e−ppd, (3.30)

where d represents the observation of the random variable (D-os)/gain+var/gain2

and p the unknown parameter µ+var/gain2 to be fitted. The principle of MLE
assumes that the most likely estimation, i.e., p̂ of the target parameters maximizes
the probability for the current observation,

p̂ = arg max
∏
i

P (di|pi), (3.31)

where the joint probability distribution takes into account all observations within
the segmented volumetric data and is also known as the likelihood function
L(d|p) =

∏
i P (di|pi). Conventionally, the normalized logarithmic likelihood func-

tion will be minimized instead of maximizing L(d|p)[111],

χ2
mle = −2ln(L(d|p)/L(d|d)) = 2

∑
i

(pi − di)− 2
∑
i,di 6=0

(diln(pi/di)). (3.32)

The second equality is obtained by substituting L(d|p) =
∏

i P (di|pi) and L(d|d) =∏
i P (di|di) into the left hand side and considering Eq. 3.30.

Fitting algorithm

Analytically searching in parameter space for a set of parameters v that minimize
χ2

mle is almost impossible. Therefore, iterative minimization schemes have to be
employed for practical optimization problems. The Levenberg-Marquardt (L-M)
algorithm will be adopted in this work for its efficiency and robustness [73, 111].
The principle assumes that, in the neighborhood of the minimal value of χ2

mle, χ
2
mle

is monotonic with respect to v and can be expanded into a Taylor series around
the current parameter set vcur,

χ2
mle(vcur + ∆v) ≈ χ2

mle,cur +∇vcurχ
2
mle ·∆v +

1

2
∆vT · ∇vcur∇vcurχ

2
mle ·∆v

(3.33)

Thus, χ2
mle is converted to a quadratic function with respect to ∆v. One can

readily minimize χ2
mle by differentiating Eq. 3.33 in terms of ∆v and setting it
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to zero. Iteratively updating vcur with the newly obtained ∆v results in χ2
mle

to converge. However, the occurrence of the second derivative in ∇vcur∇vcurχ
2
mle

causes computational effort and instability. The L-M algorithm therefore ignores
the second derivative term and modifies the updating scheme, stabilizing the
convergency of χ2

mle to its minimal value. Eventually, ∆v is calculated by omitting
the second derivative term,

αjk∆vk = βj, (3.34)

where

αjk =
∑
i

∂pi
∂vj

∂pi
∂vk

di
p2
i

, βj = −
∑
i

(1− di
pi

)
∂pi
∂vj

. (3.35)

Only if the updated χ2
mle fails to decrease, the diagonal elements of the matrix α

will be increased by a factor of (1+λ)[112],

α′jk = αjk(1 + λδjk). (3.36)

If χ2
mle still does not decrease with updated v, v will be recalculated using suc-

cessively amplified λ by a factor of ten until χ2
mle decreases, upon which the

calculation of α should again follow Eq. 3.35 in the next iteration.

Modeling the experimentally measured PSF by a cubic spline

In this section, I work out the explicit expression of p and its partial derivatives
in Eq. 3.35. Essentially, the formulation of p is nothing more than a model of
htot as

pi = I · htot(xi − xc, yi − yc, zi − zc) + bg + vari/gain2
i . (3.37)

In the context of 3D SMLM, an analytically modified Gaussian PSF model is
typically employed in the estimator to resolve the depth information[71, 75]. To
account for an imperfect alignment in the detection path and sample-induced
RI mismatch, a realistic PSF comes not only with astigmatism, but also with
spherical aberration or even coma. Fitting a severely distorted PSF to a simple
astigmatic PSF model will in turn compromise the localization precision and ac-
curacy. In this regard, the fidelity of the PSF model is crucial. To this end, I
choose to model the experimentally measured PSF with the cubic spline method
[113], which allows for arbitrary combinations of low-order aberrations.
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The idea of the cubic spline method is to represent an experimentally measured
PSF by a piecewise function, each piece of which describes a continuous intensity
distribution within a voxel with up to third-order polynomials,

fdet
j,k,l(x̃, ỹ, z̃) =

3,3,3∑
m=0,n=0,o=0

cj,k,l,m,n,ox̃
mỹnz̃o,

f exc
j (z̃) =

3∑
o=0

bj,oz̃
o(0 ≤ x̃, ỹ, z̃ < 1), (3.38)

where j, k, l indicate the three dimensional indices of the calibrated voxel and
x̃, ỹ, z̃ denote the local coordinates within a voxel. Since we cannot assure an
unchanged htot over long times due to subtle misalignment after the fine alignment
and potential misalignment during the measurement, we calibrate the detection
and excitation PSF separately. The underlying reason to do so will be discussed
later. Two data points with 1/3 spacing are inserted in each direction within
a 97×97×10 nm3 voxel of the calibrated detection PSF by spline interpolation
and also in the excitation PSF. The same number of spline coefficients are in
turn calculated from the supporting data points for each voxel. More specifically,
64 coefficients are calculated for each detection PSF voxel and 4 coefficients are
calculated in each space for the one-dimensional excitation PSF. The main nodes
of the grid, i.e., the raw data points, are labelled with the coefficients m,n, o = 0.

In order to justify the validity of the spline interpolation, I tested it on the
simulated PSF data used in the segmentation section. The high-resolution PSF
data with 5×5 ×5 nm3 voxel size are now regarded as the continuous ground truth.
The discrete ground-truth PSF is created by sampling the continuous ground truth
every l nm. Of the discrete PSF, one pixel out of every three pixels is selected
to generate a control group. The simulation to experimentally measured data is
obtained by binning the continuous ground truth with 3l× 3l nm2 bin size, which
is actually the camera pixel size. Both discrete images are then up-sampled using
the cubic spline interpolation method and subtracted from the discrete ground
truth to get the mean error of counts. The retrieval precision is investigated
by varying the camera pixel size from 50 nm to 200 nm. Although the binning
method features a little bit higher mean error compared to the sampling method,
the cubic spline exhibits a superior retrieval precision for pixel size < 150 nm as
shown in Fig. 3.24c, validating the exchange of Eq. 3.28 by Eq. 3.29. When
the pixel size is above 150 nm, mean error and variance lose stability for both
methods, implying any attempt to bin our 97×97 nm2 pixel will compromise the
fidelity of the PSF model.

Having verified the retrieval precision of spline interpolation, one can establish
the piecewise representation of the Poissonian parameter pi for the ith voxel in the
raw data by substituting Eq. 3.38 for htot in Eq. 3.37,
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Figure 3.24: Justification of the cubic spline interpolation. (a) The
pipeline shows how the cubic spline retrieval residual is calculated. (b) Zoomed-in
views of the down-sampling and binning processes to the continuous ground-truth
PSF. The fine grid space is l nm and the camera pixel array represented by the
thick lined grid has 3l nm space. (c) Retrieval mean errors of the binned and
down-sampled images to camera pixel size.

pi =I ·
3,3,3∑

m,n,o=0

cj,k,l,m,n,o

(
xi − xc − j · a

a

)m(
yi − yc − k · a

a

)n(
zi − zc − l · u

u

)o
·

3∑
o=0

bj,o

(
zi − zc − z̄ − j · u

u

)o
+ bg + vari/gain2

i . (3.39)

The first summation presents hdet and the second hexc, in which u is the light sheet
step size and z̄ is the total misalignment between the light sheet and detection
focal plane. In both summations, indices j, k, l are chosen to guarantee fractional
values between zero and one in parenthesis. In reality, ri represents the coordinate
of the concerned voxel within the segment, and j, k, l are indices of the voxel on the
calibrated detection PSF, to which the measured voxel ri is mapped. It is trivial
to calculate the partial derivatives of pi with respect to rc, I, bg and is therefore
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not elaborated here. As for now, all mathematical formulation is established,
which allows moving forward with the fitting of the parameter set v.

Establishment of fitting routine

Two metrics are established to evaluate the performance of the global fitting
algorithm. The resolution-related metric is localization precision, which is defined
as the standard deviation of the cloud of localizations to the same emitter. A high
localization precision implies that more details can be resolved in the reconstructed
super-resolution image. Localization accuracy refers to the root-mean-square error
(RMSE) of the localizations compared to the ground truth of the same emitter.
It is introduced to assess whether the estimator is biased, as shown in Fig. 3.20.

The preliminary fit results to the simulated data show a high axial localization
precision with a 270 nm localization bias (Fig. 3.25a) if z̄ is set to zero while the
total misalignment is 300 nm. This indicates that a priori knowledge about the
total misalignment must be generated before the measurement, which is almost
impossible. The reason for that is the limited precision of the fine alignment
procedure with a dye solution. A different way to calibrate the light sheet position
is by focusing on a single emitter in a real sample and scanning the light sheet
across the emitter. This procedure has to be done on-site to avoid a RI mismatch-
induced focal position change. Although a sub-100-nm alignment precision can
be achieved by this approach, it is not advisable for the sake of evolutionary
misalignment during the course of measurement. To address this difficulty in
an economic and adaptive manner, I incorporate z̄ as a sixth parameter in the
estimator simply by regarding z̄ as an independent variable and treating it equal
to the other five parameters in the fit.

Figure 3.25: Statistics of fitting results with different workflows. (a)
Localization error in z direction. (b) Light sheet offset fitting result. Values in
the legend represent localization precision.
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From the result in Fig. 3.25a, one can see that six-parameter fitting com-
pensates for the bias, however, the localization precision in the axial direction is
compromised. This is mainly because zc and z̄ actually co-vary in htot so that
the two parameters share the same search space and loosely compete with each
other. Nevertheless, the mean offset in the statistics faithfully reflects the 300 nm
misalignment (Fig. 3.25b). As it is a global characteristic of the light sheet that
all emitters share the same z̄, the issue of low axial localization precision can be
overcome by introducing the averaged z̄ obtained in the six-parameter fit in the
first round as a constant parameter in a second round of five-parameter fit. The
two-step fit exhibits an unbiased axial localization and the highest axial localiza-
tion precision. The left-shifted peak of the statistics of the likelihood function χ2

in Fig. 3.26a double validates the necessity of z̄ fitting. Similar statistics shown
in Fig. 3.26b indicate lateral localization precision is insensitive to fit strategies.
Notably, in experiments, because of either the local RI change or mechanical re-
laxing, the misalignment is no longer a globally constant parameter, but instead
spatially and temporally varying. The fitting workflow for experimental data will
be discussed shortly.

Figure 3.26: Comparison of the localization performance for different
fit routines. (a) Statistics of the log-likelihood functions. (b) Statistics of local-
ization error in the lateral direction. Values in the legend represent localization
precision.

Theoretical estimation of the fitting error

The Cramér Rao lower bound (CRLB) is a common metric employed to evaluate
the minimal achievable variance for an unbiased estimator[114]. It is given as the
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diagonal elements of the reciprocal of the Fisher information matrix

var(v̂) ≥ I(v)−1. (3.40)

Indeed, the Fisher information matrix measures the variance of the score, which
is the gradient of the log-likelihood function with respect to the parameters to be
estimated. This relationship can be intuitionally understood that, the steeper the
score is, the parameters minimizing the log-likelihood function are more likely to
be closer to their real values, and the greater the variance of the score is. By the
definition of the Fisher matrix, the matrix elements can be readily calculated as
the expectation values of the partial derivatives of the log-likelihood function,

Ij,k(v) = E

(
∂lnL
∂vj

∂lnL
∂vk

)
, (3.41)

where lnL is the normalized log-likelihood function χ2
mle. Substituting Eq. 3.32

into Eq. 3.41 gives

Ij,k(v) = 4
∑
i

[
1

pi

∂pi
∂vj

∂pi
∂vk

]
. (3.42)

The fitting routine is implemented on the graphics processing unit (GPU)
to process each segment’s fitting task in parallel with an independent thread.
The full frame gain, variance and offset maps are copied to the global memory
so that the launched kernels can freely access them according to the relative
position of the individual segment with respect to the full frame. In addition to
the fitting parameter v̂, the corresponding CRLBs are also returned together with
convergency traces of the log-likelihood function χ2

mle, whose final values undergo
thresholding as a criterion to reject false positive emitters.

3.5.4 Simulation results of global fitting algorithm

Among the acquisition parameters that influence the localization performance,
the number of photons dominates the localization precision as discussed in sec-
tion 2.2.4. I reuse the data generated for the evaluation of the segmentation
specificity and sensitivity to characterize the influence of the number of photons
on localization precision. The light sheet step size is fixed to 400 nm, allowing
for fast acquisition over a large FOV depth. The hexagonal lattice with NAeff =
0.4 and 300 nm misalignment is employed, thus I can validate the performance
of the two-step fitting routine in retrieving the offset and correcting the localiza-
tion bias. The number of slices per segment is another investigated parameter,
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which poses a crucial impact on the axial localization precision, as more slices
conceivably increase the depth information in the segment and thus can improve
the localization performance, which on the other hand will not infinitely gain with
increasing number of slices for finite PSF size.

From the simulation results shown in Fig. 3.27, one can first learn that the
inverse relationship between localization precision and the number of photons
holds for all curves, which all asymptotically converge to zero for a high number of
photons. Considerable enhancement of the axial localization precision is observed
when the number of slices increases from one to three, particularly in the regime
where the number of photons is less than 1000, which is a favorable choice for the
low photon count case. Typically, the localization precision improves from 73 nm
to 15 nm with 3 slices per segment at the benchmark number of photons. The
overlapping localization precision curves in z (Fig. 3.27b) when the number of
slices per segment is beyond 2 indicate that the first slice at the top and the fifth
slice at the bottom of the segment do not contribute significant information to
the estimator. This conclusion can also be supported by the fact that the FWHM
of the axial PSFtot is smaller than 800 nm. The lateral localization precision does
not significantly benefit from the increased number of slices, implying the lateral
position information within 11×11 pixels of one slice already suffices to give a
high localization precision.

Figure 3.27: Evaluation of localization precision.

The curves in Fig. 3.28 show a good estimation of offset with more than
one slice regardless of the number of photons. This result is expected, as the
algorithm cannot distinguish the modulation of the detection PSFs of intensity I
and the excitation light sheet, provided only one cross-section of the overall PSF
is given in the segment. Remarkably, the totally biased estimation of offset for one
slice fitting does not affect localization accuracy, which is understandable as only a
single lateral image of the emitter is compared against the overall PSF, whose axial
variance will not make any difference to the fitting result. One cannot conclude
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that one slice fitting is as good as multiple slice global fitting, nevertheless, for
the sake of poor localization precision of one slice fitting.

Another conclusion one can draw from the simulation results is the number
of slices should preferably be an odd number. The segmentation mechanism is to
find the local maximum, the neighboring slices included since they are considered
a reasonable segment. Normally the same number of slices flanking the center
slice are included in the segment for symmetry. If a segment has an even number
of slices, the slice above the brightest slice will be selected in my convention. Yet,
because of misalignment, the overall PSF in z direction might not be a perfect
monotonic function. Therefore, more supporting data points spanning the entire
overall PSF are required to guarantee the convergence of the likelihood function
to a global minimum. However, if the supporting data points are skewed to
one side of the overall PSF, as they are for a segment with an even number of
slices, the likelihood function might end up in a local minimum, leading to a
biased localization performance, as shown in Fig. 3.28. In summary, three slices
per segment are optimal for achieving the best localization performance with the
configured acquisition parameters.

Figure 3.28: Evaluation of light sheet offset estimation and localization
accuracy.

Each of the above data points was calculated from the statistics of more than
1,500 localizations and their ground truth. The individual emitter is localized
only once with the camera calibration maps and random z position with respect
to the light sheet. The localization performance evaluated from such data is of sta-
tistical significance, as almost all possible emitter-camera instances are included.
However, according to the definition of the CRLB, a rigorous localization preci-
sion comparable to the CRLB should be calculated from multiple observations of
the same emitter. To this end, I again generated 41 emitters at the same lateral
position but different axial positions with 10 nm step size, ranging from -200 nm
to 200 nm with respect to the center slice in a segment (Fig. 3.29). Each emitter
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with the benchmark number of photons is observed 400 times with the same Pois-
sonian shot noise model and camera read-out noise model. Three slices in each
segment were globally fitted, following the conclusion of the previous section.

It can be seen from Fig. 3.29 that the localization precision can achieve the
CRLB-predicted minimal error. Throughout the whole imaging depth, both lat-
eral and axial localization precisions remain within narrow bounds. The relatively
low axial localization precision at zero is due to the fact that the astigmatism
aberration exhibits least spatial variance in the vicinity of the focal plane. In the
scenario of SMLM with 400 nm step size light sheet excitation, an emitter found
at an arbitrary position within the full FOV can be mapped into the illustrated
region in Fig. 3.29. Therefore, one can conclude that the proposed global local-
ization algorithm can achieve a full FOV localization precision of 10 nm in the
lateral and 20 nm in the axial dimension with 185 photon counts per emitter.

Figure 3.29: The Cramér–Rao lower bound can be achieved within the
whole imaging range. Each data point is the average of 400 localizations at
depth with 10 nm step size in z.

3.6 Software implementation

3.6.1 Post-processing features for SPIM data

A graphic user interface (GUI) integrating the diverse post-processing features
has been developed using Matlab® to facilitate the analysis of the data produced
with the SPIM modality.

The GUI (Fig. 3.30) provides 3D data browsing features, allowing users to se-
lect an ROI for further post-processing such as image binning, camera offset sub-
traction, gain correction, 3D Richardson-Lucy deconvolution [115], wavelet-based
background and noise subtraction (WBNS) [116] as well as image registration in-
cluding multichannel registration and transformation from laboratory coordinates
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to biological coordinates. The processed data can be individually visualized in up
to four sub-panels within the GUI to permit comparison of processed data using
different methods. Once a data processing pipeline is determined, users can se-
quentially perform the desired processing methods to establish a recipe for batch
mode, which works in parallel to time-lapse acquisition so that data processing
will be completed shortly after the acquisition is finished. The cross-correlation
based drift correction method described in section 3.4.1 was implemented in batch
mode.

Figure 3.30: A snapshot of the data processing GUI working on SPIM
generated data.

3.6.2 Segmentation features for SMLM data

In addition to the widefield data processing modality, the GUI also features seg-
mentation functions for either SMLM or PSF calibration. The segmentation rou-
tine used for SMLM data differs from the version for fluorescence bead PSF cali-
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bration only in visualization features while the segmentation kernel described in
section 3.5.2 is generalized for detecting any PSF-like object regardless of its SNR.

For the calibration of the PSF used in deconvolution, the software labels all
segmented PSFs on maximum intensity projections (MIP) of the image stack
visualized in panel 1 with their FWHM measures listed in panel 3. The user can
manually rule out outliers and display the FWHM profiles of the averaged PSF
in panel 2 (Fig. 3.31a).

In the SMLM modality, a constant photobleaching speed factor adapted to
specific experiment conditions such as excitation power density, the type of fidu-
cial markers, and imaging buffer, is needed for segmenting fiducial markers in
long-time measurement to compensate for the photobleaching-induced decreasing
specificity with the dynamically adjusted threshold for each hyperstack in fast
mode. Stacks contained in one hyperstack are thought to share the same thresh-
old and are segmented in parallel using all cores of the CPU. The segmented single
molecules / fiducial markers are labeled in the MIP of the corresponding stack
shown in panel 1 (Fig. 3.31b). One can freely browse through all MIPs in panel
1 and inspect the z positions of the segments in panel 4 to evaluate segmentation
performance and adjust parameters if necessary.

Figure 3.31: Instances of visualized segmentation of integrated data
processing GUI. (a) Visualization of PSF calibration. (b) Visualization of fidu-
cial marker segmentation.
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3.6.3 GPU accelerated fitter

The data of segmented fiducial markers and single molecules are structured in user-
specified subvolumes, normally 11×11×5 voxels for fiducial markers and 11×11×3
for single molecules together with their spatial-temporal coordinates (x, y, z and
t) with respect to the raw hyperstacks, where t represents the volume index in time
when the emitter occurred. Accompanying those data are the camera calibration
maps and spline coefficients of PSFs prepared for fitting.

Fitting workflows for fiducial markers and single molecules are separately spec-
ified as illustrated in Fig. 3.32. Trajectories for fiducial markers are tracked, of
which only the length equal to the total number of volumes is accepted for subse-
quent fitting, permitting fiducial marker-based drift correction at any given time.
Then, all data are copied to the shared global memory of the GPU, where depend-
ing on the capacity of the specific device thousands of kernels are launched for
fitting. Each thread independently undertakes the entire fitting task for one emit-
ter. According to the emitter index, the specific segments of the data and camera
calibration maps in the shared memory are accessed and the fitting results are
asynchronously returned to the corresponding segment of the pre-allocated global
memory. Six parameters (see section 3.5.3) including light sheet offset are fitted
simultaneously for the first fitting round.

Figure 3.32: Workflow of the fitter.

When all emitters have been fitted, the light sheet offset time trace for fiducial
markers or the map for single molecules will be calculated. As shown in Fig.
3.25b, only the average of the offset fit statistic gives the unbiased light sheet
offset estimation. I approach the light sheet offset time trace by applying a smooth
sliding window to the raw data (Fig. 3.33). The smoothed light sheet offset array
is then copied back to the GPU memory and used as a constant parameter for
the second round of fitting.

Because the single molecules are largely distributed all over the acquisition
ROI, it is possible to work out the light sheet offset map as a function of time with
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Figure 3.33: Light sheet offset fitting results for fiducial markers. Five
fiducial marker traces are plotted with thin lines for raw data and bold lines for
smoothed data.

the offset fitting results of single molecules. To make the 2D+t map statistically
meaningful, offsets of the fiducial markers located within the 10×10 binned pixel
(Fig. 3.34a) at the same time are grouped followed by sliding window smoothing
on the time axis. Three smoothed light sheet offset traces for the selected regions
are shown in Fig. 3.34b. In the next round of fitting, light sheet offsets are
designated to single molecules as constant fitting parameters according to their
spatial-temporal coordinates. Single molecules and fiducial markers are excited
by different wavelength light sheets, which are not perfectly overlapping even after
meticulous alignment, as can be seen from the discrepancies between offset time
traces of two channels at different regions.

Figure 3.34: Light sheet offset fitting results for single molecules. (a)
Light sheet offset map at a certain time. (b) Light sheet offset time traces of
selected regions.
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3.7 Sample preparation

3.7.1 Sample insert

The sample insert, which fits into the open window on the bottom plate of the
environmental chamber, serves as a holder of the coverslips and thus permits fast
sample swapping during the course of the measurement. It consists of an austenitic
stainless steel base plate with a square open window and top frame used to clamp
the coverslip against the base plate with the aid of an array of magnets embedded
into the rims of both parts, as shown in Fig. 3.34. The rectangular thin frame
in-between the coverslips and the top frame is made of Polydimethylsiloxane, also
termed PDMS (SYLGARDTM 182 Silicone Elastomer, Dow®), which is an inert
and biocompatible silicone material [117] and widely used in the fabrication of
microfluidic and lab-on-a-chip devices. We mix 1 part curing agent in 17 parts
silicone elastomer base by weight and put the mixture in a vacuum chamber for
10 min to remove the bubbles. The mixture is then poured into a mold and cured
for 30 min at 150 °C. Right before the measurement, a coverslip with cells is
sandwiched between the permanently glued coverslip (window in Fig. 3.34) and
the PDMS sealing frame.

Figure 3.35: Model of the sample insert.

To verify the bio-compatibility of the coverslip sealant (2020-00-1, Cytobond®

manufactured by SciGene), we cultured cells in a Cytobond coated well for 48
h. No significant morphological discrepancy was observed when compared with
the control group. Upon installation, 5 mL of imaging medium is added to the
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sample insert. The total time cells are exposed to air should not be longer than 15
s. The glass window is intended for browsing the entire area of the coverslip using
a low magnification epi objective lens so as to identify cells of interest. However,
for some special purposes, where a high NA oil immersion objective lens with a
short working distance has to be used, the coverslip with a monolayer of cells also
serves as a window in lieu of a permanently glued coverslip.

3.7.2 Coverslip pre-treating

To clean 24×24 mm2 coverslips (8000105, Hirschmann Inc.)for future use, a
plasma cleaner (PDC-002, Harrick Plasma Inc.) is employed with processing gas
of oxygen to remove organic dirt particles from coverslips surface through ablation
and a chemical etching effect. The complete coverslip pre-treating protocol is as
follows:

• Plasma clean coverslips for 30 min.

• Immerse coverslips in Hellmanex® II (320.002, Hellma®) solution overnight
(1 part Hellmanex in 70 parts Milli-Q® water). For simplicity, all water in
the following text refers to Milli-Q® water if not otherwise stated.

• Thoroughly rinse coverslips in water and preserve them in water. Before
using, dry the coverslip in air flow hood and put it in the standard six-well
plate (657160, Greiner CELLSTAR®).

• (Optional) Normally, cells will fully attach and stretch out on cleaned cover-
slips 24 h after seeding. To boost the attachment process, fibronectin from
bovine plasma (F1141, Sigma-Aldrich®) can be used to coat the coverslip
surface. Dilute 1 mg/mL fibronectin stock solution by a factor of 2 in water.
Drop 30 µL diluted solution on a coverslip and leave it drying out to get 1-5
µg/cm2 protein-coated surface, on which cells attach in 2 h.

An alternative coverslip washing protocol is listed below, which is specifically
used for SMLM near the coverslip surface, where autofluorescence from contami-
nants should be eliminated:

• Sonicate coverslips in 2% Alconox® (1104-1, Cole-Parmer®) solution in water
for 15 min.

• Sonicate coverslips in water for 10 min.

• Rinse coverslips in water.

• Sonicate coverslips in 2M potassium hydroxide for 30 min.
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• Rinse coverslips in water.

• Sonicate coverslips in water for 10 min.

• Preserve coverslips in 70-80% ethanol.

3.7.3 Dye sample in PDMS microchannel

A dye sample is necessary for fine alignment of the excitation light with respect to
the focal plane of the detection objective lens. For the sake of quantity and pro-
tecting the objective lenses from contamination, the dye solution is encapsulated
in a PDMS micro-channel. As shown in Fig. 3.35, the micro-channel measures
0.5 mm depth, 3.5 mm width and 13.6 mm length and thus features around 17 µL
capacity. In order to align all available laser lines, we use a dye mixture composed
of Atto 395, Atto 488, Atto 547 and Atto 642 solution in DPBS (+/+) solution.
Each dye is fully dissolved in dimethyl sulfoxide to make a stock solution of 10
mM followed by further dilution in DPBS (+/+) to 10 µM. Lastly, 17 µL of the
dye solution is injected into the PDMS micro-channel stuck on a plasma-cleaned
coverslip, and a thin layer of silicone oil is applied to the top edge of the micro-
channel. The final and most crucial procedure is to cover the channel using a
strip of 10 µm ultra-thin fluorinated ethylene propylene foil kindly provided by
the TCI company. Either introducing bubbles inside the channel or smearing the
fluorinated ethylene propylene foil with glue will spoil the sample. Precautions
such as always immersing the dye sample in water and keeping it in the dark,
preferably at 4 °C when not using it, must be taken to avoid deterioration.

3.7.4 Fixed beads sample

For the purpose of PSF calibration and spherical aberration correction, 100-nm
diameter polystyrene yellow-green microspheres (F8803, InvitrogenTM) and red
microspheres (F8801, InvitrogenTM) are employed. Two kinds of fixed beads sam-
ples are used in my experiment. Firstly, beads fixed on the surface of a coverslip
are reusable, but the coating density is hard to control even when prepared with
the spin coating method. Multiple ROIs have to be carefully selected to gather
significant statistics of single beads. Secondly, beads can be prepared in an agarose
gel to create a volumetric sample. Regarding the first approach, a desired bead
density of 1 bead / µm2 on a 24×24 mm2 coverslip requires 5.76×108 beads. The
number of microspheres per mL CN in the stock solution is given by

CN =
6C× 1012

ρ× π × φ3
, (3.43)
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where φ is the diameter of the microsphere in µm, ρ is density of the polymer
in g/mL (1.05 for polystyrene) and C represents the concentration of suspended
beads in g/mL (0.02 g/mL for a 2% suspension). For our 2% (in weight), 100-nm
polystyrene beads, 0.016 µL stock solution is needed to coat one coverslip fully.
The detailed sample preparation protocol is as follows:

• Sonicate beads stock solution for 10 min to guarantee monodisperse stock.

• Sequentially dilute beads stock in water by a factor of 200 followed by 10
times to get 1 to 2k times diluted beads solution.

• Drop 30 µL diluted beads solution on the hydrophilic surface of coverslip
treated by 10 min plasma cleaning.

• Leave beads loaded coverslip in the dark and keep the surface level so that
beads solution will evenly spread over the whole coverslip. The sample will
be ready for use upon water drying out. The coated beads on the coverslip
surface last even longer than the coverslip itself under weathering.

The second approach, namely to fix beads in polymerized agarose gel, can be
used to create a volumetrically homogeneous dispersion, thus allowing for more
than 200 single beads in 25×25×20 µm3 ROI in comparison to just a couple of
available single beads fixed on a coverslip surface. The RI mismatch between
agarose gel and the immersion medium induces aberrations and can be overcome
by preparing a gradient of concentrations of NaCl saline solution and looking for
the concentration at which the RI matches that of agarose gel best (with the aid
of a portable refractometer, PAL-RI, ATAGO®). For the calibration of the PSF,
the sample will be immersed in NaCl solution to minimize aberration.

• Prepare agarose solution by heating agarose colloid produced by 1 part
powder (A6560, Sigma-Aldrich®) and 100 parts water (w/w) at 70 °C for 30
min.

• Dilute sonicated beads stock solution in water about 30 times followed by
100 times dilution in agarose solution to obtain a 20 pM beads agarose
solution.

• Thoroughly vortex the beads solution at high speed for 15 s before applying
it to the PDMS micro-channel stuck to the coverslip.

• Inject the beads solution into the micro-channel and flip the coverslip, im-
mersing the micro-channel side in water to avoid evaporation. All operations
should be swiftly done as soon as the agarose solution leaves the heating
plate since it begins to polymerize when the temperature is lower than 40
°C.
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The drawback of this sample is that the agarose is apt to fracture during
the measurement because of the disturbance caused by frequent movement of the
sample for ROI searching, such that the sample might disintegrate or detach from
the micro-channel. Therefore, the beads fixed in agarose gel can only be used a
limited number of times.

Apart from PSF calibration, fluorescence polystyrene microspheres serve as
fiducial markers in the SMLM modality. Sulfate-modified polystyrene latex beads
with 100-nm diameter and red fluorescence (L9902-1ML, Sigma-Aldrich®) are used
for their highly hydrophobic surfaces and thus high affinity to the proteins on the
cell membrane. The fiducial marker coating protocol is as follows:

• Dilute 3 µL fully vortexed stock solution in 300 µL DPBS (+/+) solution.

• Repeat the first step on the beads in DPBS (+/+).

• Dilute 50 µL solution obtained at the second step in 950 µL DPBS (+/+).

• Apply 1000 µL solution to the immunostained fixed cells in 6-well plate.

• Incubate the sample for 30 min. and wash the sample twice for 10 min.
with DPBS (+/+).

3.7.5 Imaging buffer

The imaging buffer used for SMLM consists of three components including base
buffer (buffer B), thiol group and oxygen scavenging system, specifically GLOX
in my work. This protocol shows the recipes of base buffer and GLOX.

• Dissolve 1.51 g Tris, 0.15 g NaCl and 25 g glucose in water to get 250 mL
buffer B containing 50 mM Tris, 10 mM NaCl and 10 % (w/v) glucose.
Titrate buffer pH to 8 with HCl.

• Dissolve 61 mg Tris and 150 mg NaCl in water to get 50 mL buffer A
containing 10 mM Tris and 50 mM NaCl. Titrate buffer pH to 8 with HCl.

• Dissolve 17 mg catalase powder (C40-100MG, ≥10000 units/mg protein,
Sigma–Aldrich) in 1 mL water to get 17mg/mL catalase solution. Dissolve
280 mg glucose oxidase powder (G2133-250KU, Sigma–Aldrich, Taufkirchen,
Germany) in 4 mL buffer A and vortex.

• Blend catalase solution and glucose oxidase solution. Spin down the mixture
at 13.4×103 RPM for 10 min.

• Aliquot supernatant as GLOX solution. Store GLOX and buffer B at 4 °C.
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• Add 50 µL 2- mercaptoethanol (Sigma–Aldrich), 50 µL GLOX into 4.9 mL
buffer B right before the measurement. Fully agitate the mixture and inject
it into the sample insert. Wait for 30 min before imaging until the reaction
equilibrium state is achieved.

The RI of the imaging buffer measures 1.3500 at room temperature. A saline
solution with the same RI was prepared as the immersion medium of the dye
sample for alignment in the SMLM modality. Indeed, the RI of the immersion
medium of the dye sample should always match the specific immersion medium
used for the cell sample.

3.7.6 Transfection and staining

When dealing with cell samples, especially for live cell measurements, the health
status of cells is crucial. Cells are considered to be healthy for transfection and
staining only if the confluency is between 50% and 100% and each individual
cell is stretching on the surface of the coverslip. Otherwise, several rounds of
routine culture and splitting need to be carried out until cells are ready for special
treatments. If that is not the case, thawing new cells preserved in liquid nitrogen is
necessary. The protocols for general treatments of cells are listed in the appendix.

For cell transfection, two commercial reagents are employed to deliver the
plasmid, namely XfectTM Transfection Reagent (631318, TaKaRa) as well as
LipofectamineTM 3000 (L3000015, InvitrogenTM), the latter one is designed in
particular for hard-to-transfect cells, therefore, they are more harmful to cells
compared to Xfect. In my experiments, Xfect was preferably used. The transfec-
tion protocols for both reagents are listed below.

Xfect transfection protocol:

• Thaw Xfect Polymer and reaction buffer at room temperature prior to use.
Once thawed, store both of them at 4°C for up to 12 months.

• Thoroughly vortex the Xfect Polymer and reaction buffer for 10-30 s.

• Moderately vortex the plasmid for a few s.

• Add 5 µg plasmid into 100 µL reaction buffer and vortex for 5 s.

• Add 1.5 µL of the Xfect Polymer (always use 0.3 µL Xfect Polymer per 1
µg plasmid) into the eppi containing the plasmid and the reaction buffer
followed by 30 s vortexing.

• Incubate the mixture for 10 min at room temperature.



3.7. SAMPLE PREPARATION 93

• Evenly apply the above mixture to cells growing on a 24×24 mm2 coverslip
in one well on a standard 6-well plate (657160, Greiner CELLSTAR®) when
the cell confluency reaches 70%. Given non-standard wells in which cells are
seeded, for instance, customized PDMS wells, the amount of transfection
reagent to be applied scales with the surface area.

• Change the medium 4 h after transfection.

• Image cells around 24 h post transfection when the expression efficiency
approaches its maximum.

The best moment and the time window to image the cell after transfection
depend on the labeling target and the FP tagged to it. An advisable way to
determine the proper imaging time is to check the expression status every 12 h
after transfection on an ordinary wide-field microscope. Notably, the expression
level is not the only metric to evaluate transfection, as protein over-expression
can be toxic to cells in several ways and thus possibly hinders cell growth[118]. A
typical example is transfection-induced apoptosis despite substantial expression
level in the initial post transfection stage. Either over-expression on its own or
the vulnerability to the transfection lipid of a particular cell line to be transfected
causes damage to cells. Therefore, one has to be cautious regarding establishing a
transfection protocol especially for biological studies. It is necessary to transfect
cells in an 8-well chamber with a gradient of DNA-lipid complex prepared in step
7 to find out the optimal concentration. Note that the cell generation count can
also influence cell status. Thus, experiments should always be carried out with
cells not older than 30 generations.

Lipofectamine transfection protocol:

• Label two eppi and add 125 µL Opti-MEM (reduced serum medium) apiece.

• Dilute 3.75 µL Lipofectamine 3000 reagent in eppi #1 and vortex 2-3 s.

• Dilute 2.5 µg plasmid in eppi #2, then add 5 µL P3000 reagent into the same
eppi. Gently pipette the solution up and down to mix well. Always use 2
µL P3000 reagent for every 1 µg plasmid and 25 µL Opti-MEM (A4124802,
GibcoTM) for every 1 µL P3000 reagent.

• Add the entire fluid in eppi #2 into eppi #1. The Optim-MEM volumes in
two eppi should always be same.

• Incubate eppi #1 at room temperature for 10-15 min.

• The same as steps 7-9 in Xfect protocol except substituting DNA-lipid com-
plex formed using Lipofectamine for that with Xfect.



94 CHAPTER 3. METHODS AND MATERIALS

Although transiently transfected or stably expressing FPs are more biocom-
patible and reliable for live cells [119] in comparison to staining with dyes, the
latter one is still used in my experiment for fast labeling. In this thesis, I use
CellMaskTM Deep Red plasma membrane stain (C10046, InvitrogenTM) to label
cell membranes and Hoechst 33342 (H3570, InvitrogenTM) to label cell nuclei.
Since dyes used for staining are susceptible to photobleaching [120] and tend to
diffuse over time [121], conducting time-lapse measurements for hours with stained
live cells is not recommended. The labeling protocol is as follows:

• Dilute 1000× concentrated stock solution about 100 times in 1× DPBS with
calcium chloride and magnesium chloride(14040-091, GibcoTM) in an aliquot
for future use.

• Prepare 400 µL 0.5× of the concentrated solution using DPBS (+/+) for
one well in standard 6-well chamber plate.

• Aspirate the culture medium out of the well and apply the prepared solution
to the cells.

• Incubate cells immersed in staining solution for 5-10 min at 37°C.

• Remove the staining solution and rinse the coverslip with DPBS (+/+) three
times.

• Image the cells immediately.

In multi-channel measurements, labeling methods for different channels are
mainly up to the imaging modalities and research goals. When two-channel trans-
fection is necessary, available transfection workflows are bi-transfection (simulta-
neous transfection with two plasmids) and stepwise transfection. Bi-transfection
consists of mixing two types of plasmids together, treating them as a whole and
preparing the DNA-lipid complex in one solution. Stepwise transfection is to
transfect one channel followed by a second time transfection at least 6 h later.
The expression windows and transfection difficulty decide the final chosen trans-
fection protocol.

3.7.7 Cell fixation and immunolabeling

Proof of principle experiments for my SMLM algorithm were conducted by imag-
ing immunostained microtubules with Alexa Fluor 647 (AF647) in fixed HeLa
cells. The sample preparation protocol is as follows:

• Rinse cells in a standard 6-well plate twice with warm DPBS(-/-).
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• Prefix and permeabilize cells for 2 min by immersing them in 200 µL cy-
toskeleton buffer containing 0.3% (v/v) glutaraldehyde (GA) and 0.25%
(v/v) Triton X-100. The cytoskeleton buffer is a water solution of multiple
components including 10 mM MES pH6.1, 150 mM NaCl, 5 mM EGTA, 5
mM D-glucose, 5 mM MgCl2.

• Fix cells in 200 µL 2% (v/v) GA solution in cytoskeleton buffer for 10 min.

• Immerse fixed cells in 200 µL freshly prepared 0.1% (w/v) NaBH4 solution
in DPBS(-/-) for 7 min to quench autofluorescence.

• Wash sample twice for 5 min in DPBS(-/-).

• Dilute mouse anti-α-tubulin primary antibody stock solution by 500 times in
DPBS(-/-) containing 2% (w/v) BSA to get approximately 50 nM primary
antibody solution.

• Flip the sample upside down in a droplet of primary antibody solution and
incubate for 30 min.

• Wash the sample 3 times for 5 min. Dilute secondary antimouse antibody
staining with AF647 stock solution by 500 times in DPBS(-/-) containing
2% (w/v) BSA to get approximately 25 nM secondary antibody solution.

• Flip the sample upside down in a droplet of secondary antibody solution
and incubate for 1 h.

• Wash the sample 3 times for 5 min and the sample is ready for imaging.
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Chapter 4

Applications

4.1 Time-lapse imaging of Wnt signaling

4.1.1 Background of Wnt signaling

Wnt signaling is a process, by which a concentration gradient of Wnt morphogen,
known as a family of evolutionarily conserved glycoproteins produced by Wnt se-
creting cells, regulates stem cells differentiating and tissue patterning during the
development of the embryo in a way that the specific target gene expression in
the determination of cell fate depends on its surrounding Wnt concentration[122].
Malfunctioning of Wnt signaling will give rise to developmental defects, dysregu-
lation of homeostasis and several types of cancers[122].

There are mainly three stages of Wnt signaling, including Wnt release from
the donor cell, Wnt transport in an aqueous extracellular matrix, and activation
of signal transduction in the target cell. Upon palmitoylation and glycosylation
in the endoplasmic reticulum, the post-transcriptionally modified Wnt proteins
bear hydrophobic properties and incline to aggregation, preventing bare Wnt pro-
teins from free diffusing to Wnt-receiving cells in the extracellular matrix[123].
Shielding the hydrophobic structures on Wnt from the aqueous environment is
a fundamental measure to facilitate paracrine signaling, regarding which several
mechanisms are proposed such as lateral free diffusing with the aid of heparan
sulfate proteoglycans, lipoprotein or exosome-mediated dispersing, and traffick-
ing in the form of Wnt-chaperone protein complex[124]. Contrary to those passive
transportation channels, cytoneme-mediated active transport is believed to be in-
dispensable in long-range Wnt delivery [125].

Cytoneme refers to a special type of filopodia intended for the intercellular
transport of signaling components [126]. The formation of a cytoneme is driven
by the planar cell polarity pathway, by which the downstream activation of cy-
toskeletal regulators will trigger actin polymerization upon binding of Wnt to its
coreceptors such as Ror2, Fzd7 and Dvl on the plasma membrane at the Wnt

97
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releasing stage[127]. At the binding site, an extrusion forms and turns into out-
growing filopodia approaching Wnt-recipient cells. In addition to transport at
the tip of the filopodia, evidence has appeared that cytonemes act as conduits,
along which packages of Wnt vesicles are continuously transported [128]. How-
ever, whether Wnt vesicles ’surf’ on [129] or traffic within the conduit, also known
as tunneling nanotube (TNT) [130], remains debated. To answer this question, I
conducted in-vivo measurements of cytoneme-mediated Wnt signaling in live cells
using the microscope described in the previous chapter.

Figure 4.1: Illustration of the role of cytonemes in Wnt signaling.
Reprinted with permission from [122], Copyright 2019, the Company of Biolo-
gists. Permission conveyed through Copyright Clearance Center, Inc.

4.1.2 Results of Wnt signaling measurement

Double-transfection of H1703 cells with EGFP-Wnt3a and MEM-mCherry plas-
mids allowed us to separately identify Wnt proteins and cytonemes with a 560 nm
longpass dichroic mirror. For the Wnt channel, 473 nm excitation and 527/70 nm
bandpass filter were employed, and 561 nm excitation and 617/73 nm bandpass
filter for the plasma membrane channel. This configuration resulted in spectral
detection efficiency of 76% and 68 % for Wnt and plasma membrane, respectively.
An optimized hexagonal lattice light sheet (see section 3.2) for both channels
was employed to cover a large FOV, thus adapting the microscope to arbitrary
cell arrangements as the low double-transfection efficiency and low occurrence of
cytoneme-mediated Wnt transporting event only renders a few cells on a coverslip
suitable for our measurement purpose. Since the TNT is prone to rupturing under
mechanical stress [130], cells to be measured were cultured and transfected in a
commercial removable 4-well chamber (80466, ibidi Inc.) stuck to the coverslip.
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Right before the measurement, the removable chamber was gently peeled off to
minimize sample migration-induced disturbance.

Normally, we use a combination of 50 ms frame exposure time, 23 W/cm2 473
nm laser power and 64 W/cm2 561 nm laser power to collect sufficient numbers
of photons while minimizing the photobleaching effect. According to the Nyquist
sampling theorem, since the axial resolution is calibrated as 730 nm, a 400 nm
z step size was configured for volumetric scanning. The cells of interest are ex-
posed every 30 s during the course of 2 h. Multi-channel image registration is
an indispensable data processing procedure in such a two-channel measurement.
Here, I only considered translation, the vector of which was calibrated by cross-
correlating images of fluorescence nanoparticles recorded through two cameras
with excessively high excitation power such that the bleed-through signal was
sufficiently high in the neighboring channel. Depending on the structural charac-
teristics of Wnt and cell membrane, the acquired images went through different
post-processing routines. To facilitate further processing, the sub-volume encom-
passing the most meaningful data was clipped out of the raw data. Camera dark
images were subtracted from respective selected ROIs followed by full 3D Lucy-
Richardson deconvolution with pre-calibrated PSFs. The WBNS method was
applied to the Wnt channel right after deconvolution to get crisper 3D rendering,
whereas WBNS would be too harsh and aggressive for cell membrane images fea-
turing background-like low frequency structures. At last, the processed images
were laterally 2×2 binned and visualized using appropriate software.

The x− y and x− z MIPs of the rendered volumetric data at three different
time points are shown in Fig. 4.2, where the red channel represents the cell
membrane and the green channel Wnt. In total, four vesicles transported from
the cell in the upper-left corner to the cell in the lower-right corner were observed
in 30 min. Zoomed-in view of the cytoneme channel at 10 mins is given in Fig.
4.2d. Two swelling nodes along the cytoneme indicate the existence of vesicles
inside the cytoneme. By applying a rotational transformation to the interpolated
data with isotropic pixel size, the normal of the x− y plane is transformed to be
parallel with respect to the cytoneme axis. Thus, we can readily localize the z
positions of two nodes and plot the profiles for the cytoneme and Wnt channels.

The valley in the red cross-section (lower panel in Fig. 4.2f) indicates the
hollow structure of the cytoneme, in which the Wnt vesicle was localized (peak
in the green cross-section), justifying the scenario that Wnt vesicles are indeed
transported inside the TNT. Although the valley of the node corresponding to the
first vesicle (upper panel in Fig. 4.2f) was not resolved, the colocalization of red
and green peaks support the previous conclusion. The successfully resolved TNT
exemplifies the superior performance of our microscope to resolve sub-micron 3D
structures.

Measuring the vesicle transport speed inside a TNT is not trivial, as the vesicle
velocity appearing in the Wnt channel was influenced by both active transport
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and the stretching or contracting motion of the TNT itself. Therefore, each vesicle
trajectory has to be manually segmented by comparing it to the TNT channel to
rule out sequences when the morphological change of TNT occurs. As with the
coordinate transformation method used before, all TNTs with candidate vesicles
underwent affine transformation such that TNTs were aligned to z axes. Notably,
only straight TNTs were analyzed here to simplify the calculation of velocity.
Only a small fraction of the raw data survived the strict screening procedure, as
shown in Fig. 4.3. It can be seen that the full 3D+t data measured with SPIM
agrees quite well with the 2D+t data measured with a spinning disk confocal
microscope.

Figure 4.2: Time lapse imaging result of Wnt vesicle transport. (a)-(c)
MIPs of two-channel merged volumetric visualizations to Wnt and cell membranes
at different time points. The arrows and numbers mark the vesicle position and
index. The cell membrane is represented by the red color and Wnt channel is
represented by the green color. Scale bar, 10 µm. (d) Zoomed in view of the
insert box labeled with the dashed line in (b) for the cell membrane channel.
Scale bar, 5 µm.(e) The cross-section of the cytoneme at vesicle 1 (upper) and
vesicle 2 (lower). Scale bar, 2 µm.(f) The profiles of cytonemes and vesicles at
vesicle 1 position (upper) and vesicle 2 position (lower).
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Figure 4.3: Statistics of vesicle transport speed. (a) Data measured with a
spinning disk microscope. Adapted from Dr. Eckert’s report. (b) Data measured
with SPIM.

4.2 Uptake of surface-modified nanoparticles

4.2.1 Background

Nanoparticles (NPs) are promising carriers of therapeutic agents through encap-
sulating drugs in the interior of a polymeric shell[131] or dissolving and entrapping
drugs in the constituent particle matrix[132]. One possible application in the field
of oncology foresees the internalization of drug-carried NPs circulating in the vas-
culature by the target tumor cells, the biocompatible and biodegradable polymeric
material constituting NPs will be reduced to monomer and metabolized, intracel-
lularly releasing the carried cargo to finish drug delivery and administration[133].

However, without any specificity, those nanocarriers are not only taken up
by malignant cells but also by normal cells, rendering low targeting efficiency
and strong non-specific toxicity [134]. Moreover, exposure to the physiological
environment containing active biomolecules gives rise to conformational changes of
bare NPs, which, in turn, exhibit altered physicochemical properties[135]. Among
a variety of NP-biomolecule interactions, the NP-protein interaction is primarily
studied[136, 137].

Nanoparticle protein corona (NP-PC) refers to the complex formed from ad-
sorption of proteins to the NP surface[138]. Upon exposure to blood plasma,
thousands of types of proteins start to associate with NPs at different rates. Over
time, proteins with weak affinity are replaced by those with strong affinity[139,
140]. NP-PC complexes formed with weak/strong binding affinity proteins are
called soft/hard corona. This selective exchange process will be typically estab-
lished within 30 s, leaving NP-PC complex in stable composition[141].
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High stability of the hard corona is favorable for the nanocarrier as the PC
protects the NP from further conformational change with molecules present in bi-
ological fluids and thus maintains its intended functionality. A typical hard corona
is formed from the interaction between the NP surface and transferrins, which are
liver-produced glycoproteins that mediate the transport of iron in serum to cells
through the endocytic pathway with the aid of transferrin receptors (TfR) ubiqui-
tously found on cell plasma membranes. Ample evidence has indicated several-fold
higher expression levels of TfR on malignant cells compared to normal cells [142–
145], substantially increasing potential specificity and active targeting efficacy of
Tf conjugated NP-PC complexes nanocarrier against tumor cells. Experiments
using NP-PC complexes coated with Tf (NP-Tf) to deliver anti-cancer drugs ei-
ther in vitro or in vivo have shown consistent enhancement in terms of uptake
amount and proliferation antagonizing efficacy in comparison to control groups
without Tf [146–150].

Despite the aforementioned evidence, the uptake kinetics at the cell level has
so far not been fully studied, yet is of great importance for quantitatively under-
standing the role Tfs plays in the internalization of NP-PC complexes. In the
following subsection, I will show time-lapse imaging of the intracellular accumula-
tion of NP-Tf internalized by live HeLa cells within the SPIM modality, followed
by data analysis and discussion.

4.2.2 Hard protein corona formation and characterization

Since investigating NP-Tf uptake kinetics does not impose specific requirements
on NP material and the cargo it carries, standard 100 mn fluorescent polystyrene
beads with sulfate modification (PS-OSO3H) were adopted for their high affinity to
the plasma membrane. To produce NP-Tfs, I first dissolved 5 mg apo-transferrin
(the species without iron) powder in 500 µL DPBS(-/-) to get a high concentration
Tf stock solution, the concentration of which was measured using a spectropho-
tometer (NanoDrop 2000c UV-Vis, Thermo Scientific) based on the Beer-Lambert
law with 87 M-1cm-1 extinction coefficient 78 kDa molecular weight of Tf. The
stock solution was subsequently diluted by DPBS(-/-) into a concentration gradi-
ent ranging from 0.1 µM to 80 µM. The NP stock solution was diluted about 40
times to get a 1.4 nM solution calculated from Eq. 3.43.

A fundamental measure, from which one can deduce the structure, composition
and stability of the NP-Tf, is its hydrodynamic radius RH vary with the concen-
tration of Tf, which was measured using the dynamic light scattering method [151,
152]. As this method is vulnerable to bias in the presence of aggregation [153],
the bare NP size was measured as shown in the leftmost data point in Fig. 4.4 to
confirm the solution is monodisperse before swiftly pipetting a 1.4 nM NP solu-
tion into the same volume of a Tf solution with varying concentrations for NP-Tfs
formation. After 15 min incubation, the NP-Tf colloid was ready to measure.
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Figure 4.4: Hydrodynamic radius of NP-PC complex. The leftmost data
point represents the hydrodynamic radius of bare NPs.

When the Tf concentration was lower than 1 µM, the RH soared up to the
micrometer level, implying the formation of aggregates. As the Tf concentra-
tion increased, RH asymptotically dropped to 62.7 nm. This observation agreed
well with the theoretical prediction that the NP surface will be passivated by a
monolayer of PC, which measured 14.9 nm in thickness in my experiment, once
the critical protein concentration is achieved[154, 155]. It was also reported that
once the critical Tf concentration for the formation of the monolayer is surpassed,
the Tf density on the monolayer increases with Tf concentration in the colloid
while the thickness of the monolayer remains unchanged. Repeated experiments
showed a variance in the critical protein concentration, which can be attributed to
the variance of the actual NP concentration when pipetted out of stock solution
and the variance of the Tf concentration. To overcome this uncertainty, I chose
the NP-Tf produced with the critical Tf concentration as a benchmark because
whatever absolute concentration the Tf or NP solution had, the NP-Tf bore the
same number of Tf proteins adsorbed to the surface of NP. Such an NP-Tf colloid
was used for cell uptake experiments.

Performing time-lapse measurement of NP-Tf uptake by live cells requires two
channels, one of which records the cell position and morphology while the other is
meant for NP-Tf. CellMaskTM Deep Red plasma membrane stain is a ready-to-use
dye to indicate the cell membrane. I characterized its fluorescence properties as
shown in Fig 4.5b using a Fluorolog-3 fluorescence spectrometer (HORIBA Jobin
Yvon, Edison, NJ). There are two alternative PS-OSO3H labeled with orange and
red fluorophore characterized by Fig. 4.5a and c. I opted for orange PS-OSO3H to
minimize fluorescent cross-talk and bleed-through. A 640 nm dichroic mirror was
employed to separate signals emitted from the dye and PS-OSO3H. Furthermore,
a 527/70 nm bandpass filter was placed in the PS-OSO3H channel.
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Figure 4.5: Characterization of fluorescence absorption and emission
spectra. Spectra for orange PS-OSO3H, CellMask and red PS-OSO3H are plotted
in (a), (b) and (c), respectively.

4.2.3 Time-lapse imaging

Preliminary imaging of NP-Tfs showed they were subject to photobleaching. As
the resolution was not the major concern in this experiment, I opted for Gaussian
light-sheet excitation with 2.2 µm waist for both channels by virtue of their mini-
mal light dose distributed to the background. During acquisition, two light sheets
were simultaneously scanned across 200 µm in the y direction and 40 µm in the z
direction, rendering 6 W/cm2 and 2W/cm2 power density for 473 nm and 561 nm
excitation, respectively. Two cameras acquired data simultaneously with 50 ms
exposure time every 30 s for 45 min. The raw data were binned internally with
2×2 pixels to save disk space. In between two consecutive acquisitions of stained
live HeLa cells immersed in 2.5 mL DPBS (+/+), another 2.5 mL 5 times diluted
NP-Tf colloid in DPBS (+/+) was swiftly pipetted into the sample insert. Thus,
the effective NP-Tf concentration cells were in contact with was 70 pM.

As with Wnt signaling imaging experiment, the raw data went through two-
channel registration, cross-correlation-based drift correction and affine transfor-
mation from laboratory to biological coordinates. At last, 400 ADU (2×2 binning
also applies for background) was subtracted from processed data. Judging from
extended shapes, three cells were considered healthy and selected for uptake ki-
netic analysis (Fig. 4.6a). No significant cell morphological change between vol-
umes acquired at the beginning and the end of the imaging session was observed,
allowing for static segmentation of intracellular spaces throughout the acquisition
process using manually defined masks at t = 0. I delineated 8 masks for each of
3 cells at different depths from the surface of the coverslip (0 µm) to cell caps (7
µm). Three slices out of the merged volume recorded 10 min post administration
are selectively shown in Fig. 4.7, where the red and green channels represent
cell membranes and NP-Tf, respectively. Areas covered by masks over depth are
shown in Fig. 4.6b.
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Figure 4.6: Cell segmentations. (a) MIPs of cells 3D reconstruction. (b)
Segmentation mask area varies with depth. Cells of interest are labeled with
white dashed lines. The rendered volume was captured at t = 0. The depth at
the surface of the coverslip is set to 0 µm. Scale bar, 20 µm.

Figure 4.7: Images at different depths of HeLa cells internalizing NP-
PC complexes. Three slices are selected from the volume recorded 10 min post
administration. Cell membranes and NP-PC complexes are rendered in red and
green, respectively. z represents the distance to the surface of the coverslip. Scale
bar, 20 µm.
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The endocytosis density at each depth was measured by the mean voxel in-
tensity among the 1 µm thick slice defined by the mask. In doing so, the entire
cell can almost be covered by 8 slices. Thus, the overall intracellular NP-Tf level
was defined as the average voxel intensity within 8 slices. In Fig. 4.8a, MIPs
of merged volumes looking from a certain angle at different post-administration
times are shown. Peaks emerge at around 9 min post administration in cumu-
lative endocytosis time traces (Fig. 4.8b). Following the peak was a mild drop
and rise again. One possible explanation for the drop is the photobleaching effect,
which predominated over the uptake when the latter process was approaching the
stationary stage. But this model cannot account for the recovery from dropping
after 30 min.

Figure 4.8: Uptake kinetics of NP-PC complexes. (a) MIPs of merged vol-
umes looking from a perspective angle. Cell membranes and NP-PC complexes
are rendered in red and green, respectively. (b) Densities of endocytosis at differ-
ent depths.

Indeed, the overshooting behavior could be the implication of Tf homeosta-
sis. In bodily fluids like blood plasma, cells actively internalize iron-rich Tfs via
TfR-mediated endocytosis, unload the iron, transport Tfs back to plasma mem-
branes and expel them through exocytosis to finish the cycle. Whereas in my
experiment cells were immersed in DPBS buffer devoid of Tf, leaving all TfRs
starved of Tfs. Once exposed to the Tf-coated NP-PC colloid, the high osmotic
pressure contrast caused NP-Tf endocytosis to prevail over exocytosis until the
condition for the feedback mechanism to take effect was met to steadily establish
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Tf cycling equilibrium. Preliminary experiments done by my colleagues using a
spinning disk microscope reported a high dependency of the stationary intracellu-
lar NP-Tf level on the extracellular NP-Tf concentration. Some datasets showed
similar overshooting phenomena only when the extracellular NP-Tf concentration
was high, which was, however, not a sufficient condition for the occurrence of
overshooting in the same group of measurements. What concentration of NP-Tf
would eventually lead to overshooting still remains elusive. Nevertheless, one fact
was the equilibrium of NP-Tf exchange across cells membrane was not achieved
in 45 min as a rising tendency was observed at the end of acquisition.

Apart from the intracellular accumulation over time, the 3D+t data also al-
lowed for studying the spatial distribution of internalized NP-Tf. For instance,
decreasing intracellular NP-Tf density with z in cell1 and cell2 indicated NP-Tfs
were apt to accumulate on the bottom of the cells as though they were under-
going passive precipitation while in cell3, NP-Tfs preferentially accumulated at
3-4 µm above the coverslip. Judging from the time-lapse 3D movie, NP-Tf active
transport in cell3 was featured by NP-Tfs radially swept to the center of the cell
and accumulating to a core suspending over the coverslip (Fig. 4.8a t = 45 min).
Whether this polarization discrepancy affects the drug administration efficacy is
to be investigated.

4.2.4 Discussion

It is worth mentioning that the results shown in this section are intended to val-
idate our microscope’s capability. More data shall be collected in order to draw
statistically significant conclusions about the endocytosis kinetics, for example,
the reliance of stable intracellular NP-Tf level on extracellular NP-Tf concentra-
tion and the relationship between uptake rate and Tf density adsorbed to the NP
surface. To this end, at least tens of cells from independent measurements need to
be analyzed for varying parameters such as the Tf density on the monolayer coat-
ing and the NP-Tf concentration administrated to the cells. Additionally, with
the fast acquisition mode in concert with the SMLM modality, it should be possi-
ble to track the trajectory of individual NP-Tf in the active transport or study the
interaction between NP-Tf and endocytosis/exocytosis involved structures such
as TfR, clathrin coated pit and endosome/exosome.

4.3 Imaging of microtubules

In this section, I will show the imaging of microtubules in fixed HeLa cells im-
munolabeled with AF647 to validate the global fitter. As discussed in chapter
2, hundreds of thousands of frames are needed for a full 3D reconstruction of a
whole cell. In this process, a compromise between the number of photons per
localization and the loss of fluorophores due to bleaching has to be found[99].



108 CHAPTER 4. APPLICATIONS

I typically opted for 20 ms frame exposure time and 10 kW/cm2 640 nm laser
excitation density. This configuration led to more than one hour of acquisition
time, during which drifting originating from either the sample stage or the sam-
ple itself was inevitable. Therefore, fiducial markers were coated on the sample to
track and correct drifting (red sulfate-modified 100 nm NPs, whose excitation and
emission spectra were characterized in Fig. 4.5c). During acquisition, fluorescent
light emitted from fiducial markers excited by a 532 nm laser at 1 kW/cm2 was
separated from the AF647 signal via a 640 nm dichroic mirror and subsequently
went through a 582/75 bandpass filter before being collected by camera 2. In
contrast, the signal from AF647 was simultaneously recorded by the other camera
(camera 1) after going through a 650 nm longpass filter. Thus, every dataset
containing stochastically blinking AF647 molecules was paired with a dataset, in
which sparsely scattered fiducial markers persisted. The trajectories of the fidu-
cial markers covering the whole time points over the course of acquisition can be
readily constructed to characterize the dynamics of movements in the sample and
stages to compensate for drifting or relative motion between the objective lens and
the sample. Since the fiducial markers were bright objects, each one was visible
in multiple planes and thus five slices were used to obtain the highest localization
precision for fiducial markers and hence optimal drift correction. As the fast mode
was deployed to record the data, the image hyperstacks created by each camera
were sorted into two groups: forward scanning and backward scanning (see section
3.3.5).

In the following sub-sections, the localization precision is first examined in
terms of the m0 dataset. Afterward, the movement of the piezo stage is modeled to
calculate the drifting coordinates of a single molecule at any given spatio-temporal
point in either m0 or m1 dataset according to the fiducial marker traces. In the
end, the 3D reconstructions of microtubules are visualized and quantitatively
evaluated.

4.3.1 Localization precision examination

A valid metric to reliably evaluate the localization precision is the standard devia-
tion of a point cloud generated from a repeatedly localized stationary nanoparticle
[73]. More precisely, the localization precision is defined as the average distance
by which the fitted position of an emitter deviates from the true position. How-
ever, because of drifting, the repeated position estimations of a fiducial marker
that should have the form of a point cloud manifest in a drifting curve modulated
by the noise resulting from fitting uncertainty and mechanical jittering as shown
in Fig. 4.9a-c.

The discontinuity in the y and z directions is a consequence of the sample
piezo stage repositioning at the end of each hyperstack acquisition by the quasi-
closed-loop control (see section 3.4.1). The piecewise application of a sliding
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window filter, the output of which is simply the mean value of the time sequence
covered by the window, to the trajectory of each hyperstack can approximately
extract the drifting curve (Fig. 4.9d-f). The difference between the raw and the
smoothed drifting curves gives a fluctuating curve around the origin (Fig. 4.9g-i),
the standard deviation of which measures the localization precision.

Figure 4.9: Trajectories of fiducial markers. Five fiducial markers randomly
scattered among the volume of interest were tracked and encoded in different
colors. (a)-(c)Raw drifting traces of fiducial markers. (d)-(f)Smoothed drifting
traces of fiducial markers. (g)-(i)Drift-corrected fiducial marker traces represented
by the differences between raw and smoothed traces.

The effect of localization precision varying with the changing sliding window
was investigated to avoid either overestimating with too narrow a window or un-
derestimating with too wide a window. As shown in Fig. 4.10, the localization
precision dramatically degrades with extending window, which smoothes out an
increasingly wider noise spectrum in the drifting curves. As a result, the corre-
sponding noise fraction in the raw drifting curves will survive the subtraction.
A sliding window with a width beyond 20 not only smoothes the noise but also
distorts the drifting curve, giving rise to a systematically biased estimation of
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localization precision. Therefore, the localization precision steadily increases with
sliding window width as opposed to converging to a constant value. For conserva-
tive estimation, the sliding window width was set to 30 volumes in the following
discussion if not otherwise specified.

Figure 4.10: Localization precision for different sliding window widths.
The localization precision degradation can be classified into two domains. Se-
lectively eliminated noise is responsible for the variation in localization precision
when the sliding window width is below 20 while the steady increment of local-
ization precision with a sliding window wider than 20 can be explained by the
intrinsic distortion of noise trace due to sliding window smoothing.

Despite the seemingly eliminated jittering, we can not guarantee the succeed-
ing experiments are completely free from jittering due to sporadic occurrences of
environmental perturbations that result in 0.1 to 10 Hz jittering noise and the
electrical perturbation in the grid contributing to 100 to 200 Hz jittering noise.
While the high-frequency jittering deteriorated the recorded PSFs with a 20 ms
frame exposure time, the low-frequency noise eventually emerged in the raw drift-
ing curves, blended in the fitting noise and became inseparable. In any case, the
measured localization precision from the fiducial marker traces was expected to
be no better than the one calculated from the CRLB.

To characterize the dependence of localization precision on the number of pho-
tons in the laboratory condition, the corrected localization traces in Fig. 4.9g-i
were segmented with respect to the number of photons per localization in photo-
bleaching curves shown in Fig. 4.11a. Trace segments, whose numbers of photons
fell into the same bin (with size 100), were grouped and treated as a whole when
calculating the localization precision.

In the end, the localization precision varying with the number of photons
was plotted in Fig. 4.11(b). The localization precision slowly dropped from 12
nm to 8 nm (y) and 18 nm to 11 nm (x and z), whereas the simulation results
(Fig. 3.27) reported below 5 nm in all directions when the number of photons
is higher than 1000. Although a narrower sliding window will yield a higher
localization precision, it will also risk leaving localization noise either from ambient
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disturbance or fitting noise of a specific fiducial marker in the smoothed drifting
traces that will be used later to correct for global drifting. More importantly, as
the low-frequency jittering induced noise cannot be decomposed from the fitting
noise, a small sliding window will result in artificially high localization precision.
In this regard, Fig. 4.11b can be considered to reflect the realistic localization
precision.

Figure 4.11: Localization precision characterization using bleaching
fiducial marker traces. (a) Number of photons time traces of fiducial markers.
(b) Localization precision to the number of photons.

To illustrate the advantage of multiple slices fitting over one-slice fitting, I
analyzed in the same outlined method the localization precision to the number of
photons by fitting the fiducial marker segments with a varying number of slices
(Fig. 4.12). Compared to the dataset shown in Fig. 4.11, the dataset used here
was obtained on a different day when a 0.1 Hz noise identified as an environ-
mental perturbation occurred in x and y drifting curves with different amplitude.
The overall localization precisions deteriorated in response to the jittering noise
coupled with the localization noise. Since x and y localizations suffer from the
jittering differently by amplitude, a discrepancy in lateral localization precisions
can be noticed. The improving localization with the number of slices in x can be
presumably explained by the jittering components with frequency as high as the
acquisition frame rate that asynchronously displaced the individual slices within
the segment. This effect deteriorates the lateral localization precision while can be
mitigated by multi-slices fitting. Contrary to the simulated result, 5-slice fitting
exhibits remarkable improvement in z localization precision compared to 3-slice
fitting as a consequence of greater FWHM of excitation PSF (1.17 µm as shown
in Fig. 3.17b) than 0.56 µm used for simulation.
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Figure 4.12: Localization precisions with a varying number of slices.

4.3.2 Piezo stage movement modeling

In principle, all fiducial markers should share the identical drifting curve indepen-
dent of their positions within the imaged volume provided the sample coated with
fiducial markers does not deform when drifting. Even though some fiducial mark-
ers might be loosely bound to the sample and were performing random movement
around binding sites, the noise arising from it should only be of a few nanometers
scale. However, a regular splitting of fiducial marker traces in tens of nanometers
scale Fig. 4.9d-e was observed, indicating the drifting was systematically cou-
pled by an underlying movement source that brought difficulty in correcting for
drifting.

It was not sufficient to depict the movement model based on this single piece
of evidence. So far all the discussions only focused on the m0 dataset while a
question to be answered is if the fiducial markers present in the m1 dataset were
drifting in the same way when speaking of merging m0 and m1 datasets. By taking
the difference between smoothed fiducial marker traces of m0 and m1 datasets,
one can visualize the discrepancy of drifting curves as shown in Fig 4.13.

Unsurprisingly, fiducial markers were drifting inconsistently in m0 and m1
datasets. The task is to put forward a movement model that accounts for the
features of the drifting curve. One can notice that the drifting trace difference
denoted by Diff in Fig. 4.13a-b is correlated with the z coordinate of its corre-
sponding fiducial marker. In fact, the slope of the approximately linear curve is
linearly related to z and the intercept is a quadratic function of z, which hap-
pens to be the scanning direction of the objective piezo stage. It is reasonable to
attribute the non-zero Diff to elastic hysteresis of the piezo stage.

Considering that a complete scanning loop of the piezo stage follows the routes
illustrated in Fig. 4.14, where the green and orange curves represent the m0 and
m1 scanning directions, the lateral position of a static fiducial marker in the m0
image will differ from the position in the m1 image by the distance that m0 and m1
routes are separated at the z position the fiducial marker is located. The intercepts
of linear curves in Fig. 4.13a-b can then be fitted to the difference between m0
and m1 routes, which is a Gaussian-like curve asymptotically converging to zero
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at two ends. Nevertheless, it is convenient yet rational to do quadratic fitting as
most fiducial markers were populated around the top of the Gaussian bell.

Figure 4.13: Comparison of drifting curves in m0 and m1 datasets. (a)-
(c) Differences between smoothed fiducial marker traces in m0 and m1 datasets.
(d) Scatter plot of fiducial markers in the volume of interest. All subplots in this
figure share the same color map.

Figure 4.14: Schematic diagram of piezo stage movement with hystere-
sis.

Since fiducial markers continuously undergo drift especially in z as marked
by blue arrows in Fig. 4.14, the Diff is not a constant number but rather an
ascending or descending line if the fiducial marker is found above or below 5 µm.
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Indeed the slope of the Diff is characterized by the drifting velocity in z and the
first derivative of the quadratic curve with respect to z. As a result, the Diff can
be written as a function of z and t,

Diffx(t, z) = t · slpx(z) + intpx(z)

Diffy(t, z) = t · slpy(z) + intpy(z), (4.1)

where slp is a linear function of z and intp is a quadratic function of z. Notably,
Eq. 4.1 holds only in a limited time interval when the drifting velocity in z is
constant. This requirement can be met by piecewise fitting slp and intp for each
hyperstack under the condition that the acquisition time for one hyperstack is not
excessively long to experience a substantial drift velocity change.

Fitting of the first hyperstack to slp and intp in both x and y directions were
plotted in the first column of Fig. 4.15. The poles of two quadratic fits were
located near 5 µm, meaning the hysteresis culminated in the middle of the travel
range. The parallel slp and almost overlapping intp indicate that the piezo is
traveling along the perimeter of a narrow ellipse on a plane as shown in Fig. 4.14.
The time-dependent fitting results validate the necessity of piecewise fitting.

Figure 4.15: Hysteresis characterization of the piezo stage. (a) Linear
fits to slope. (b) Quadratic fits to intercept.

As with the Diff evolution with time, the splitting of fiducial marker traces
in Fig. 4.9d-e can be explained by drifting in z. Take the m0 path in the left
panel of Fig. 4.14 for example, the curvature of the route does not affect the x
drifting curve for the fiducial marker located at 5 µm because the lateral drifting
contribution of hysteresis is proportional to the first derivative of the m0 path
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with respect to z, which is zeros at the pole. Regarding this drifting curve as
a reference, hysteresis and constant drifting in z will cause the fiducial marker
traces to diverge away from the reference curve at the velocity proportional to the
product of drifting velocity in z and the first derivative of the m0 path with respect
to z. Given that the drifting velocity is slow and the scanning path curvature is
small such that a constant first derivative governs the area a fiducial marker is
traveling across throughout the measurement, the cross-section of the splitting
trace at any given time t can be fitted to a linear curve about the z position of
fiducial markers,

Driftx(t, z) = z · slpx,t + intpx,t

Drifty(t, z) = z · slpy,t + intpy,t (4.2)

where slp.,t and intp.,t denote the time-dependent slope and intercept, respectively.
With these two parameters, one can calculate the drifting curve of a virtual fiducial
marker in arbitrary depth, which is useful in drift correction for single molecules.

4.3.3 Data correction pipeline

Correcting drift for a single molecule involves calculating a virtual drifting trace,
according to which the single molecule drifts. While the lateral component of the
virtual trace can be computed through the piezo stage movement model and fidu-
cial marker traces, the axial component has not been decided yet. Unfortunately,
no regular pattern can be recognized from the fluctuating z traces of fiducial mark-
ers. A simple method I take here to estimate the axial component is calculating
the distance from each fiducial marker to the concerned single molecule. The z
trajectory of the fiducial marker closest to the concerned single molecule depicts
how the single molecule drifts axially. Thus, the volume of interest is divided into
as many segments as the fiducial markers. The fiducial marker in the center of
the segment controls z drifting behaviors of all the single molecules found in it.
The same treatment was employed to figure out the drifting difference in z Fig.
4.13c for each individual molecule captured at any given spatiotemporal point.
Pipelines for drift correction of single molecules in m0 datasets and for merging
m0 and m1 are given as illustrated in the flow chart.

For the m0 dataset, the z coordinates for all fiducial markers at the beginning
of acquisition (t0) are used as independent variables in the fits for all slpt and intpt

at each time point. Single molecules are enumerated and individually corrected in
terms of z by the drifting curve of the fiducial marker closest to it. The corrected
z position at t0 is then substituted into Eq. 4.2 to calculate the lateral drifting in
x and y at time t.

As for merging m0 and m1 datasets, the procedure generally consists of two
parts, registration of the m1 dataset at time t into the m0 dataset and drift
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correction. The second step is the same as drift correction for the m0 dataset.
In contrast, the first step involves modeling the piezo stage movement for

each time interval covered by hyperstack acquisition when Diffx
i, Diffy

i, and Diffz
i

are calculated, where the superscript i represents the ith hyperstack. In the fits
for slpi and intpi, the benchmark z coordinates of fiducial markers are selected
to be those in the m0 dataset at the beginning of the hyperstack t0

i. The z
coordinate of a particular single molecule captured at time t with arbitrary spatial
coordinate undergoes two steps of correction to obtain its z position at t0

i in the
m0 dataset, i.e., registration and drift correction. Upon fitting and registration
are done, t and z0

i are substituted into Eq. 4.1 to calculate the lateral values for
the concerned molecule in the registration correction. Subtracting the calculated
difference between the m0 and m1 datasets from the raw spatial coordinate of the
single molecule in the m1 dataset registers it into the m0 dataset. At last, the
registration corrected data can be equally treated as the data in m0 in terms of
drift correction.

Figure 4.16: Drift correction pipelines for m0 and m1 datasets. Symbols
in violet and red represent fiducial marker and single molecule objects, respec-
tively.

4.3.4 Visualization and evaluation of the 3D reconstruc-
tion of the microtubules

An open source 3D rendering software ViSP [156] is employed to reconstruct
the microtubule structure generated from 6.35 × 105 localizations of the merged
dataset (Fig. 4.17a) with hysteresis correction and 3.21 × 105 localizations of
the m0 dataset alone(Fig. 4.17b). The affine transformation is applied to each
individual localization so that the rendered volumes are presented in biological
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coordinates. Microtubule networks on the top (cyan) and bottom (orange) of the
cell can be clearly discerned. By virtue of the fast acquisition mode and adaptive
correction routine, a high volume acquisition rate of 1 volume per second and 50
slices per volume was achieved.

Figure 4.17: Microtubule reconstruction rendered using ViSP. The
merged structure (a) of m0 and m1 datasets is made up of 6.35×105 localizations
within 22×22×8 µm3 volume in comparison to 3.21× 105 localizations in the m0
dataset alone (b). The three images from left to right are viewed from the bottom
(the coverslip plane), top and side of the cell, respectively.

In order to verify the drift correction method adapted to the hysteresis model,
I generated a control group simply by merging m0 and m1 datasets and correct-
ing for drift with mean difference and drift curves. Localizations falling into a
1.7 µm slice close to the coverslip were projected onto a 22×22µm2 image with 5
nm pixel size. This highly pixelized image was then convolved with a Gaussian
PSF, whose FWHM was heuristically selected to be 40 nm in light of uncertainty
synergically decided by drift correction induced error and localization precision.
There are 3 slices per segment of the single molecule dataset and the median num-
ber of photons per single molecule is 900, the localization precisions at this region
according to Fig. 4.12 are 25 nm, 20 nm and 38 nm for x, y, and z respectively.
Therefore, a 40 nm isotropic Gaussian kernel is a conservative estimation of the
total uncertainty.
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Overall, the reconstructed image using the hysteresis correction method (Fig.
4.18a) is crisper than that with the mean correction method (Fig. 4.18b), how-
ever, similarly crisp structures can be found in the latter image (to the right of
the image center). This is because, in a certain region, the mean drift curve hap-
pens to coincide with the calculated drift curve using the hysteresis model. To
quantitatively assess the reconstruction qualities, profiles were plotted across the
selected ROIs. The microtubule strands are well-defined by the peaks in hystere-
sis correction profiles whereas the peaks are less significant in mean correction
profiles, especially for microtubules 1 and 6 in profile 2(Fig. 4.18c).

Figure 4.18: Verification of piezo stage movement model. (a)-(b) Local-
izations found in 1.7 µm slice close to the coverslip are projected into 2D images
followed by convolution with a Gaussian blur kernel. Hysteresis correction (a)
and mean correction (b) methods were used to generate the merged localization
dataset. Scale bar, 2 µm. (c) Profile plots of microtubules in the selected ROIs of
(a) and (b).
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Decorrelation analysis is a parameter-free method to determine the global
resolution of generic super-resolution images based on image partial phase au-
tocorrelation[157]. Applying this analysis to the pixelized image of Fig. 4.18a
(i.e. without convolution) yields 389 nm resolution, implying the image was un-
dersampled. Sequentially convolving the pixelized image with Gaussian kernels
ranging from 10 to 100 nm in FWHM followed by decorrelation analysis showed
the resultant resolutions were strongly affected by the Gaussian kernel size, possi-
bly because decorrelation analysis is apt to mistake sparsely isolated localizations
for a real biological structure with the spatial frequency defined by the Gaussian
kernel size. Therefore the resolution estimation using such analysis is unreliable.

An alternative and straightforward metric to evaluate the resolution is the
FWHM of the reconstructed microtubules. Localizations are preferentially visu-
alized in the laboratory coordinate to decouple lateral and axial resolution. As
shown in Fig. 4.19a, a representative ROI of 16×10×7 µm3 around the cell cap
is projected on the lateral plane with color-coded depth information.

Figure 4.19: Image resolution assessment. (a) Localizations are projected
on a plane with color-coded depth information. Projections of selected micro-
tubules on axial planes are shown in the zoom-in boxes. Scale bars, 2 µm (main
figure) and 500 nm (zoom-in boxes). (b) Profile plots of selected microtubules,
which are fitted with 1-D Gaussian curves.
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Profiles of two microtubules, whose constituent localizations were convolved
with previously defined Gaussian kernel and projected in lateral and axial planes,
are plotted and fitted with Gaussian lineshapes. As microtubules were indirectly
probed via the fluorophores tagged to the secondary IgG antibodies, which were
linked to the epitopes of microtubules through primary IgG antibodies, the appar-
ent diameter of microtubules is the bare diameter of 24 nm plus linkage error. For
IgG antibodies, the distance from the Fab end to the Fc end typically measures
10.8 nm [158]. Considering all the possible spatial conformations arising from
rotating about binding hinges [159], the average thickness of the fluorophore shell
shielding the microtubule is 10.5 nm [160]. As a result, the apparent diameter of
the strand structure measures 45 nm on average. Assuming plotted profiles are
the stepwise convolutions between the physical structure and localization uncer-
tainty determined Gaussian kernel σloc and predefined Gaussian kernel with σdef

(FWHM = 40 nm), according to associative law of convolution, the localization
uncertainty σloc can be written

σloc =
√
σ2

tot − σ2
def, (4.3)

where σtot can be estimated by deconvolving microtubule profiles. Except for
FWHMxy that yielded an overestimated localization precision possibly owing to
undersampling or the minimized linkage error by chance, FWHMyz in profile1,
FWHMxy and FWHMxz in profile2 gave 70 nm, 54 nm and 85 nm localization
precisions, respectively.

In terms of quasi-isotropic features, the presented results are consistent with
the conclusion drawn from fiducial marker results (Fig. 4.12). However, abso-
lute localization precisions, especially in z direction, are poorer than calibrated
from fiducial markers. It has been proven that mean correction, which was used
for drift correction in z direction, blurred reconstructed structures (Fig. 4.18).
Likewise, the mean correction in z can also account for the large discrepancy
in localization precision. Another possible explanation is the sampling rate as
shown in the zoom-in boxes of Fig. 4.19a was not sufficiently high to yield a
continuous and homogenous structure. In fact, in the middle of the acquisition
for the data presented here, the localization events per volume had dropped by
90% compared to the beginning. Improving the image buffer performance with
respect to stability and oxygen scavenging efficacy could protect single molecules
from photobleaching.

4.3.5 Discussion and conclusion

The superior localization performance of my global fitting algorithm has been
experimentally proven by imaging fluorescent beads and microtubule structures.
In virtue of fiducial marker-guided drift correction and fast acquisition mode, the
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microscope can record at a volume rate of 1 Hz. Given shorter exposure time and
fewer slices per volume, an even higher volume rate can be achieved, which is in
favor of observing fast processes in live cells using SMLM.

Compared to the simulated results, the capacity of the fitter is not fully ex-
ploited as the bottleneck preventing us from obtaining higher resolution is me-
chanical instability-induced jittering and drift correction errors originating from
irregular fluctuations in drift curves. A plausible explanation for this phenomenon
is the local RI density flux induced focal plane fluctuation resulting from kinetic
equilibrating RI against water and βME loss by slowly replenishing water at the
corner of the sample insert. There is a large room for resolution enhancement
such as employing a more stable imaging buffer, improving the airtightness of our
homemade incubator and thoroughly isolating mechanical jittering.
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Chapter 5

Summary and outlook

5.1 Summary

In this thesis, I presented a 3D fluorescence microscope with tailor-made data
analysis software. The versatile microscope features two imaging modalities, i.e.,
SPIM and SMLM.

SPIM mainly aims at observing cells and tissues in large ROIs and long time
spans with a widefield resolution of 380 nm × 380 nm × 730 nm. A fast acqui-
sition mode is developed and characterized, allowing for up to 10 Hz volumetric
acquisition rate, which is useful for capturing transient processes where high tem-
poral resolution is required. Five laser lines and two SLMs in the excitation path
render great flexibility so that users can customize the illumination strategy in
terms of light sheet type, axial resolution, covered FOV, tolerance to background
excitation and photobleaching etc., to meet task-oriented requirements.

With minimal effort, the microscope can be switched to SMLM for super-
resolution imaging. I developed a global segmentation and localization algorithm
particularly suitable for the data obtained using the fast acquisition mode under
light sheet illumination, in which a single emitter can be found in consecutive
slices within the volume. Repetitive fitting of the same emitter is avoided by
fitting 3D emitters in one stroke while the localization precision is promoted to
quasi-isotropic 20 nm with less than 1000 photons per emitter. Thus, fluorophores
once thought to be inapplicable because of low photon counts per on-off switch
event are suitable for the introduced microscope, substantially broadening the
alternative pool for multichannel labeling and the spectrum of biological problems
that can be studied with the microscope.

In the results chapter, I showed two biological applications of my microscope.
For the Wnt signaling topic, intercellular transportation of Wnt vesicles inside a
hollow tube of the filopodia network of live H1703 cells was resolved by virtue
of the high widefield 3D resolution. The active transport velocity was examined.
The cell-to-matter interaction between nanoparticles and live HeLa cells was in-
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vestigated and the uptake kinetics of nanoparticles with critical coating density
revealed the regulation of Tf to reach homeostasis. Spatially inhomogeneous accu-
mulation of nanoparticles within cells implied active transporting and polarizing of
nanoparticles. Proof-of-principle experiments by imaging microtubules in SMLM
modality demonstrated the high capability of my fitter in resolving subcellular
structures.

5.2 Outlook

By the time the thesis is submitted, multiple biological projects based on the
reported microscope are starting to unfold. A systematic investigation into the
uptake rate and the stationary plateau height with a range of Tf coating density
will be carried out. With the aid of the fast acquisition mode and the global local-
ization algorithm, we are able to track the trajectory of individual nanoparticles
throughout their lifetime. The whole 4D cell-nanoparticles interaction map can
then be created. Multi-channel measurements, for instance, the colocalization of
nanoparticles and clathrin coated pit, will help to elucidate the exact pathway
involved in nanoparticles endocytosis [161]. Other planned biological projects are
examining the affinity of Wnt and its chaperon Evi using light sheet imaging flu-
orescence correlation spectroscopy [162] and studying the roles of caveolae and
dysferlin in cell membrane reparation [163, 164].

In addition to biological applications, technical research and development on
the established microscope are ongoing. One of the ongoing projects is the im-
plementation of the segmentation and fitting algorithms to the controlling soft-
ware, which will enable live fitting and visualization in the future. Furthermore,
the real-time fitting feature and piezo-actuated mirrors can automate the routine
alignment work with a click, potentially rendering our equipment accessible to in-
experienced users. To meet requirements imposed by imaging thick samples such
as tissues or entire embryos, adaptive optics [105] will eventually be implemented
in the detection path for sample-induced aberration correction. A deformable mir-
ror with a large dynamic range and a broad operation bandwidth can foreseeably
replace the scanning of the piezo stage of the detection objective lens, consider-
ably improving its mechanical stability. As a result, an enclosed environmental
chamber can be employed to meet the physiological demands of the organisms to
be imaged, rendering hight resolution in vivo studies accessible.



5.2. OUTLOOK 125

Zusammenfassung

In dieser Arbeit habe ich ein 3D-Fluoreszenzmikroskop mit maßgeschneiderter
Datenanalysesoftware vorgestellt. Dabei wurden zwei Bildgebungsmodalitäten
vorgestellt und weiterentwickelt, Single-Plane-Illumination-Microscopy (SPIM) und
Single-Molecule-Localization-Microscopy (SMLM). SPIM zielt haupt-sächlich auf
die Beobachtung von Zellen und Geweben in großen räumlichen und Zeitlichen
Bereichen mit einer räumlichen Auflösung von 380 nm × 380 nm × 730 nm. Es
wurde ein schneller Aufnahmemodus entwickelt und charakterisiert, der eine vol-
umetrische Aufnahmerate von bis zu 10 Hz ermöglicht, was für die Erfassung von
transienten Prozessen nützlich ist, bei denen eine hohe zeitliche Auflösung von
Bedeutung ist. Im Gegensatz dazu dient SMLM der Maximierung der räumlichen
Auflösung durch sequenzielle Detektion einzelner Fluorophore.

Fünf Laserlinien und zwei räumliche Lichtmodulatoren im Anregungspfad bi-
eten eine hohe Flexibilität, so dass der Benutzer die Beleuchtungsstrategie in
Bezug auf den Lichtblatttyp, die axiale Auflösung, den abgedeckten Bildbereich,
die Toleranz gegenüber Hintergrundanregung und Photobleichen an die jeweiligen
Anforderungen anpassen kann. Das Mikroskop kann mit minimalem Aufwand auf
SMLM umgeschaltet werden, um hochauflösende Bilder zu erhalten.

Ich habe einen globalen Segmentierungs- und Lokalisierungsalgorithmus ent-
wickelt, der sich besonders für Daten eignet, bei denen ein einzelner Emitter in
aufeinanderfolgenden Schichten innerhalb des Volumens detektiert wird. Durch
Kenntnis der dreidimensionalen Punktspreizfunktion des Systems lässt sich die
Lokalisierungsgenauigkeit auf quasi-isotrope 20 nm mit weniger als 1000 Photonen
pro Emitter erhöhen. Somit sind Fluorophore, von denen man früher dachte, sie
seien wegen der geringen Photonenausbeute nicht für Einzelmolekülmikroskopie
verwendbar, für das vorgestellte Mikroskop nutzbar. Im Kapitel über die Ergeb-
nisse habe ich zwei Anwendungen aus dem Bereich der Biologie vorgestellt. So
habe ich im Kontext des Wnt-Signalwegs der interzelluläre Transport von Wnt-
Vesikeln in interzellulären Nanotunneln von lebenden Lungenepithelzellen darge-
stellt und die aktive Transportgeschwindigkeit ermittelt. Desweiteren habe ich
die hohe 3D Auflösung des Systems am Zytoskelett von fixierten Epithelzellen
demonstriert.
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Appendix

Cell culture

Two cell lines were used in this thesis, NCI-H1703 cells and HeLa cells, respectively
cultured in 1× 1640 RPMI medium (11835-030, GibcoTM) with 10% qualified
FBS (10270-106, GibcoTM) and 1% sodium pyruvate (S8636, Sigma-Aldrich®) and
in 1× DMEM medium (21063-029, GibcoTM) with 10% FBS. Briefly, cells were
incubated in cell flasks (10062-868, VWR®) in 37 °C and 5% CO2 concentration
milieu and split in an air flow hood twice a week while confluency reached 100%.
The cell splitting protocols are as follows:

• Wash cells using 5 mL pre-heated 1× DPBS without calcium chloride and
magnesium chloride (14190-144, GibcoTM) for two times.

• Aspirate DPBS(-/-) from the flask and apply 250 µL 10× trypsin (59418C,
Sigma-Aldrich®) to cells.

• Gently shake the flask such that cells are fully immersed in trypsin and
incubate at room temperature for 3 min.

• Inject 4 mL cell-culture medium into the cell flask and repeatedly pipette
2 mL medium out of the previously added 4 mL medium against the flask
surface 30-40 times using a 5 mL pipette tip (with large opening) until cells
are monodisperse in medium.

• Take 250 µL mixture to a new flask and add 4.75 mL fresh medium.

• Take out 500 µL mixture and aspirate the remaining liquid out of the flask.
Add the mixture back to the old flask and replenish the flask up to 5 mL
fluid as a backup.

• Gently shake flasks to uniformly seed cells and move them to the incubator.

In case cells are not attaching to the flask 24 h after splitting, residual trypsin
might be the reason. One can sediment cells by centrifuging the cell-medium
mixture in a centrifuge tube after procedure 4 at 10× g for 3 min. Afterward, the
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supernatant has to be carefully aspirated out of the centrifuge tube and re-suspend
cells in 4 mL fresh medium.

Cell freezing and thawing

Cells can be frozen and stored at liquid nitrogen temperature for long times.
Typically, multiple aliquots of one cell line should be kept in stock to allow for
restarting a new cycle of cell culturing upon needed. The cell freezing protocol is
as follows:

• Grow cells in two standard cell flasks. Proceed on to next step by the time
the confluency achieves 70%.

• Mix 0.75 mL dimethyl sulfoxide (D8418, Sigma-Aldrich®) in 8.9 mL cell
culture medium intended for cells to be frozen.

• Add the mixture into 1.1 mL FBS and gently mix them up to get the final
freezing medium with around 10% Dimethyl sulfoxide in volume. Put the
freezing medium on ice.

• Split cells in two flasks in the same way as described in cell culture protocol
steps 1-3.

• Re-suspend detached cells in 5 mL cell culture medium and moderately
pipette.

• Collect cells from two flasks together with cell culture medium in one 15 mL
centrifugation tube and centrifuge for 3 min at 100× g.

• Carefully aspirate supernatant without touching the sedimented cells.

• Re-suspend cells in 6 mL freezing medium, aliquot 4 labeled cryo vials.
Tightly close the lids.

• Put cryo vials in the freezing container and put the container in the -80 °C
freezer overnight. Make sure the 100% isopropyl alcohol in the container
underwent less than 5 times cooling and warming cycles or otherwise refill
isopropanol.

• Move cryo vials in the liquid nitrogen tank.

The protocol for cell thawing is as follows:

• Take out the vial from liquid nitrogen tank and put it on ice when transfer-
ring.

• Fast defrost vial in 37 °C water bath for 2 min.
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• Transfer cells together with freezing medium into 15 mL centrifuge tube and
centrifuge at 300× g or 1780 rpm for 3 min.

• Aspirate supernatant and re-suspend cells in 5 mL corresponding cell culture
medium.

• Incubate cells in flask and change medium 6 h later to remove dead cells.

• Grow at least one generation before using the cells in routine biological
measurement.
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List of Abbreviations

ADU Analog to Digital Unit

AF647 Alexa Fluor 647

BFA Back Focal Aperture

CRLB Cramer-Rao Lower Bound

DAQ Data AcQuisition

FOV Field Of View

FP Fluorescence Protein

FWHM Full Width at Half Maximum

GFP Green Fluorescence Protein

GPU Graphics Processing Unit

GUI Graphic User Interface

HOMO Highest Occupied Molecular Orbital

LCOS Liquid Crystal On Silicon

LUMO Lowest Unoccupied Molecular Orbital

LUT Look-Up Table

MIP Maximum Intensity Projection

MLE Maximum Likelihood Estimation

NA Numerical Aperture

NPs Nano Particles

NP-PC Nano Particle Protein Corona

PALM PhotoActivated Localization Microscopy

PDF Probability Density Function
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132 LIST OF ABBREVIATIONS

PSF Point Spread Function

QY Quantum Yield

RI Refractive Index

ROI Region Of Interest

SBR Signal to Background Ratio

sCMOS scientific Complementary Metal-Oxide Semiconductor

SIM Structured Illumination Microscopy

SLM Spatial Light Modulator

SMLM Single Molecule Localization Microscopy

SNR Signal to Noise Ratio

SPIM Selective Plane Illumination Microscopy

STED STimulated Emission Depletion

STORM STochastic Optical Reconstruction Microscopy

Tf Transferrin

TfR Transferrin Receptors

TNT Tunneling Nano Tube

WBNS Wavelet-based Background and Noise Subtraction
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