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ABSTRACT Post-disaster sector damage data is data that has features or criteria in each case the level
of damage to the post-natural disaster sector data. These criteria data are building conditions, building
structures, building physicals, building functions, and other supporting conditions. Data on the level of
damage to the post-natural disaster sector used in this study amounted to 216 data, each of which has 5 criteria
for damage to the post-natural disaster sector. Then PCA is used to look for labels in each data. The results
of these labels will be used to cluster data based on the value scale of the results of data normalization in
the PCA process. In the data normalization process at PCA, the data is divided into 2 components, namely
PC1 and PC2. Each component has a variance ratio and eigenvalue generated in the PCA process. For PC1
it has a variance ratio of 85.17% and an eigenvalue of 4.28%, while PC2 has a variance ratio of 9.36% and
an eigenvalue of 0.47%. The results of data normalization are then made into a 2-dimensional graph to see
the data visualization of the results of each main component (PC). The result is that there is 3 data cluster
using a value scale based on the PCA results chart. The coordinate value (n) of each cluster is cluster 1
(n<0), cluster 2 (0 ≤n <2), and cluster 3 (n≥2). To test these 3 groups of data, it is necessary to conduct
trials by comparing the original target data, there are two experiments, namely testing the PC1 results based
on the original target data, and the PC2 results based on the original target data. The result is that there are
2 updates, the first is that the distribution of PC1 data is very good when comparing the distribution of data
with PC2 in grouping data, because the eigenvalue of PC1 is greater than that of PC2. While second, the
results of testing the PC1 data with the original target data produce good data grouping, because the original
target data which has a value of 1 (slightly damaged) occupies the coordinates of group 1 (n<0), the original
target data which has a value of 2 (moderately damaged) occupies group 2 coordinates (0 ≤n <2), and for
the original target data the value 3 (heavily damaged) occupies group 3 coordinates (n≥2). Therefore, it can
be concluded that PCA, which so far has been used by many studies as feature reduction, this study uses
PCA for labeling unsupervised data so that it has appropriate data labels for further processing.

INDEX TERMS Post-disaster sector damage, PCA, labels, cluster, unsupervised.

The associate editor coordinating the review of this manuscript and

approving it for publication was Wentao Fan .

I. INTRODUCTION
Natural disasters are a big problem for countries with trop-
ical climates, such as Indonesia [1], [2], [3]. This country
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is in an area flanked by oceans, has many volcanoes, and
large rivers that cause potential natural disasters [1], [4]. The
State of Indonesia has an agency responsible for managing
information on natural disasters in Indonesia, namely Badan
Nasional Penanggulangan Bencana (BNPB) [5]. BNPB dur-
ing 2021 has recorded 3,092 natural disasters [6] including
landslides [7], floods [8], earthquakes [3], [9], tsunamis [10],
and volcanic eruptions [11]. The natural disaster had a signif-
icant impact on damage, besides that the disaster also caused
damage to all sectors including infrastructure [12], settlement
or housing [13], economy or property [14], and local sectors
such as religion, education, and social [15].

Determining the level of damage to the sector after a
natural disaster involves surveyors such as volunteers, village
government, and local community members who have been
assigned by the local government [16], to an area affected
by a natural disaster. The surveyors must have sufficient
provisions in determining the level of damage to the natural
disaster sector, for example, the criteria for determining sec-
tor damage, in their research [17] there are several criteria for
determining the level of damage to the post-natural disaster
sector including the condition of the building, the state of
the building structure, the physical condition of the building,
the function of the building, and other supporting conditions.
Almais et al. apply existing criteria in research [17] and then
combined them with the Decision Support System (DSS)
method to determine the level of damage to the sector after
natural disasters [18]. Results of post-disaster sector damage
levels in research [16], [17], [18], [19] refer to the level of
damage that usually occurs in the field, namely light damage,
moderate damage, and heavy damage.

Scientifically there has been no discussion of the reference
to the type of level of damage to the post-natural disaster sec-
tor, whereas according to government regulations it already
exists but is not in numerical form. So it is necessary to
research how to label data based on the distribution of data
that usually occurs in the field so that the label for the level of
damage to the sector used is appropriate and by the conditions
of the sector in the field. Because the determination of the
label for the level of damage to the sector after a natural
disaster is related to the distribution of aid. To determine the
numerical value of the label for the level of damage to the
post-natural disaster sector, namely light damage, moderate
damage, and heavy damage requires a study that uses data
division that can produce numerical values. One technique
for dividing data to find the numerical value of each label can
use the Principal Component Analysis (PCA) technique.

Data clustering technique to determine labels from the
numerical value results of the PCA technique which uses
216 data on damage to the post-natural disaster sector that
has gone through an analysis process and has a value on
each criterion. Then PCA processes the 216 data to produce
numerical values based on the results of the PCA graphs, the
results of these numerical values are clustered to determine
the type label for the level of damage to the sector after natural

disasters. In geophysics [20] using PCA is to classify seismic
facies by automatically labeling and sizing them so that seis-
mic maps can be grouped and presented neatly and nicely.
According toUddin et al. PCA is a technique for reducing the
dimensions of a data set, increasing interpretability, and min-
imizing the loss of information in data [21]. In addition, using
PCA can reduce image complexity and execution time [22].
PCA in addition to grouping a set of data into a normal data
group, in research [23], [24], [25] uses PCA to fault rate of
an object.

In our research, we apply PCA to label a level of damage
to the post-natural disaster sector using the Python program-
ming language and use post-natural disaster sector damage
data that has already gone through an analysis process.
Python processes post-disaster sector damage data by apply-
ing the PCA process to produce a numeric value that has a
meaning that can produce a labeling of data.

This research offers several contributions as follows:

1. Make labels on unsupervised data sets using PCA.
2. Using PCA canmake a range or distance between certain

values that produce a range of values in a case or object.
3. Label the results of the PCA to scientifically determine

the type of damage to the sector after a natural disaster.

The contents of this article explain the following: background
on using PCA to create labels and the use of PCA in sev-
eral studies in ‘‘Related Work’’. Then ‘‘Method and Data
Preparation’’ explains the steps of PCA and data acquisition.
The ‘‘results and discussion’’, explains the PCA experimental
process using the Python programming language to create
labels for the level of damage to the sector after natural
disasters and validation of the results of labeling data. Finally,
the ‘‘conclusion’’ summarizes the results of the experiment
and opportunities for future research.

II. RELATED WORK
There are several conceptual references to using PCA and
implementing clustering to pre-process data, as shown in
TABLE 1. According to Cao et al. PCA is a good data pre-
processing technique for mapping high-dimensional data to
low-dimensional spaces while maintaining the characteristics
of the data. [26]. Apart from being able to map data, accord-
ing to Ahsan et al. PCA can monitor mixed characteristics
(attributes and variables) in a product with a non-linear rela-
tionship that results in different values for the attributes and
variables in the product [27], [28]. According to Liang et al.
PCA is an unsupervised learning method, practically if there
are many variables and correlations between variables and a
lot of overlapping information then PCA is one way to reduce
redundant information and increase the accuracy of calculat-
ing a data model [29]. In addition, PCA can map and divide
data sets, according to Ueda, PCA can be used to estimate
the particle size and shape characteristics of 3D images using
2D image input. [30]. In their research, Ferreira et al. use
two methods to label data on grass types in agriculture, these
methods Deep Representations and Image Clusters (JULE)
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TABLE 1. Related work for PCA and clustering. and Deep Clustering for Unsupervised Learning of Visual
Features (DeepCluster) [31].

Hafida et al. explained that the clustering technique is a
technique for sharing data that can be used to share questions
for respondents, totaling 364 school students around areas
prone to natural disasters, the eruption of Mount Merapi in
Indonesia [32]. According to Zhang et al. PCA has the disad-
vantage that it takes a long time to extract data that is abun-
dant, non-linear, and dynamic. So PCA requires an additional
probabilistic function to solve the problem [33]. Aidoo et al.
explained that to find out the characteristics of heavy metals
to be able to find out potential information on the soil to
modify PCA to become GWPCA (Geographically Weighted
Principal Component Analysis) [34]. Argota-Perez et al. also
explained that PCA can model changes in data and evaluate
data quantitatively [35].

Previous studies have implemented PCA by using a frame-
work for data reduction, extracting information or data,
dividing data, separating data, grouping data, and mapping
data. However, labeling a complex post-natural disaster sec-
tor damage data set needs to be done so that the data can
be used in the next process and can be used as a refer-
ence in further research. These two things need to be done
because the label for the type of level of damage to the
sector after a natural disaster needs a scientific reference.
Bachriwindi et al.explained to determine the level of damage
to the sector after a natural disaster using labels 1 (slightly
damaged), 2 (moderately damaged), and 3 (severely dam-
aged) [17]. However, this research [17] references the level
of damage to the post-disaster sector using references from
the 2021 BNPB rules [4], scientifically there has been no
research that discusses determining the level of damage to the
sector after natural disasters. Therefore, this research seeks
to create a data label for the type of damage level in the
post-natural disaster sector using PCA and clustering. On the
other hand, we are also trying to make the results of PCA and
clustering labels on the type of level of damage to the sector
after natural disasters that can be used as a reference by future
researchers and the government.

III. PROPOSED METHOD AND DATA PREPARATION
In our method, it explains two sub-chapters, namely the
proposed method and data preparation. The first sub-chapter,
namely the proposed method, explains the steps of PCA.
While the second sub-chapter is data preparation which
explains how to obtain data, variable data, and contents of
data on damage to the post-natural disaster sector.

A. PCA FOR DATA LABELS
PCA is a statistical method that is often used in
high-dimensional data analysis, dimensionality reduction,
noise filtering, and feature selection [20], [36].

According to Deisenroth et al. that PCA can project
the original dataset to a new database with lower dimen-
sions [37]. Projecting data into lower dimensions is a main
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FIGURE 1. Our main architecture of the whole paper.

component (PC), to present as much information as possible
beforehand [38].

Using PCA for clustering data on damage to the sector
after natural disasters, then the clustering results produce
data labels according to the value of the results from PCA.
In Figure 1 it can be seen that after creating a 2D graph of
data from normalized values based on (n) PCA components,
then creating labels from the graph in Figure 1 and creating
a dataFrame from the labels that have been successfully
created. The PCA steps used are as follows:

Step 1: Setting up data.
Using data from surveyors in assessing the level of
damage to the post-disaster sector that occurred in
East Java Province, Indonesia. The data on damage
to buildings or sectors after a natural disaster used is
data that has been analyzed from the surveyor’s data,
which totals 216 data.

Step 2: Normalize the data.
The normalization process is one of the processes to
make data standard so that it is by PCA standards.
According to Susilo et al, the PCA data standard
is that the data used must have the same degree or
value and be balanced for each data [39]. In his

research [40] there are 6 methods for standardiz-
ing data, namely Normalization (NR), Standardscale
(SS), MinMax (MM), MaxAbs (MA), Robust Scale
(RS), and Quantile Transformer (QT). This study
uses the Standard scale (SS) because the type of data
on damage to buildings after natural disasters uses a
standard scale of 1/2/3. The equation of the Standard
scale (SS) uses the following equation (1) [41]:

χstandart = χ − mean (χ)
/
standartdeviation (χ) (1)

The standard deviation uses the equation (2) as
follows [41]:

X̄ =

∑
n
i=1χi

/
n (2)

Symbol X̄ (X bar) describes the average value of the
set X.

Step 3: Determine the variance ratio and eigenvalue
values.
The variance ratio is a measure of the spread of data.
The equation for determining the variance ratio can
use the following equation (3):

s2 =

∑
n
i=1 (χi − χ̄)2

/
(n− 1) (3)

Equation (3) has the understanding that the distribu-
tion of data has a certain size that can determine the
amount of data distribution.
While the eigenvalue is a value that occupies a place
in the eigenvector in the form of a matrix [41].

Step 4: Determine the number of PC.
In his research [42] explained that determining the
number of principal components in PCA is a very
important process because it can affect the level of
accuracy of a data set. Besides that, determining the
right number of main components will get the most
optimal eigenvalues and variance ratios [43].

Step 5: Creating the visualization.
Visualization is a very important thing in repre-
senting a result [44], especially on PCA results.
By using 3-dimensional (3D) graphics to represent a
range of values whose results describe the results in
2-dimensional (2D) images.

Step 6: Create a range of values.
According to Lambers et al. value range can be done
by maximizing the highest value in a data set and
minimizing the loss of information caused by data
reduction [45]. In our research, to create a range of
values using the results from the PC.

Step 7: Clustering data.
Clustering is a learning technique that divides data
into several parts of unsupervised data into several
homogeneous data groups [46], [47]. In our research
for clustering data using PC coordinate point data
based on a predetermined range of values. The results
of clustering data require validation to know the level
of truth.
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Step 8: Result and Validation.

The result is a value that has gone through a certain process,
whereas to know the level of truth of a result it is necessary
to carry out a validation [48], [49]. Validation is a key role
in determining whether the results obtained are by existing
requirements [50]. Following are the steps for validating the
results:

• Visualize 2D and 3D of PCA result data, namely PC1
and PC2 data.

• Visualize 2D of original target data results that have
passed surveyor validation.

• Visualize 2D PC1 results with original target data.
• Visualize 2D PC2 results with original target data.
• Comparing the 2D visualization results from PC1 based
on the original target data with PC2 based on the original
target.

Based on the visualization trial steps, this study validates the
results using a comparison of the PC data clustering data with
the original target data which is correlated to get the smallest
error value.

The steps above can be implemented in a complete com-
putational procedure using the following algorithm:

B. DATA PREPARATION
The data used were 216 data from the analysis of damage to
the post-natural disaster sector in the study. To find out the
details of the data used can be seen in TABLE 2.

The data in TABLE 2 comes from the results of the analysis
of damage data after natural disasters in the province of East
Java which does not yet have a label. The label is the final
result of the level of damage to the sector after a natural
disaster which describes the condition of a sector. TABLE 2
is the head() data or the first 5 data out of 216 data that will
be processed using PCA. The data uses 216 cases that have
5 criteria, namely building conditions, building structures,
building functions, and other support conditions. Each of the
criteria in TABLE 3 has a value of 1/2/3, this value has an
understanding that refers to research [17] which is as shown
in TABLE 3.

IV. RESULT AND DISCUSSION
The results and discussion explain the process of labeling data
with PCA and testing the results with data from experts or
surveyors to prove that PCA can be a wrong technique for
labeling data.

A. DATA STANDARDIZATION
Standardize the data contained in TABLE 2 so that the data
has the same weight when forming a PC. The results from the
PC produce a new value that contains the value from the nor-
malization results that are in the PCA process. Normalization
uses the StandardScaler function which produces values like
Figure 2.
Figure 2 is the result of the normalization process for

post-natural disaster sector damage data whose results will

Algorithm 1 Clustering Using PCA for Labeling Data
Input: Input data using functions

pd.read_csv(’filename.CSV)
Process: •Data normalization using

functions
StandardScaler() and fit_transform()
• Generate variance ratio using
functions
explained_variance_ratio_()
• Generate eigenvalues using
functions
explained_variance()
• Generate PCA components using
functions
PCA()

• Generate data frame resulting
from PCA components using
functions
pd.DataFrame()

• Visualization of normalization
results using

scatterplot()
• Generate labels using branching
(if else) and branching (for)

Output: • The results of combining the
dataFrame

results of the PCA components
with the

results of using labels concat()
•The results of visualization of
• data labeling
results
using PCA with training data
validation results

from surveyors using
scatterplot()

TABLE 2. Data on damage to the sector after natural disasters.

later be used for the process of determining the variance ratio
and eigenvalue values. In the data standardization process,
it produces a value that is different from the original value,
in TABLE 2 it has a value of 1,2,3 for each data but the
normalization results have a value that is smaller than the
original value.
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TABLE 3. Level of damage to buildings after natural disasters.

FIGURE 2. Results of standardization data.

B. VALUE OF VARIANCE RATIO, EIGENVALUE, AND
FACTOR LOADING VARIABLE
Determining the variance ratio and eigenvalue values can use
equation (3) by applying an existing function to the clustering
algorithm using PCA for labeling data by implementing it
in the Python programming language. In this research, the
eigenvalues and variance ratios for each feature are shown in
TABLE 4 which explains the 5 features after being reduced
using PCA and dividing them into 5 main components which
produce the values of the explained variance ratio, the cumu-
lative explained variance ratio, and the factor loading variable
which affects each PC and varies for each feature.

Visually, the variance ratio value for each PC in TABLE 4
there is also in Figure 3, which illustrates the increase in the
variance ratio value for each PC.

C. NUMBER OF PC
To determine the number of PC, look at the eigenvalue and
variance ratio. If you look at TABLE 4, the highest eigenvalue
is found in main component 1 (PC1) with an eigenvalue of
85.16 and a variance ratio of 85.16%. However, the highest
eigenvalue cannot be used as a reference in this study because
the purpose is to label the data, not to determine the most
dominant feature. So in addition to using PC1 which has the
highest eigenvalue we also use principal component 2 (PC2)
which has a lower eigenvalue than PC1 which is 9.35 and the
variance ratio value of PC2 is 94.52%.

The use of PC2 as a comparison to PC1 is to determine the
accuracy of the coordinates between each of these PCs and the
original target data, whereby the results of these coordinates
will produce a form of data labeling. Figure 4 shows the
variance ratio values for PC1 and PC2. Figure 4 explains that
the variance ratio values for PC1 and PC2 form a straight line,
which means that the PC2 data has wider and more widely
distributed data when compared to the data distribution
for PC1.

TABLE 4. Eigen value and variance ratio.

FIGURE 3. Variance ration chart.

D. MAIN COMPONENT VISUALIZATION
Visualizing the main components is a process to find out how
the data is distributed in each PC1 and PC2. The visualization
can be seen in Figure 5.
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FIGURE 4. Graph of PC1 and PC2 variance ration value.

FIGURE 5. 3D and 2D visualization of data distribution on main
components.

Based on Figure 5, explains that the distribution of data
on PC1 and PC2 collects or clusters at the same points. This
means that the points on the lines PC1 and PC2 occupy the
same position, causing the distribution of 216 data to be
invisible but only 10 data to be seen.

E. DATA CLUSTERING PROCESS
Based on Figure 6, we get results that give rise to innovations,
namely the results of the PC1 and PC2 data sharing which
have gone through the PCA process to produce a data distri-
bution that can form a data set that can be labeled based on the
coordinate points of the data distribution. Figure 6 explains
the distribution of the data generated by the coordinate points
of PC1 to PC2.

For the value of the coordinate points of each data distribu-
tion generated by the coordinate points of PC1 to PC2, they
are divided into 3 groups as shown in Figure 7.
Figure 7 illustrates that there are 10 points spread across

3 groups of different coordinate values. TABLE 5 explains the
location of the coordinate points in each group of coordinate
values.

Based on the results of the visualization in Figure 7 and
the elaboration of the coordinate points in TABLE 5, it can be
further detailed that the data is grouped into 3 parts, namely
the green, orange, and red parts. The green part is data that has

FIGURE 6. Distribution of PC1 and PC2 data.

FIGURE 7. Coordinate Points of PC1 and PC2 data distribution.

TABLE 5. Point and coordinate value PC1 PC2.

a coordinate value range less than 0, while the orange color is
data that has a coordinate value range between 0 and 2, and
the red color is data that has a coordinate value range greater
than 2.
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FIGURE 8. Results of Distribution of PC1 and PC2 Data based on original
target data.

F. VALIDATION OF DATA CLUSTERING RESULT
Testing the validation of data clustering results by comparing
the results of the original target data from the 216 data used
with the results of the distribution of data generated using
PCA. The results of the distribution of PCA produce 2 main
components, namely PC1 and PC2. For PC1 and PC2, when
compared with the results of the original target data, the data
distribution is shown in Figure 8.

The data distribution in Figure 8 explains the comparison
of data distribution between PCI and the original data target
and PC2 and the original data target, for the blue coordinates
are the values of PC1 or PC2 while the orange coordinates
are the values of the original data targets. Figure 8 explains
that the PC1 results when compared with the original data
target results produce a very good data distribution because
when the target value is equal to 1 (Slight Damage) it is at
coordinates between 0-(-2) whereas when the target value is
equal to 2 (Moderately Damaged) is at coordinates 0-2 and
when the target value is equal to 3 (Severely Damaged) it is
at the coordinates above equal to 2.

Whereas PC2 data distribution when compared with the
original target data cannot be as good as using PC1 because
PC1 and PC2 have eigenvalues and variance ratios which
cause the data distribution to also be different. Figure 9 shows
a comparison of the results of the distribution of the original
target data with the distribution of the results of PC1 data.

Figure 9 describes a comparison of the original target data
with PCI which results in a data clustering into 3 parts,
namely:
1) Cluster 1: The green color contains target data which has

an original data-target value of 1.0.
2) Cluster 2: The orange color has target data which has an

original data-target value of 2.0.
3) Cluster 3: The green color has target data which has an

original data-target value of 3.0.
To explain the clustering data in Figure 9 it is in TABLE 6.
TABLE 6 explains that the name of the label for the level

of damage is based on the results of the original data target,
that is, if the original data-target value is 1.0 then it is slightly
damaged, if it is 2.0 then it is moderately damaged and if it
is 3.0 then it is heavily damaged. So when the value of the
coordinates of PC1 (n) is in the range of values n < 0 then
the label of PC1 data results is slightly damaged, whereas if

FIGURE 9. Results of PC1 Data clustering based on original data targets.

TABLE 6. PC1 comparison result data label based on original target data.

the coordinate value of PC1 (n) is a range of values 0 ≤ n < 2
then the label of the PC2 data results is moderately damaged,
and for the coordinate values of PC1 (n) the range is the range
value n ≥ 2 then the label data results PC1 is badly damaged.

Based on the experiments that have been carried out, the
results of labeling data using PCA are more efficient when
compared to the research by Troccoli et al. which groups
seismic facies by automatically labeling and measuring them,
because PCA can use unsupervised data, while Troccoli et
al. must use supervised data [20]. To measure the results of
labeling data with PCA, you can look at TABLE 6 which
explains the distribution of the data as follows:

1) When the original data-target value = 1.0, the data is
grouped at the coordinate point (n) with a range of
coordinate values n < 0, then get the data is labeled as
slightly damaged. Because in the original target data a
value of 1 = slightly damaged.

2) Whereas when the original data-target value = 2.0, the
data is grouped at the coordinate point (n) with a range of
coordinate values 0 ≤ n < 2, then get the data is labeled
asmoderately corrupted. Because the original target data
for a value of 2 = moderately damaged.
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3) When the original data-target value = 3.0, the data is
grouped at the coordinate point (n) with a range of
coordinate values n ≥ 2, then get the data is labeled as
heavily corrupted. Because the original target data is
3 = heavily damaged.

V. CONCLUSION
Based on this research, it can be concluded that 2 things,
according to researchers, are novelties, namely making labels
of a data set into good data and easy for machine learning or
deep learning processes to use PCA techniques. In previous
studies, PCA is used to reduce the features of an image or
data that has many features so it doesn’t take long to process
the data further. In addition, PCA has a unique value which is
usually used to determine the number of main components,
this value is the eigenvalue. The highest eigenvalue is the
value attached to the best main component for determining
data labels. This has been proven by this study, that PC1 has
a higher eigenvalue than PC2, namely 85.16, while PC2 has
an eigenvalue of 9.35. In addition, the value of the variance
ratio of PC2 when compared to PC1 has increased by 9.36%,
which means that the greater the variance ratio on each PC,
the distribution of data on each PC becomes random and
wide. Therefore, for labeling data on the level of damage
to the post-disaster sector, PC1 data distribution is used,
so that the data distribution is not random and wide. So that
it can produce clustering data based on the distribution of
the original target data with PC1 data. The result is that
there are 3 clustering data, namely the original target data
which has a value of 1 (slightly damaged) is grouped at the
coordinate point of PC1 (n) with a range of values n < 0, the
original data-target value which has a value of 2 (moderately
damaged) clusters at the coordinate points of PC1 (n) with
a range of values 0 ≤ n < 2 and the original data-target
value of 3 (heavily damaged) is clustered at the coordinate
point PC1 (n) with a range of values n ≥ 2. So that going
forward to label an unsupervised data set can use the Principal
Component Analysis (PCA) technique.
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