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Abstract
We prove new well-posedness results for dispersion-generalized Kadomtsev–
Petviashvili I equations in R2, which family links the classical KP-I equation
with the fifth order KP-I equation. For strong enough dispersion, we show
global well-posedness in L2(R2). To this end, we combine resonance and
transversality considerations with Strichartz estimates and a nonlinear Loomis–
Whitney inequality.Moreover, we prove that for small dispersion, the equations
cannot be solved via Picard iteration. In this case, we use an additional fre-
quency dependent time localization.

Keywords: KP-I equation, nonlinear Loomis–Whitney inequality,
local well-posedness, short-time Fourier restriction norm method

Mathematics Subject Classification numbers: 35Q53, 42B37

1. Introduction and main results

We consider the Cauchy problem for the fractional Kadomtsev–Petviashvili I (fKP-I) equation{
∂tu−Dα

x ∂xu− ∂−1
x ∂2

yu = u∂xu, (t,x,y) ∈ R×R×R,
u(0) = u0 ∈ Hs1,s2(R2),

(1)
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where 2< α < 4, and the operator Dα
x is given by (Dα

x f)
∧(ξ) = |ξ|α f̂(ξ). For 2< α⩽ 5

2 , we
only consider real-valued solutions; for α > 5

2 we also treat complex-valued solutions. Note
that the solution stays real-valued provided that the initial data is real-valued. In this paper, we
consider initial data from anisotropic Sobolev spaces Hs1,s2(R2), which are defined by

Hs1,s2(R2) := {φ ∈ L2(R2) : ‖φ‖Hs1,s2 (R2) <∞},

‖φ‖Hs1,s2 (R2) = ‖φ̂(ξ,η)(1+ |ξ|2)
s1
2 (1+ |η|2)

s2
2 ‖L2ξ,η .

The following quantities are conserved for real-valued solutions:

M(u)(t) =
ˆ
R2

u(x,y)2dxdy, (2)

Eα(u)(t) =
ˆ
R2

(
1
2
|D

α
2
x u|2 +

1
2
|∂−1
x ∂yu|2 +

1
6
u3
)
dxdy. (3)

Hence, the natural energy space is given by

Eα(R2) =
{
φ ∈ L2(R2) : ‖φ‖Eα(R2) := ‖p(ξ,η)φ̂(ξ,η)‖L2ξ,η <∞

}
,

where

p(ξ,η) := 1+ |ξ|α2 +
|η|
|ξ|

.

We prefer to study the solutions in the scale of anisotropic Sobolev spaces. We believe that
adapting the present analysis will yield global well-posedness in the energy space, which is
a smaller space, as well. Here we focus on the much larger anisotropic Sobolev spaces. For
further remarks on the connection between Sobolev spaces and the energy spaces, we refer
to [22].

Moreover, if u solves the problem (1) with initial data φ, then uλ given by

uλ(t,x,y) = λ−αu(λ−(α+1)t,λ−1x,λ−α+2
2 y)

also solves the same with scaled initial data

φλ = λ−αφ(λ−1zx,λ−α+2
2 y). (4)

We have

‖φλ‖Ḣs1,s2 (R2) = λ− 3α
4 +1−s1−(α

2 +1)s2‖φ‖Ḣs1,s2 (R2). (5)

This shows that for α= 4
3 , (1) is L

2-critical. For α> 2, which is considered presently, (1) is
L2-subcritical.

By local well-posedness, we refer to existence, uniqueness, and continuity of the data-to-
solution mapping locally in time.

The range of dispersion considered in this paper starts with the classical KP-I equation{
∂tu−D2

x∂xu− ∂−1
x ∂2

yu = u∂xu, (t,x,y) ∈ R×R×R,
u(0) = u0 ∈ Hs1,s2(R2),

(6)

which has been extensively studied (see [6, 9, 15] and references therein). Ionescu–Kenig–
Tataru [9] proved global well-posedness in the energy space, and Guo et al [6] showed
improved local well-posedness in the anisotropic Sobolev space H1,0(R2). The derivative loss
in case of unfavourable resonance makes the equation quasilinear. This means it is not amen-
able to Picard iteration in standard Sobolev spaces as observed by Molinet–Saut–Tzvetkov
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[15]. In the works [6, 9], short-time Fourier restriction was used to overcome the derivative
loss in the nonlinearity. We refer to the PhD thesis of the second author for an overview of
short-time Fourier restriction [20]. Since short-time Fourier restriction also involves energy
estimates, the results in [6, 9] require real-valued solutions. Likewise, the results we prove for
small dispersion require real-valued initial data:

Theorem 1.1. Let 2< α⩽ 5
2 . Then, (1) is locally well-posed in H

s,0(R2) for s> 5− 2α and
real-valued initial data.

We give a technically more detailed version of the above theorem in section 5.
However, the data-to-solution mapping constructed in the proof of theorem 1.1 is not ana-

lytic. Indeed, we show that for α < 7
3 , the data-to-solution mapping cannot be of class C2.

Previously, Molinet–Saut–Tzvetkov [15] showed that the data-to-solution mapping cannot be
C2 for the KP-I equation (see also [12]). This result was generalized by Linares–Pilod–Saut
[14] for α< 2. It turns out that the argument extends to α < 7

3 :

Theorem 1.2. Let α < 7
3 , (s1,s2) ∈ R2. Then, there exists no T> 0 such that there is a function

space XT ↪→ C([−T,T];Hs1,s2(R2)), in which (1) admits a unique local solution such that the
flow-map for (1) given by

Γt : u0 7→ u(t), t ∈ [−T,T],

is C2-differentiable at zero from Hs1,s2(R2) to Hs1,s2(R2).

The problematic nonlinear interaction is a resonant High×Low-interaction in which a free
solution with high x frequencies interacts with a solution at low x frequencies. With the dis-
persion relation for the fractional KP-I equation given by

ωα(ξ,η) = |ξ|αξ +
η2

ξ
, ξ ∈ R\{0}, η ∈ R, (7)

we find the resonance function to be

Ωα(ξ1,η1, ξ2,η2) = |ξ1 + ξ2|α(ξ1 + ξ2)− |ξ1|αξ1 − |ξ2|αξ2 −
(η1ξ2 − η2ξ1)

2

ξ1ξ2(ξ1 + ξ2)
.

Due to opposite signs of the terms |ξ1 + ξ2|α(ξ1 + ξ2)− |ξ1|αξ1 − |ξ2|αξ2 and (η1ξ2−η2ξ1)
2

ξ1ξ2(ξ1+ξ2)
, the

resonance function can become much smaller than the first term, which we refer to as res-
onant case. However, we shall see that in the resonant case, we can argue that the interac-
tion between the two nonlinear waves and the dual factor with low modulation is strongly
transverse, which we quantify via a nonlinear Loomis–Whitney inequality. This transversality
was already observed in [9], while in the proof in [9] this is not related to nonlinear Loomis–
Whitney.We believe that pointing out the connectionwith nonlinear Loomis–Whitney inequal-
ities makes the proof more systematic.

Nonlinear Loomis–Whitney inequalities were first investigated by Bennett–Carbery–
Wright [3] and quantitative versions suitable for application to partial differential equations
were proved by Bejenaru–Herr–Tataru [1, 2]. These were all local though. We use a global
version to simplify the argument, which is a result of Kinoshita and Schippa [11]. We also
refer to references in [11] for further discussion of nonlinear Loomis–Whitney inequalities.

The crucial ingredient in the resonant case of low modulation is to use the nonlinear
Loomis–Whitney inequality to show a genuinely trilinear estimate, which improves on the
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bilinear estimate. Let fi ∈ L2(R3;R+) denote functions dyadically localized in spatial fre-
quency in the x direction around Ni ∈ 2Z and in modulation Li ∈ 2N0 with N1 ∼ N2 ⩾ N3.
With notations explained below, we have supp( fi)⊆ D̃Ni,Li . Moreover, let Li ⩽ Nα

1 N2. Then,
we show the estimate

ˆ
( f1 ∗ f2) · f3 ≲ N

− 3α
4 + 1

2
1 N

− 1
2

3

3∏
i=1

L
1
2
i ‖ fi ‖L2 .

Clearly, for α⩾ 2 and N3 ≳ 1, this ameliorates the derivative loss. The observation is that for
N3 ≳ N−κ

1 for some κ> 0, this estimate still suffices to overcome the derivative loss, whereas
for N3 ≲ N−κ

1 , the bilinear Strichartz estimate gains additional powers of N−1
1 . The bilinear

Strichartz estimate is another consequence of transversality in case of resonance. It reads for
free solutions in the resonant case with N1 � N2:

‖PN1Uα(t)u0PN2Uα(t)v0‖L2t,x ≲
N

1
2
2

N
α
4
1

‖u0‖L2x‖v0‖L2x

with (Uα(t)f)∧(ξ,η) = ei tωα(ξ,η) f̂(ξ,η).
By combining the nonlinear Loomis–Whitney inequality and the bilinear Strichartz estim-

ate, we note that the fractional KP-I equations are semilinearly well-posed for α > 5
2 . In

this range we solve the equations by applying the contraction mapping principle in suit-
able function spaces. This suggests the choice for frequency dependent time localization
obtained by interpolating between (α,T(N)) = (2,N−1) and (α,T(N)) =

(
5
2+,1

)
, which sug-

gests T(N) = N−(2α−5)−ε. We shall choose ε= ε(α).

Theorem 1.3. Let 5
2 < α < 4. Then, (1) is analytically locally well-posed in Hs,0(R2) for s>

5
4 −

α
2 .

The analyticity of the data-to-solution mapping is a consequence of applying the contrac-
tion mapping principle and the analyticity of the nonlinearity. By conservation of mass and
persistence of regularity, we have the following:

Corollary 1.4. Let s⩾ 0, and 5
2 < α < 4. Then, (1) is globally well-posed in Hs,0(R2) for real-

valued initial data.

We remark that it was well-known that the fifth order KP-I equation{
∂tu−D4

x∂xu− ∂−1
x ∂2

yu = u∂xu, (t,x,y) ∈ R×R×R,
u(0) = u0 ∈ Hs1,s2(R2)

(8)

can be solved via Picard iteration as pointed out by Saut–Tzvetkov [18, 19]. Their result was
improved by Guo et al [5] using short-time Fourier restriction and Yan et al [23] (see also [13]
for an earlier result) recovered the same local well-posedness result without using frequency
dependent time localization.

In the limiting cases of α presently considered, we recover the currently best local well-
posedness results in anisotropic Sobolev spaces. For α ↓ 2 we recover the result from [6] and
for α ↑ 4 we arrive at the result from [23]. We note that there is still a mismatch between
the range of dispersion, for which we can show failure of Picard iteration and for which we
actually use frequency-dependent time localization. It is unclear whether one has to improve
the counterexample or the argument to show semilinear local well-posedness.

Moreover, in the companion paper [8], we consider the dispersion-generalized KP-I
equation (2< α < 4) in three dimensions in non-periodic, periodic, and mixed settings.
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1.1. Organization

In section 2, we introduce the notation and function spaces. For the proof of theorem 1.1, we
use short-time Fourier restriction spaces introduced by Ionescu–Kenig–Tataru [9] and for the
proof of theorem 1.3, we use standard Fourier restriction spaces (see [4]). We also recall linear
Strichartz estimates. In section 3, we show that the data-to-solution mapping fails to be C2

for α < 7/3 as stated in theorem 1.2. In section 4, we quantify the transversality in case of
resonant interaction. This allows for the proof of bilinear Strichartz estimates and a trilinear
estimate based on the nonlinear Loomis–Whitney inequality. In section 5, we prove theorem
1.1 by showing short-time nonlinear estimates and energy estimates in short-time function
spaces. In section 6, we show theorem 1.3. In the appendix, we provide details of the proof of
the trilinear estimate as a consequence of the nonlinear Loomis–Whitney inequality.

2. Notation and function spaces

Weuse a± to denote a ± ε for ε> 0 sufficiently small. Also, we use notationA≲ B forA⩽ CB
with C a harmless constant, which is allowed to change from line to line. Dyadic numbers are
denoted by capital letters N,L, . . . ∈ 2Z.

2.1. Fourier transform

Spatial variables are denoted by (x,y) ∈ R2, and the time variable by t ∈ R. The correspond-
ing Fourier variables are denoted by (ξ,η) ∈ R2 and τ , respectively. We use the following
convention for the space-time Fourier transform:

û(τ,ξ,η) = (Ft,x,yu)(τ,ξ,η) =
ˆ
R3

e−i(tτ+xξ+yη)u(t,x,y)dtdxdy.

We shall also use notation û= Fx,yu for the purely spatial Fourier transform, which should be
clear from context. The Fourier transform is inverted by

u(t,x,y) =
1

(2π)3

ˆ
R3

ei(tτ+xξ+yη)û(τ,ξ,η)dτdξ dη.

2.2. Function spaces

We introduce the short-time Xs,b spaces now and state their properties. The proofs of the forth-
coming results can be found in [9], and we refer to [20, section 2.5] for an overview of the
properties.

Let φ1 ∈ C∞
c (−2,2) be symmetric and decreasing on [0,∞)with φ1(ξ) = 1 for ξ ∈ [−1,1].

For N ∈ 2N, let φN(ξ) = φ1(ξ/N)−φ1(2ξ/N). We have

φ1(ξ)+
∑
N⩾2

φN(ξ)≡ 1.

Let N0 := N∪{0}. We define Littlewood–Paley projections: For f ∈ S ′(Rd) and N ∈ 2N0 , let

(PNf)
∧(ξ,η) = φN(ξ) f̂(ξ,η).

For N ∈ 2N, let

AN =

{
(ξ,η) ∈ R2 :

N
8
⩽ |ξ|⩽ 8N

}
,
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with the obvious modification for A1. Moreover, for N ∈ 2Z, we let

ÃN =

{
(ξ,η) ∈ R2 :

N
8
⩽ |ξ|⩽ 8N

}
.

Additionally, for N ∈ 2N0 , L ∈ 2N, we define

DN,L =

{
(τ,ξ,η) ∈ R×R×R : (ξ,η) ∈ AN,

L
4
⩽ |τ −ωα(ξ,η)|⩽ 4L

}
,

DN,⩽L =
L⋃

L′=1

DN,L′ ,

DN,1 = {(τ,ξ,η) ∈ R×R×R : (ξ,η) ∈ AN, |τ −ωα(ξ,η)|⩽ 2}.

For N ∈ 2Z, L ∈ 2N, we define

D̃N,L =

{
(τ,ξ,η) ∈ R×R×R : (ξ,η) ∈ ÃN,

L
4
⩽ |τ −ωα(ξ,η)|⩽ 4L

}
with the obvious modification for L= 1.

In the following we write for notational convenience, in order to distinguish modulation and
spatial frequencies, ηL(τ) = φL(τ) for L ∈ 2N0 , and η⩽L(τ) =

∑
L ′∈2N0∩[1,L] ηL ′(τ). We let

XN = {f ∈ L2(R×R2) : f is supported in R×AN, ‖ f‖XN <∞},

and

‖ f‖XN =
∑
L∈2N0

L
1
2 ‖ηL(τ −ωα(ξ,η))f‖L2τL2ξ,η .

Note that ∥∥∥ˆ
R
|f(τ,ξ,η)|dτ

∥∥∥
L2ξ,η

≲ ‖ f‖XN ,

and we record the estimate∑
L ′⩾L

L ′ 12
∥∥∥ηL ′(τ −ωα(ξ,η))

ˆ
|f(τ ′, ξ,η)|L ′−1(1+L ′−1|τ − τ ′|)−4dτ ′

∥∥∥
L2τ,ξ,η

+L
1
2

∥∥∥η⩽L(τ −ωα(ξ,η))

ˆ
|f(τ ′, ξ,η)|L−1(1+L−1|τ − τ ′|)−4dτ ′

∥∥∥
L2τ,ξ,η

≲ ‖ f‖XN . (9)

We find for Schwartz functions γ ∈ S(R), M,N ∈ 2N0 , t0 ∈ R, f ∈ XN, the estimate

‖Ft,x,y[γ(M(t− t0))F−1
t,x,y( f)]‖XN ≲γ ‖ f‖XN .

We define

EN = {φ : R2 → R : φ̂ is supported in AN, ‖φ‖EN = ‖φ‖L2 <∞}.

For α ∈ (2,5/2] and dyadic frequency N ∈ 2N0 , we choose the time localization as
N−(5−2α)−ε(α). Next, define

FN = {uN ∈ C(R;EN) :
‖uN‖FN = sup

tN∈R
‖Ft,x,y[uN · η0(N(5−2α)+ε(t− tN))]‖XN <∞}.
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The dependence onα is suppressed.We place the solution into these short-time function spaces
after dyadic frequency localization. For the nonlinearity, we consider correspondingly

NN = {uN ∈ C(R;EN) : ‖uN‖NN = sup
tN∈R

‖(τ −ωα(ξ,η)+ iN(5−2α)+ε)−1

×Ft,x,y[uN · η0(N(5−2α)+ε(t− tN))]‖XN <∞}.

We localize the spaces in time by the usual means: for T ∈ (0,1], let

FN(T) = {uN ∈ C([−T,T];EN) : ‖uN‖FN(T) = inf
ũN=uN in
[−T,T]×R2

‖ũN‖FN <∞},

NN(T) = {uN ∈ C([−T,T];EN) : ‖uN‖NN(T) = inf
ũN=uN in
[−T,T]×R2

‖ũN‖NN <∞}.

Let H∞,0(R2) =
⋂
s⩾0H

s,0(R2). We assemble the spaces Fs,0(T), N s,0(T), and Es,0(T) via
Littlewood–Paley decomposition:

Fs,0(T) = {u ∈ C([−T,T];H∞,0(R2)) : ‖u‖2Fs,0(T) =
∑
N∈2N0

N2s‖PNu‖2FN(T) <∞},

N s,0(T) = {u ∈ C([−T,T];H∞,0(R2)) : ‖u‖2N s,0(T) =
∑
N∈2N0

N2s‖PNu‖2NN(T) <∞},

Es,0(T) = {u ∈ C([−T,T];H∞,0(R2)) :

‖u‖2Es,0(T) =
∑
N∈2N0

N2s sup
t∈[−T,T]

‖PNu(t)‖2EN(T) <∞}.

We state the multiplier properties of admissible time-multiplication. For N ∈ 2N0 , we define
the set SN of N-acceptable time multiplication factors:

SN =

mN : R→ R : ‖mN‖SN =
10∑
j=0

N−((5−2α)+ε)j‖∂jmN‖L∞ <∞

 .

We have, for any s⩾ 0 and T ∈ (0,1]
‖
∑

N∈2N0 mN(t)PN(u)‖Fs,0(T) ≲
(
supN∈2N0 ‖mN‖SN

)
‖u‖Fs,0(T),

‖
∑

N∈2N0 mN(t)PN(u)‖N s,0(T) ≲
(
supN∈2N0 ‖mN‖SN

)
‖u‖N s,0(T),

‖
∑

N∈2N0 mN(t)PN(u)‖Es,0(T) ≲
(
supN∈2N0 ‖mN‖SN

)
‖u‖Es,0(T).

(10)

Next, recall the embedding Fs,0(T) ↪→ C([−T,T];Hs,0) and the linear energy estimate for
short-time Xs,b spaces. The following statements were proved for the KP-I equation in [9] with
the proofs carrying over to the present setting.

Lemma 2.1 (see [9, lemma 3.1]). Let T ∈ (0,1]. If u ∈ Fs,0(T), then

sup
t∈[−T,T]

‖u(t)‖Hs,0 ≲ ‖u‖Fs,0(T). (11)

Lemma 2.2 (see [9, proposition 3.2]). Let T ∈ (0,1], u ∈ C([−T,T];H∞,0) and

∂tu−Dα
x ∂xu− ∂−1

x ∂2
yu= f, (x,y) ∈ R2, t ∈ (−T,T).

Then, the following estimate holds:

‖u‖Fs,0(T) ≲ ‖u‖Es,0(T) + ‖ f‖N s,0(T). (12)
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2.3. Linear Strichartz estimates

We define the linear propagator Uα(t) as a Fourier multiplier acting on functions φ ∈ S(R2)
whose Fourier transform is supported away from the origin

(Uα(t)φ)
∧(ξ,η) = eitωα(ξ,η)φ̂(ξ,η) = eit(|ξ|

αξ+ η2

ξ )φ̂(ξ,η). (13)

Since Uα(t) is a linear isometric mapping on Hs1,s2 , the above extends by density. We state
the linear Strichartz estimates. These enable us to handle the non-resonant interactions.
Furthermore, we observe the smoothing effect pertaining to the higher dispersion for α> 2.
The following Strichartz estimates are due to Hadac [7] for dispersion-generalized KP-II
equations, but it is easy to see that the argument transfers to KP-I equations, as pointed out for
α= 2 by Saut [17].

Theorem 2.3 (Linear Strichartz estimate, see [7, theorem 3.1]). Let α⩾ 2, 2< q⩽∞, and

1
q
+

1
r
=

1
2
, γ :=

(
1− 2

r

)(1
2
− α

4

)
.

Then, we have

‖D−γ
x Uα(t)u0‖Lqt Lrx,y ≲ ‖u0‖L2x,y (14)

with (D−γ
x f)∧(ξ,η) = |ξ|−γ f̂(ξ,η) for γ ∈ R.

We record a second linear Strichartz estimate for low x frequencies whose proof is simpler:

Lemma 2.4 (Strichartz estimates for low frequencies). Let N,K ∈ 2Z, I⊆ R be an inter-
val of length |I| ∼ K, and |ξ| ∼ N for any ξ ∈ I. Suppose that û0(ξ,η) = 0, if ξ /∈ I. Then, the
following estimate holds:

‖Uα(t)u0‖L4t ([0,1];L4x,y(R2)) ≲ K
1
4N

1
8 ‖u0‖L2 . (15)

Proof. We use Bernstein’s inequality in x, Plancherel’s theorem, and Minkowski’s inequality
to find

∥∥∥ˆ ei(xξ+yη+t(ξ |ξ|
α+ η2

ξ ))û0(ξ,η)dξ dη
∥∥∥
L4t ([0,1];L4x,y(R2))

≲ K
1
4

∥∥∥ˆ ei(yη+t
η2

ξ )û0(ξ,η)dη
∥∥∥
L4t ([0,1];L4yL

2
ξ)

≲ K
1
4

(ˆ
I
dξ

∥∥∥ˆ ei(yη+t
η2

ξ )û0(ξ,η)dη
∥∥2
L4t ([0,1];L4y(R)

) 1
2
.

Hence, it suffices to prove

∥∥∥ˆ ei(yη+t
η2

ξ )û0(ξ,η)dη
∥∥∥
L4t ([0,1];L4y(R))

≲ N
1
8 ‖û0(ξ, ·)‖L2η . (16)
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By a change of variables supposing ξ > 0 without loss of generality and Hölder in time, we
find ∥∥∥ˆ ei(yη+t

η2

ξ )û0(ξ,η)dη
∥∥
L4t ([0,1];L4y(R))

≲ N
1
4

∥∥∥ˆ ei(yη+tη
2)û0(ξ,η)dη

∥∥∥
L4t ([0,ξ−1];L4y(R))

≲ N
1
8

∥∥∥ˆ ei(yη+tη
2)û0(ξ,η)dη

∥∥∥
L8t ([0,ξ−1];L4y(R))

≲ N
1
8 ‖û0(ξ, ·)‖L2η .

The ultimate estimate is an application of the L8t L
4
y-Strichartz estimate for the one-dimensional

Schrödinger equation (see [21, section 2.3]).

As a consequence of the transfer principle (see [21, lemma 2.9]), we have the following:

Corollary 2.5. Let u ∈ XN be supported in D̃N,L. Then

‖F−1(u)‖L4t,x,y ≲ [max(1,N)]
1
4−

α
8 L

1
2 ‖u‖L2 . (17)

3. C2 ill-posedness

In this section, we prove that (1) cannot be solved via Picard iteration for α close to 2 as stated
in theorem 1.2. This is a consequence of the derivative nonlinearity in case of resonance.

Recall that the resonance function is given by

Ωα(ξ1, ξ2,η1,η2) = |ξ1 + ξ2|α(ξ1 + ξ2)− |ξ1|αξ1 − |ξ2|αξ2 −
(η1ξ2 − η2ξ1)

2

ξ1ξ2(ξ1 + ξ2)
.

This will quantify the time oscillation in the Duhamel integral. To estimate the size of the
resonance function, we separate Ωα as Ωα =Ω1

α −Ω2
α, where

Ω1
α(ξ1, ξ2,η1,η2) = |ξ1 + ξ2|α(ξ1 + ξ2)− |ξ1|αξ1 − |ξ2|αξ2,

Ω2
α(ξ1, ξ2,η1,η2) =

(η1ξ2 − η2ξ1)
2

ξ1ξ2(ξ1 + ξ2)
.

In the following we denote Hs̄ = Hs1,s2 .

Proof of theorem 1.2. We define the functions φ1 and φ2 via their Fourier transform

φ̂1(ξ1,η1) = γ− 3
2 1D1(ξ1,η1),

φ̂2(ξ2,η2) = γ− 3
2N−s1−(1+α

2 )s21D2(ξ2,η2),
(18)

where Di = D̃i ∪ (−D̃i) and D̃i are defined as follows:

D̃1 := [γ/2,γ]× [−
√
1+α γ2,

√
1+α γ2],

D̃2 := [N,N+ γ]× [
√
1+α N

α+2
2 ,

√
1+α N

α+2
2 + γ2].

(19)
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Here N,γ > 0 are real numbers such that N� 1,γ � 1 and will be chosen later. A simple
computation gives ‖φi‖Hs̄(R2) ∼ 1, i = 1,2. We consider the initial data u0 = φ1 + φ2 and to
disprove that Γt is C2 at the origin, it suffices to show that∥∥∥ˆ t

0
Uα(t− s)∂x(Uα(s)u0Uα(s)u0)ds

∥∥∥
Hs1,s2

→∞

asN→∞. We show the above for the contribution, which comes from the interaction of a high
with a low frequency. This is denoted by u2 below. Here we are using that the Fourier support
is disjoint from the Fourier support of other possible interactions like low-low- or high-high-
interaction. For more details, we refer to the proof of [14, theorem 3.2] for fractional KP-I
equations with weaker dispersion (see also [15] for KP-I). We can write the Fourier transform
of

u2(t) =
ˆ t

0
Uα(t− s)∂x(Uα(s)φ1Uα(s)φ2)ds

as

û2(t, ξ,η) =
cξ eit(|ξ|

αξ+ η2

ξ )

|D1|
1
2 |D2|

1
2Ns1+(1+α

2 )s2

ˆ
(ξ1,η1)∈D1,
(ξ2,η2)∈D2

e−itΩα(ξ1,ξ2,η1,η2) − 1
Ωα(ξ1, ξ2,η1,η2)

dξ1dη1.

We estimate the size of the resonance function as follows.

Lemma 3.1 (Size of the resonance function). Let (ξi,ηi) ∈ Di, i = 1,2, then

|Ω1
α(ξ1, ξ2,η1,η2)| ∼ Nαγ.

Proof. We carry out a case-by-case analysis:

(i) ξ1 > 0, ξ2 > 0: using the mean value theorem,

(ξ1 + ξ2)
α+1 − ξα+1

2 = (α+ 1)ξ1ξ
α
∗ , ξ∗ ∈ (ξ2, ξ2 + ξ1).

This gives

|Ω1
α| ∼ |ξ1((α+ 1)(ξα∗ − ξα1 ))| ∼ Nαγ.

(ii) |ξ1|< |ξ2|, ξ1 > 0, ξ2 < 0: define new variables by ξ
′

2 =−ξ2, ξ
′

2 > 0. We have ξ
′

2 = ξ1 −
(ξ1 − ξ

′

2). Hence,

Ω1
α(ξ1, ξ2,η1,η2) = |ξ1 + ξ2|α(ξ1 + ξ2)− |ξ1|αξ1 − |ξ2|αξ2

=−(ξ
′

2 − ξ1)
α+1 − ξα+1

1 +(ξ
′

2)
α+1

= (ξ
′

2)
α+1 − (ξ

′

2 − ξ1)
α+1 − ξα+1

1 .

This is the same form as obtained in case (i). Hence, we can conclude the same for this
case.

Remark 3.2. The above argument can be used to determine the size of the resonance function
in other cases.
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Proof of theorem 1.2 (ctd). Using Taylor’s theorem, we have

|Ω1
α(ξ1, ξ2,η1,η2)|= Nαγ+O(Nα−1γ2),

and |Ω2
α(ξ1, ξ2,η1,η2)|= Nαγ+O(N

α
2 γ2).

Since Ωα =Ω1
α −Ω2

α, for α> 2, we obtain,

|Ωα(ξ1, ξ2,η1,η2)| ∼ Nα−1γ2.

We choose γ = N−α−1
2 −θ,θ > 0, whichmakes the resonance function small. TheHs̄(R2) norm

of u2(t, ·, ·) is given by

‖u2(t, ·, ·)‖Hs̄(R2) ∼ Nγ
3
2 = N

7
4−

3α
4 − 3θ

2 .

For Γt to be C2, we require

1∼ ‖φ1‖Hs̄(R2)‖φ2‖Hs̄(R2) ≳ N
7
4−

3α
4 − 3θ

2 ,

i.e.α⩾ 7
3 . This completes the proof. □

4. Resonance, transversality, and the nonlinear Loomis–Whitney inequality

In this section, we analyse the resonance function and use it to obtain trilinear estimates via
the nonlinear Loomis–Whitney inequality. Moreover, we employ transversality in the resonant
case to obtain genuinely bilinear estimates. We recall that the dispersion relation for the fKP-I
equation is given by

ωα(ξ,η) = |ξ|αξ +
η2

ξ
.

We also recall that the resonance function is given by

Ωα(ξ1, ξ2,η1,η2) = |ξ1 + ξ2|α(ξ1 + ξ2)− |ξ1|αξ1 − |ξ2|αξ2 −
(η1ξ2 − η2ξ1)

2

ξ1ξ2(ξ1 + ξ2)
.

We say that we are in the resonant case, if

|Ωα| � ||ξ1 + ξ2|α(ξ1 + ξ2)− |ξ1|αξ1 − |ξ2|αξ2|.

Suppose that we have Nmax ∼ |ξ1 + ξ2| ∼ |ξ1|≳ |ξ2| ∼ Nmin, then from the computation done
in lemma 3.1, we get that the right-hand side in the above equation has size Nα

maxNmin. We find
in the resonant case

Nα
maxNmin ∼

∣∣∣ (η1ξ2 − η2ξ1)
2

ξ1ξ2(ξ1 + ξ2)

∣∣∣.
This can be further simplified to

|η1ξ2 − η2ξ1| ∼ N
α
2 +1
max Nmin. (20)

We consider the gradient of the dispersion relation next:

∇ωα(ξ,η) =
(
|ξ|α − η2

ξ2
,
2η
ξ

)
.

Using (20), we have

|∇ωα(ξ1,η1)−∇ωα(ξ2,η2)|≳
∣∣∣η1
ξ1

− η2
ξ2

∣∣∣∼ N
α
2
max. (21)
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The above relation we shall employ to obtain precise multilinear estimates via the nonlinear
Loomis–Whitney inequality and bilinear Strichartz estimates.

4.1. Nonlinear Loomis–Whitney inequality

In this section, we state the setting and prove the trilinear estimate in the resonant case
via the nonlinear Loomis–Whitney inequality from [11]. We recall the assumptions on the
parametrizations.

4.1.1. Assumption. For i = 1,2,3, there exist 0< β ⩽ 1, b> 0, A⩾ 1, Fi ∈ C1,β(Ui), where
Ui denote open and convex sets in R2 and Gi ∈ O(3) such that

(1) The oriented surfaces Si are given by

Si = Gigr(Fi), gr(Fi) = {(x,y,z) ∈ R3| z= Fi(x,y),(x,y) ∈ Ui}.

(2) The unit normal vector field ni on Si satisfies the Hölder condition

sup
σ,σ̃∈Si

|ni(σ)−ni(σ̃)|
|σ− σ̃|β

+
|ni(σ)(σ− σ̃)|
|σ− σ̃|1+β

⩽ b;

(3) The matrix N(σ1,σ2,σ3) = (n1(σ1),n2(σ2),n3(σ3)) satisfies the transversality condition

A−1 ⩽ det N(σ1,σ2,σ3)⩽ 1,

for all (σ1,σ2,σ3) ∈ S1 × S2 × S3.

For ε> 0, by Si(ε) we denote

Si(ε) := Gi{(x,y,z) ∈ Ui ×R : |z−Fi(x,y)|< ε}.

Theorem 4.1 ([11, theorem 4.3]). Let A be dyadic and fi ∈ L2(Si(ε)), i = 1,2. Suppose that
(Si)3i=1 satisfies Assumption 4.1.1. Then, for ε> 0, we find the following estimate to hold:

‖ f1 ∗ f2‖L2(S3(ϵ)) ≲ ε
3
2A

1
2 ‖ f1‖L2(S1(ϵ))‖ f2‖L2(S2(ϵ)), (22)

where the implicit constant is independent of β and b.

In the following, we apply theorem 4.1 in the resonant case to obtain a trilinear estimate:

Lemma 4.2. Let α> 0, and N1,N2,N3 ∈ 2Z be such that N2 ≲ N1 ∼ N3, N1 ≳ 1 and
L1,L2,L3 ∈ 2N0 such that L1,L2,L3 ⩽ Nα

1 N2. Let f,g,h : R×R2 → R+ be L2 functions sup-
ported in D̃N1,⩽L1 , D̃N2,⩽L2 and D̃N3,⩽L3 , respectively. Then∣∣∣ˆ ( f ∗ g) · h

∣∣∣≲ N
− 3α

4 + 1
2

1 N
− 1

2
2 (L1L2L3)

1
2 ‖ f‖L2‖g‖L2‖h‖L2 . (23)

Proof. Taking into account the localization of the functions, for N2 � N1 ∼ N3, we write the
left-hand side of (23) as∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN3,L3

∣∣∣.
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We shall estimate the above in the resonant case, where L1,L2,L3 ⩽ CNα
1 N2. Furthermore, we

can decompose f, g, and h into L1,L2,L3 number of pieces, respectively. This means f =
∑

i fi,
where fi is supported on

ai ⩽ τ −ωα(ξ,η)⩽ ai + 1

for some ai ∈ Z, similarly for g and h. To lighten the notation, we still denote the decomposed
pieces by fN1,L1 , gN2,L2 and hN3,L3 . After a harmless translation, we can suppose that these are
supported in the unit neighbourhood of the characteristic surface. Then it suffices to prove (23)
with Li, i = 1,2,3 replaced by 1 because the sum over the additional decomposition is
handled by the Cauchy–Schwarz inequality. We consider the characteristic surface Si, i = 1,2
given by

Si =

{
(τi, ξi,ηi) ∈ R×R×R : τi = ξi|ξi|α +

η2i
ξi

}
with surface normals (not necessarily of unit length)

ni =
(
(α+ 1)|ξi|α − η2i

ξ2i
,
2ηi
ξi

,1
)
.

A lengthy, but straight-forward computation for which details are provided in the appendix
yields

B= |det(n1,n2,n3)| ∼ N
3α
2 −1
1 N2.

Wemake an additional inhomogeneous decomposition in the η-support with |ηi|≲ Ni or |ηi| ∼
Ki ∈ 2Z for Ki ≳ Ni:ˆ

( fN1,L1 ∗ gN2,L2)hN3,L3 ⩽
∑
Ki⩾Ni

ˆ
( fN1,K1,L1 ∗ gN2,K2,L2)hN3,K3,L3 .

Let K∗ = K∗
1 ⩾ K∗

2 ⩾ K∗
3 denote a decreasing rearrangement of K1, K2, K3. By convolution

constraint, we have∑
Ki⩾Ni

ˆ
( fN1,K1,L1 ∗ gN2,K2,L2)hN3,K3,L3 =

∑
K∗
1 ∼K∗

2 ≳K∗
3

ˆ
( fN1,K1,L1 ∗ gN2,K2,L2)hN3,K3,L3 .

Let e.g. K∗
1 = K1, K∗

2 = K2. The argument below works likewise for K∗
1 = K1 and K∗

2 = K3.
We summarize the contribution K∗

3 ⩽ K∗
1 by carrying out the sum:∑

K∗
3 ⩽K∗

1 ∼K∗
2 ,

(K∗
1 ,K

∗
2 )=(K1,K2)

ˆ
( fN1,K1,L1 ∗ gN2,K2,L2)hN3,K3,L3

=
∑
K1∼K2

ˆ
( fN1,K1,L1 ∗ gN2,K2,L2)hN3,≲K1,L3 .

Now, it suffices to prove∑
K1∼K2

∣∣∣ˆ ( fN1,K1,L1 ∗ gN2,K2,L2)hN3,≲K1,L3

∣∣∣
≲

∑
K1∼K2≳N1

C(N1,N2,N3)‖ fN1,K1,L1‖L2‖gN2,K2,L2‖L2‖hN3,≲K1,L3‖L2 (24)
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because the sum over K1 ∼ K2 is estimated by the Cauchy–Schwarz inequality. Henceforth,
we suppose that |(ξi,ηi)| ∼ Ki. We define to normalize the surface normals to unit length

ξ′i =
ξi
K∗ , η′i =

ηi
(K∗)

α
2 +1 , τ ′i =

τi
(K∗)α+1

.

Let B ′ = det(n ′
1,n

′
2,n

′
3), where n

′
i , i = 1,2,3 are computed for the normalized variables. For

these we have |n ′
i | ∼ 1. By rescaling, we find for A as in theorem 4.1

A−1 =
B

(K∗)
3α
2

= B′.

To ease the notation, we denote the decomposed functions in (24) by f, g and h and define

a′(τ,ξ,η) = a((K∗)α+1τ,K∗ξ,(K∗)
α
2 +1η), a ∈ {f,g,h}.

Then f,g,h are supported in a ε= (K∗)−(α+1) neighbourhood of the characteristic surface.
Using theorem 4.1, we obtain∣∣∣ˆ ( f ∗ g) · h

∣∣∣= (K∗)2(
3α
2 +3)

∣∣∣ˆ ( f ′ ∗ g ′) · h ′
∣∣∣

≲ (K∗)2(
3α
2 +3)B ′− 1

2 (K∗)−
3
2 (α+1)‖ f ′‖L2‖g ′‖L2‖h ′‖L2

≲ (K∗)2(
3α
2 +3)B ′− 1

2 (K∗)−
3
2 (α+1)(K∗)−

3
2 (

3α
2 +3)‖ f‖L2‖g‖L2‖h‖L2

≲ N
− 3α

4 + 1
2

1 N
− 1

2
2 ‖ f‖L2‖g‖L2‖h‖L2 .

(25)

This suffices to establish (23) by the almost orthogonality argued above. The proof is complete.

4.2. Bilinear Strichartz estimates

We employ transversality in the resonant case to derive bilinear estimates.We first note a trivial
result.

Lemma 4.3. Let I,J be intervals and f : J→ R be a smooth function. Then,

|{x : f(x) ∈ I}|⩽ |I|
infy |f′(y)|

.

Proof. The estimate is a consequence of the mean value theorem. Let x1,x2 ∈ J be such that
f(x1), f(x2) ∈ I. Then, for ξ ∈ (x1,x2),

|x1 − x2|=
|f(x1)− f(x2)|

|f′(ξ)|
⩽ |I|

infy |f′(y)|
.

Proposition 4.4. Let α> 0, suppose that u,v ∈ L2(R×R2) have their Fourier supports in
D̃N1,L1 and D̃N2,L2 , respectively, and that for (τ1, ξ1,η1) ∈ supp(û) and (τ2, ξ2,η2) ∈ supp(v̂),
the resonance condition holds. Then,

‖uv‖L2t,x,y ≲ (L1L2)
1
2
min(N1,N2)

1
2

max(N1,N2)
α
4
‖u‖L2‖v‖L2 . (26)
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Proof. Let L̄=max(L1,L2), L=min(L1,L2). Using Plancherel’s identity and Cauchy–
Schwarz inequality, we have

‖uv‖L2 =
∥∥∥ˆ

R×R2

û(τ1, ξ1,η1)v̂(τ − τ1, ξ− ξ1,η− η1)dτ1dξ1dη1
∥∥∥
L2τ,ξ,η

≲ L
1
2 |E(ξ,η)| 12 ‖u‖L2‖v‖L2 ,

(27)

where the set E is given by

E(ξ,η) := {(ξ1,η1) ∈ ÃN1 : |τ −ωα(ξ1,η1)−ωα(ξ− ξ1,η− η1)|≲ L̄,

(ξ− ξ1,η− η1) ∈ ÃN2}.

Themeasure of this set can be estimated by Fubini’s theorem. From (21), lemma 4.3 and almost
orthogonality, we have

|E(ξ,η)|=
∣∣∣ˆ dξ1

ˆ
dη11E(ξ,η)(ξ1,η1)

∣∣∣≲min(N1,N2)
L̄

max(N1,N2)
α
2
.

Substituting this in (27), we obtain

‖uv‖L2 ≲ (L1L2)
1
2
min(N1,N2)

1
2

max(N1,N2)
α
4
‖u‖L2‖v‖L2 .

Remark 4.5. The estimate (26) remains true if we replace the functions on the left-hand side
of (26) by their complex conjugates.

The next lemma allows us to handle the non-resonant case when the smallest frequency has
size ≲ 1.

Lemma 4.6. Let α> 0, N1,N2,N3 ∈ 2Z be such that N1 � N2 ∼ N3, and L1,L2,L3 ∈ 2N0 . If
fi : R3 → R+, i = 1,2,3 have their Fourier supports in D̃Ni,Li , and max(L1,L2,L3)≳ N1Nα

2 ,
we have ˆ

R3

( f1 ∗ f2) · f3 ≲
(L1L2L3)1/2

max(L1,L2,L3)1/4
N
−α

2
2 N

1
4
1 ‖ f1‖L2‖ f2‖L2‖ f3‖L2 . (28)

Proof. The proof is a generalization of the proof of [6, lemma 3.1] to the case α> 2. We
provide the details for the sake of completeness. Define

f#i (τ,ξ,η) := fi(τ +ωα(ξ,η), ξ,η), i = 1,2,3.

Then, for i = 1,2,3, ‖ f#i ‖L2 = ‖ fi‖L2 and f#i are functions supported in {(τi, ξi,ηi) : |τi| ∼
Li,(ξ,η) ∈ ANi}. The left-hand side of (28) can be bounded byˆ

R6

f#1 (τ1, ξ1,η1)f
#
2 (τ2, ξ2,η2)

× f#3 (τ1 + τ2 −Ωα(ξ1, ξ2,η1,η2), ξ1 + ξ2,η1 + η2)
2∏

i=1

dτi dξi dηi.

4356



Nonlinearity 36 (2023) 4342 A Sanwal and R Schippa

By using Cauchy–Schwarz inequality, it is sufficient to prove

ˆ
R4

g1(ξ1,η1)g2(ξ2,η2)g(−Ωα(ξ1, ξ2,η1,η2), ξ1 + ξ2,η1 + η2)dξ1dξ2dη1dη2

≲ L
1
4
maxN

−α
2

2 N
1
4
1 ‖g1‖L2‖g2‖L2‖g‖L2 , (29)

where gi : R2 → R+ are L2 functions supported in ÃNi , i = 1,2 and g : R3 → R+ is an L2 func-
tion supported in [−Lmax,Lmax]× ÃN3 . After a change of variables,

ξ2 → ξ2 − ξ1, η2 → η2 − η1,

and using the Cauchy–Schwarz inequality, we find that the left-hand side of (29) is dominated
by

ˆ
R4

g1(ξ1,η1)g2(ξ2 − ξ1,η2 − η1)g(−Ωα(ξ1, ξ2 − ξ1,η1,η2 − η1), ξ2,η2)
2∏

i=1

dξi dηi

≲
ˆ
R2

(ˆ
R2

|g1(ξ1,η1)g2(ξ2 − ξ1,η2 − η1)|2dξ1dη1
) 1

2

×
(ˆ

R2

|g(−Ωα(ξ1, ξ2 − ξ1,η1,η2 − η1), ξ2,η2)|2dξ1dη1
) 1

2
dξ2dη2.

Define

β1(η1) =−Ωα(ξ1, ξ2 − ξ1,η1,η2 − η1)

= |ξ2 − ξ1|α(ξ2 − ξ1)− |ξ2|αξ2 + |ξ1|αξ1 +
(η1ξ2 − η2ξ1)

2

ξ1ξ2(ξ2 − ξ1)
,

β2(ξ1) =−(|ξ2 − ξ1|α(ξ2 − ξ1)− |ξ2|αξ2 + |ξ1|αξ1).

We have |β1|≲ Lmax, |β2|≲ Lmax, |β2|≲ Nα
2 N1 and using

β1 +β2 =
(η1ξ2 − η2ξ1)

2

ξ1ξ2(ξ2 − ξ1)
,

we have

dξ1dη1 =
ξ

1
2
1 (ξ2 − ξ1)

1
2

2(α+ 1)(β1 +β2)
1
2 ξ

1
2
2 [(ξ2 − ξ1)α − ξα1 ]

dβ1dβ2.

Using |ξ2| ∼ |ξ2 − ξ1| and Fubini, we get

(ˆ
R2

|g(Ωα(ξ1, ξ2 − ξ1,η1,η2 − η1), ξ2,η2)|2dξ1dη1
) 1

2 ≲ N
1
4
1 L

1
4
max

N
α
2
2

‖g(·, ξ2,η2)‖L2 .

This completes the proof.
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5. Quasilinear well-posedness

This section is devoted to the proof of the theorem below, which yields theorem 1.1.

Theorem 5.1. Let α ∈ (2, 52 ], u0 ∈ H
∞,0(R2), and s> 5− 2α. Then, there exists continuous

T= T(‖u0‖Hs,0(R2))> 0 such that there is a unique solution

u= S∞T (u0) ∈ C([−T,T];H∞,0(R2)) (30)

of (1). In addition for s ′ ⩾ s

sup
|t|⩽T

‖S∞T (u0)(t)‖Hs′,0(R2) ≲ C(T,s′,‖u0‖Hs′,0(R2)).

Moreover, the mapping given by (30) extends uniquely to a continuous mapping

Ss
′

T : Hs′,0(R2)→ C([−T,T];Hs′,0(R2)).

Existence of local-in-time solutions for initial data in H2,0 to the KP-I equation was proved
byMolinet–Saut–Tzvetkov [16]. The proof is a non-trivial variant of the energymethod, which
relies on commutator estimates. Also, persistence of regularity is discussed in [16]. These
arguments transpire to the fKP-I case and show the existence of a mapping S∞T .

5.1. Short-time bilinear estimates

In this subsection, we prove short-time bilinear estimates which we need to control the non-
linearity.

Proposition 5.2. Let 2< α⩽ 5
2 , T ∈ (0,1]. There is ε= ε(α) such that for the time local-

ization T(N) = N−(5−2α)−ε, such that for s ′ ⩾ 0, and u,v ∈ Fs ′,0(T), the following estimate
holds:

‖∂x(uv)‖N s ′,0(T) ≲ ‖u‖F0,0(T)‖v‖Fs ′,0(T) + ‖v‖F0,0(T)‖u‖Fs ′,0(T). (31)

Remark 5.3. As a particular case of the above proposition, we obtain

‖∂x(uv)‖N 0,0(T) ≲ ‖u‖F0,0(T)‖v‖F0,0(T).

Proposition 5.2 will be proved by means of dyadic estimates which we prove in the fol-
lowing. We first consider the High×Low→ High interaction. In this case, we can choose the
time localization T(N) = N−(5−2α)−ε for any ε> 0 to prove a favourable estimate.

Lemma 5.4. Let ε> 0 and the time localization be given by T(N) = N−(5−2α)−ε. Let
N1,N2,N ∈ 2N0 be such that N2 � N1 ∼ N and uN1 ∈ FN1 , vN2 ∈ FN2 . Then, the following estim-
ate holds for some c(ε)> 0:

‖PN(∂x(uN1vN2))‖NN ≲ N−c(ε)
1 ‖uN1‖FN1‖vN2‖FN2 . (32)

Proof. Using the definition of the NN norm, we can bound the left-hand side of (32) by

sup
tN∈R

‖(τ −ωα(ξ,η)+ iN(5−2α)+ε)−1N1AN(ξ)F [uN1 · η0(N(5−2α)+ε(t− tN))]

∗F [vN2 · η0(N(5−2α)+ε(t− tN))]‖XN .

Let

fN1 := F [uN1 · η0(N(5−2α)+ε(t− tN))] and gN2 := F [vN2 · η0(N(5−2α)+ε(t− tN))].
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Using the properties (9) and (10), it suffices to prove that if L1,L2 ⩾ N(5−2α)+ε and

fN1,L1 ,gN2,L2 : R×R2 → R+

are functions supported in DN1,L1 and DN2,L2 and for Li = N(5−2α)+ε in DNi,⩽Li , respectively,
then

N
∑

L⩾N(5−2α)+ε

L−
1
2 ‖1DN,⩽L( fN1,L1 ∗ gN2,L2)‖L2 ≲ N−c(ε)

1 L
1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 . (33)

We also note that by duality, it suffices to prove:∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L
∣∣∣≲ N−1−c(ε)

1 L
1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 L

1
2−‖hN,L‖L2 , (34)

where hN,L is supported in DN,L.
Let Lmax =max(L1,L2,L). In case N2 = 1, we make an additional dyadic decomposition in

the low frequencies. Now we abuse notation, and let N2 ∈ 2Z denote the dyadic frequency. We
consider two cases:

• Lmax ⩽ N2Nα
1 : For the case N2 ≳ N

(3− 3α
2 )+ε2

1 , using the estimate (23), the left-hand side
of (34) can be bounded by

N
− 3

4α+
1
2

1 N
− 1

2
2 L

1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2L

1
2 ‖hN,L‖L2

≲ N−1−ε2/2
1 L

1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2L

1
2 ‖hN,L‖L2 .

To decrease the power of L by ε3, we use that L⩽ Nα+1
1 , which yields

≲ N−1−ε2/2+(α+1)ε3
1 L

1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2L

1
2−ε3‖hN,L‖L2 .

This is acceptable choosing ε3 = ε3(ε2).

In the case N2 ≲ N
(3− 3α

2 )+ε2
1 , using the bilinear Strichartz estimate (26), we have

LHS of (33)≲ NN(α− 5
2 )−

ε
2
N

1
2
2

N
α
4
1

L
1
2
1 ‖ fN1,L1‖L2L

1
2
2 ‖gN2,L2‖L2 .

We obtain

LHS of (33)≲ N
ε2
2 − ε

2 L
1
2
1 ‖ fN1,L1‖L2L

1
2
2 ‖gN2,L2‖L2 ,

which is acceptable for N2 ≳ 1 choosing ε2 < ε. If N2 ≲ 1, we interpolate with the estimate
(note that the power of N2 is positive, whereas the power of N is negative)

LHS of (33)≲ N
1
2
2N

3α
4 − 3

2−
ε
2 L

1
2
1 ‖ fN1,L1‖L2L

1
2
2 ‖gN2,L2‖L2 .

to find

LHS of (33)≲ Nc1(ε)2 N−c2(ε)
1 L

1
2
1 ‖ fN1,L1‖L2L

1
2
2 ‖gN2,L2‖L2
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for c1,c2 > 0, which is acceptable forN2 ≲ 1 because the additional factorNc1(ε)2 can be used
to carry out the summation in N2.

• Lmax ⩾ Nα
1 N2: In the case N2 ≳ 1, we assume that L⩾ Nα

1 N2 (other cases give improved
estimates). We use (17) as follows:

LHS of (33)≲ NN
−α

2
1 N

− 1
2

2 ‖F−1( fN1,L1)‖L4‖F−1(gN2,L2)‖L4

≲ NN
2−α
8

1 N
2−α
8

2 N
−α

2
1 N

− 1
2

2 L
1
2
1 ‖ fN1,L1‖L2L

1
2
2 ‖gN2,L2‖L2

= N
5
4−

5α
8

1 N
− 1

4−
α
8

2 L
1
2
1 ‖ fN1,L1‖L2L

1
2
2 ‖gN2,L2‖L2 .

In case N2 ≲ 1, we assume Lmax = L (the other cases are similar). We use the estimate (28):

∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L
∣∣∣

≲ N
1
4
2N

−α
2

1 (L1L2)
1
2 L

1
4 ‖ fN1,L2‖L2‖gN2,L2‖L2‖hN,L‖L2

≲ N
1
4
2N

−α
2

1 N
− 1

4+

2 N
−α

4 +

1 L
1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 L

1
2−‖hN,L‖L2

≲ N
− 3α

4 +

1 N0+
2 L

1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 L

1
2−‖hN,L‖L2 ,

which is sufficient to obtain (32) after summing up.

Next, we consider theHigh×High→ Low interaction. In this case we have to increase time
localization to match the localization of the input frequencies. This will give a constraint on ε
because the larger ε becomes, the more we lose when adding time localization.

Lemma 5.5. For any α ∈ (2, 52 ] there is ε(α)> 0 such that for the time localization T=

T(N) = N−(5−2α)−ε we have the following: Let N1,N2,N ∈ 2N0 be such that N1 ⩾ 210, N�
N1 ∼ N2, and uN1 ∈ FN1 ,vN2 ∈ FN2 . Then, the following estimate holds for some c(ε)> 0:

‖PN(∂x(uN1vN2))‖NN ≲ N−c(ε)
1 ‖uN1‖FN1‖vN2‖FN2 . (35)

Proof. Let γ : R→ [0,1] be a smooth function supported in [−1,1] such that∑
n∈Z

γ2(t− n)≡ 1, t ∈ R.

We need to further localize the nonlinearity to intervals of size N(2α−5)−
1 . Moreover, we carry

out an additional decomposition in case N= 1 into very low frequencies. By abuse of notation,
let now N ∈ 2Z and N+ =max(N,1). Using the definition of the NN norm, the left-hand side
of (35) is dominated by

sup
tN∈R

∥∥(τ −ωα(ξ,η)+ iN(5−2α)+ε
+ )−1N1ÃN(ξ,η)∑

|m|≲(
N1
N+

)(5−2α)+ε

F [uN1 · η0(N
(5−2α)+ε
+ (t− tN))γ(N

(5−2α)+ε
1 (t− tN)−m)]

∗F [vN2 · η0(N
(5−2α)+ε
+ (t− tN))γ(N

(5−2α)+ε
1 (t− tN)−m)]

∥∥
XN
. (36)
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Hence, it suffices to prove that if fN1,L1 ,gN2,L2 : R×R2 → R+ are functions supported inDN1,L1
and DN2,L2 , respectively, then

N
( N1

N+

)(5−2α)+ε ∑
L⩾N(5−2α)+ε

+

L−
1
2 ‖1DN,L( fN1,L1 ∗ gN2,L2)‖L2

≲ N−c1(ε)
1 [min(N,1)]c2(ε)L

1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 . (37)

By duality, it suffices to show:

N
( N1

N+

)(5−2α)+ε∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L
∣∣∣≲ N−c1(ε)

1 [min(N,1)]c2(ε) (L1L2L
1−)

1
2

‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 , (38)

where hN,L is supported in D̃N,L. For Lmax =max(L,L1,L2), we again consider two cases:

• Lmax ⩽ Nα
1 N: We consider two subcases:

∗ N≲ N
3− 3α

2
1 : Note that since α> 2, we have N� 1. We assume Lmax = L2 (if Lmax = L,

we obtain the same estimate without using the dual term). Using the bilinear Strichartz
estimate (26), we find ε2, ε3 > 0 for any ε> 0 such that∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L

∣∣∣
≲ N

1
2

N
α
4
1

(LL1)
1
2 ‖ fN1,L1‖L2‖hN,L‖L2‖gN2,L2‖L2

≲ N
1
2N

3α
4 − 5

2−ε2
1 (L1L2L

1−ε3)
1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .

This gives

NN(5−2α)+ε
1

∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L
∣∣∣

≲ N
3
2N

5
2−

5α
4 −ε2+ε

1 (L1L2L
1−ε3)

1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 ,

which is sufficient since α> 2, which leads to a negative power of N1 and summation over
N is possible because N� 1.

∗ N≳ N
3− 3α

2
1 : For N≲ 1, we use (23) to bound (38) to obtain

NN(5−2α+ε)
1 N

− 3α
4 + 1

2
1 N− 1

2 (L1L2L)
1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2

≲ N
1
2N

11
2 −

11α
4 +ε

1 (L1L2L)
1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2

≲ N
1
2N

11
2 −

11α
4 +ε+(α+1)ε3

1 (L1L2L
1−ε3)

1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .

This is acceptable if we choose 0< ε < 11α
4 − 11

2 and ε3 = ε3(ε).
• If N≳ 1, we use (23) to bound the left-hand side of (38) by
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N

(
N1

N

)(5−2α)+ε

N
− 3α

4 + 1
2

1 N− 1
2 (L1L2L)

1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2

≲ N(2α−4−ε)N
11
2 −

11α
4 +ε

1 (L1L2L)
1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2

≲ N
3
2−

3α
4

1 (L1L2L
1−ε3)

1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2

≲ N
3
2−

3α
4 +(α+1)ε3

1 (L1L2L
1−ε3)

1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .

The above is sufficient for α> 2 by choosing ε3 small enough.

• Lmax ⩾ Nα
1 N: First, we consider the case N≳ 1.

If L⩾ Nα
1 N, we can apply two linear Strichartz estimates to find for the left-hand side

of (37):

≲ N(5−2α)+ε
1 N(−4+2α)−ε(Nα

1 N)
− 1

2 ‖F−1( fN1,L1)‖L4‖F−1(gN2,L2)‖L4

≲ N(5−2α)+ε
1 N(−4+2α)−εN− 1

2N
−α

2
1 N

2−α
4

1 L
1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2

≲ N(− 9
2+2α)−εN

( 11
2 −

11α
4 )+ε

1 (L1L2)
1
2 ‖ fN1,L1‖L2 ‖gN2,L2‖L2 .

For − 9
2 + 2α⩽ 0, we have to choose 0< ε < 11α

4 − 11
2 to find

≲ N−εN−c(ε)
1 (L1L2)

1
2 ‖ fN1,L1‖2‖gN2,L2‖2,

which is sufficient. For α > 9
4 , we find

≲ N−εN
(1− 3α

4 )+ε

1 (L1L2)
1
2 ‖ fN1,L1‖2‖gN2,L2‖2

≲ N−εN
− 11

16+ε

1 (L1L2)
1
2 ‖ fN1,L1‖2‖gN2,L2‖2,

which is acceptable for ε < 11
16 .

For L⩽ Nα
1 N, we suppose that Lmax = L2 (note the symmetry between Lmax = L1 and

this case) and bound the left-hand side of (38) by

N

(
N1

N

)(5−2α)+ε ∣∣ˆ ( fN1,L1 ∗ gN2,L2)hN,L
∣∣

≲ N2α−4−εN5−2α+ε
1 ‖F−1( fN1,L1)‖L4‖F−1(hN,L)‖L4‖gN2,L2‖L2

≲ N2α−4−εN
2−α
8 N5−2α+ε

1 N
2−α
8

1 N
−α

2
1 N− 1

2 (L1L2L)
1
2 ‖ fN1,L1‖2‖gN2,L2‖2‖hN,L‖2

≲ N
15α
8 − 17

4 −εN
21
4 −

21α
8 +ε

1 (L1L2L)
1
2 ‖ fN1,L1‖2‖gN2,L2‖2‖hN,L‖2.

For 15α
8 − 17

4 ⩽ 0, this gives

≲ N
21
4 −

21α
8 +ε

1 (L1L2L)
1
2 ‖ fN1,L1‖2‖gN2,L2‖2‖hN,L‖2

≲ N
21
4 −

21α
8 +ε+(α+1)ε3

1 (L1L2L
1−ε3)

1
2 ‖ fN1,L1‖2‖gN2,L2‖2‖hN,L‖2,

which is acceptable if we choose 0< ε < 21α
8 − 21

4 and ε3 = ε3(ε).
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If 15α
8 − 17

4 > 0, which means α > 34
15 , we find

≲ N−εN
1− 6α

8 +ε

1 (L1L2L)
1
2 ‖ fN1,L1‖2‖gN2,L2‖2‖hN,L‖2

≲ N−εN
− 7

10+ε

1 (L1L2L)
1
2 ‖ fN1,L1‖2‖gN2,L2‖2‖hN,L‖2

≲ N−εN
− 7

10+ε+(α+1)ε3
1 (L1L2L

1−ε3)
1
2 ‖ fN1,L1‖2‖gN2,L2‖2‖hN,L‖2.

This is acceptable for ε < 7/10 and choosing ε3 = ε3(ε) small enough.

In case N≲ 1, we use the estimate (28):∣∣∣ˆ ( fN1,L1 ∗ gN2,L2 · hN,L)
∣∣∣≲ N

−α
2

1 N
1
4 L

− 1
4

maxL
1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 L

1
2 ‖hN,L‖L2

≲ N
− 3α

4 +

1 N0+L
1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 L

1
2−‖hN,L‖L2 ,

which is sufficient to prove the required estimate.

The case of three comparable frequencies is treated in the following lemma:

Lemma 5.6. Let ε> 0 and the time localization given by T= T(N) = N−(5−2α)−ε. Let
N1,N2,N ∈ 2N0 be such that N1 ∼ N2 ∼ N� 1. Let uN1 ∈ FN1 , vN2 ∈ FN2 . Then, we have, for
any δ > 0

‖PN(∂x(uN1vN2))‖NN ≲ N
(1− 3α

4 )+δ

1 ‖uN1‖FN1‖vN2‖FN2 . (39)

Proof. Using the same reductions as in the previous lemmata, we require to show

N
∑

L⩾N(5−2α)+

L−
1
2 ‖1DN,L( fN1,L1 ∗ gN2,L2)‖L2 ≲ N

(1− 3α
4 )+

1 L
1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 . (40)

For Lmax as before, we consider:

• Lmax ⩽ Nα+1
1 : We invoke duality and use (23):

∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L
∣∣∣≲ N

− 3α
4

1 (L1L2L)
1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .

• Lmax ⩾ Nα+1
1 : For L⩾ Nα+1

1 , using the L4 Strichartz estimate and the size of L, we have

LHS of (40)≲ NN−α+1
2 N

2−α
8

1 N
2−α
8

2 L
1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2

≲ N
1− 3α

4
1 L

1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 .

For N(5−2α)+ε
1 ⩽ L⩽ Nα+1

1 , we find the above estimate up to Nδ
1 by two L

4 Strichartz estim-
ates involving the dual function and a logarithmic summation loss.
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Finally, we consider the very low frequency case:

Lemma 5.7. Let ε> 0 and the time localization given by T= T(N) = N−(5−2α)−ε. Let
N1,N2,N ∈ 2N0 be such that N1,N2,N≲ 1. Let uN1 ∈ FN1 and vN2 ∈ FN2 . Then, we have

‖PN(∂x(uN1vN2))‖NN ≲ ‖uN1‖FN1‖vN2‖FN2 . (41)

Proof. This estimate is a direct application of (17). Using the definitions of the function
spaces, it is sufficient to prove that for L1,L2 ⩾ 1 and fN1,L1 ,gN2,L2 : R×R2 → R+, suppor-
ted in D̃N1,L1 , D̃N2,L2 , respectively, we have

N
∑
L⩾1

L−
1
2 ‖1D̃N,L

( fN1,L1 ∗ gN2,L2)‖L2 ≲ L
1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 . (42)

Using (17), we have

LHS of (42)≲ NL
1
2
1 ‖ fN1,L1‖L2 L

1
2
2 ‖gN2,L2‖L2 ,

which is sufficient.

Proof of proposition 5.2. Given α ∈ (2, 52 ], we choose ε= ε(α) such that the estimate from
lemma 5.5 is valid. Note that theHigh×High→ Low interaction is the only interaction, which
imposes a constraint on time localization. We decompose the nonlinearity ∂x(uv) as follows:

∂x(uv) =
( ∑
N1≪N2∼N

+
∑

N2≪N1∼N

+
∑

N≪N1∼N2

+
∑

N1∼N2∼N≫1

+
∑

N,N1,N2≲1

)
×PN∂x(PN1u ·PN2v).

Of the first two summands above, it is sufficient to consider the first by making the assumption
that the derivative hits the high frequency. Each of the terms can be then separately handled by
lemmas 5.4–5.7, respectively. We multiply each of the estimates in the lemmata by N2s ′ and
sum up dyadically over the spatial frequencies to obtain the required estimates.

5.2. Energy estimates

Weprove the energy estimates for the solution and the difference of the solutions in this section.
The former is crucial to conclude an a priori estimate for the solutionwhile the latter is required
to prove the continuity of the data-to-solution map.

To begin, we assume that T ∈ (0,1], N1,N2,N3 ∈ 2Z with max(Ni)⩾ 1, ui,∈ FNi(T), i =
1,2,3. Without any loss of generality, we assume that N1 ⩽ N2 ⩽ N3. Let γ : R→ [0,1] denote
a smooth function supported in [−1,1] with the property that∑

n∈Z
γ3(t− n) = 1, t ∈ R.

We fix extensions ũi of ui such that ‖ũi‖FNi ⩽ 2‖ui‖FNi (T). Then, we use the function γ to divide

the time interval to sub-intervals of size N2α−5−ε
3 :
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∣∣∣ˆ
[0,T]×R2

u1u2u3 dxdydt
∣∣∣

≲
∑

|n|⩽CN(5−2α)+ε
3

∣∣∣ˆ
R×R2

(γ(N(5−2α)+ε
3 t− n)1[0,T](t)ũ1)(γ(N

(5−2α)+ε
3 t− n)1[0,T](t)ũ2)

× (γ(N(5−2α)+ε
3 t− n)1[0,T](t)ũ3) dxdydt

∣∣∣
=

∑
|n|⩽CN(5−2α)+ε

3

∣∣∣ˆ
R×R2

(
F((γ(N(5−2α)+ε

3 t− n)1[0,T](t)ũ1))

∗F((γ(. . .)1[0,T](t)ũ2)
)
(ξ,η,τ)F((γ(. . .)1[0,T](t)ũ3))(ξ,η,τ) dξ dηdτ

∣∣∣
=

∑
|n|⩽CN(5−2α)+ε

3

∣∣∣ˆ
R×R2

( f1 ∗ f2) · f3 dξ dηdτ
∣∣∣, (43)

with

fi := F((γ(N(5−2α)+ε
3 t− n)1[0,T](t)ũi)), i = 1,2,3. (44)

In the above summation over n ∈ Z, we consider the two sets:

A= {n ∈ Z, |n|⩽ CN(5−2α)+ε
3 : γ(N(5−2α)+ε

3 t− n)1[0,T](t) = γ(N(5−2α)+ε
3 t− n)},

Ac = {n ∈ Z, |n|⩽ CN(5−2α)+ε
3 : 0 ∈ supp(γ(N(5−2α)+ε

3 · −n))

∨T ∈ supp(γ(N(5−2α)+ε
3 · −n))}.

Since T ∈ (0,1] and γ is supported in [−1,1], we have that |A|≲ N(5−2α)+ε
3 while |Ac|⩽ 4. On

the physical side, the temporal support of fi, i = 1,2,3 is of size ∼ N(2α−5)−ε
3 . We can further

decompose

fi =
∑

Li⩾N(5−2α)+ε
3

fi,Li , (45)

with3

supp( fi,L)⊆

{
D̃Ni,⩽L, L=max{L̃ ∈ 2N0 : L̃⩽ N5−2α+ε

3 },
D̃Ni,L, else.

(46)

In the following computations, we shall assume that we have already made the above reduc-
tion. For n ∈ Ac, we use the following estimate to substitute for (9) (see [9, p 291]),

sup
L⩾1

L
1
2 ‖ηL(τ −ωα(ξ,η)) · f IN‖L2 ≲ ‖ fN‖XN ,

where f IN = F(1I(t)fN · F−1( fN)) for an interval I⊂ R (in our case I is an interval of length

min(1,N(2α−5)−ε
max ). Since in the estimates below, we can spare a small power of Lmax and gain

3 In (45) we abuse notation: Li is a dyadic number, when we write Li = Nκ
3 this refers to the largest dyadic number

smaller than Nκ
3 , as defined in (46).
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a factor N0+
3 compared to N(5−2α)+ε

3 = |A|, we can also handle the contribution of Ac. We shall
focus on n ∈ A in the following.

5.2.1. Energy estimate for the solution. In this section we shall prove energy estimates

‖u‖2Es ′,0(T) ≲ ‖u0‖2Hs ′,0 + ‖u‖Fs,0(T)‖u‖2Fs ′,0(T), (47)

for solutions to (1) for some s ′ ⩾ s⩾ 0with s= s(α). Ifα is large enough, we can reach s ′ = 0.
Also, the time localization will depend on α.

Proposition 5.8. Let 2< α⩽ 5
2 and T ∈ (0,1]. Let 0< ε < 21α

8 − 21
4 .

• 2< α⩽ 24
11 : Then, for the time localization T(N) = N−(5−2α)−ε, s ′ ⩾ s> 6− 11α

4 + ε, and

u ∈ Fs ′,0(T), the estimate (47) holds for smooth solutions u to (1).
• 24

11 < α⩽ 5
2 : Additionally, we suppose ε <

11α
4 − 6. Then, for the time localization T(N) =

N−(5−2α)−ε, s ′ ⩾ s⩾ 0, the estimate (47) holds for smooth solutions u to (1).

Proof. We consider equation (1) on (−T,T)×R2 for Littlewood–Paley pieces PNu.
Multiplying this equation with PNu and integrating, we obtain

sup
tN∈[−T,T]

‖PNu(tN)‖2L2 ⩽ ‖PNu0‖2L2

+ sup
tN∈[−T,T]

∣∣∣ˆ
[0,tN]×R2

PNuPN(u∂xu) dtdxdy
∣∣∣. (48)

After proving suitable bounds for the last term, (47) follows from multiplying (48) with N2s ′

and summation in N.
We consider the integrand:

PNuPN(PN1u ·PN2∂xu).

Using the notation from (43) and (44), we define

f1 = F(γ(N(5−2α)+ε
max t− n)1[0,T](t)PN1u),

f̃2 = F(γ(N(5−2α)+ε
max t− n)1[0,T](t)PN2∂xu),

f3 = F(γ(N(5−2α)+ε
max t− n)1[0,T](t)PNu),

(49)

and consider following cases:

(i) N� N1 ∼ N2,
(ii) N2 � N1 ∼ N,
(iii) N1 � N2 ∼ N,
(iv) N∼ N1 ∼ N2.

As is the case with the bilinear estimates, at first, we have N ∈ 2N0 to take into account the
definition of the function spaces. For N= 1, we carry out an additional dyadic decomposition
into very low frequencies N ∈ 2Z to take advantage of the derivative, which is smoothing for
N� 1. Note that in the estimates proved below, we always have summability for N≲ 1.
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In case (i), the resultant frequency N is low. We divide the time interval of integration into
sub-intervals of size max(N1,N2,N)(2α−5)−ε ∼ N(2α−5)−ε

1 via the technique elucidated above.
With N≲ N1 and Lmax =max(L1,L2,L), we consider the following:

• Lmax ⩽ Nα
1 N: Using notation from (44) and (49), we have

∑
n∈A

∣∣∣ˆ
R×R2

( f1 ∗ f̃2) · f3 dξ dτdη
∣∣∣

≲ NN5−2α+ε
1 sup

n∈A

∑
N5−2α+ε
1 ⩽Li⩽Nα

1 N

∣∣∣ˆ
R×R2

( f1,L1 ∗ f2,L2) · f3,L3dξ dηdτ
∣∣∣, (50)

where

f2 = F(γ(N(5−2α)+ε
1 t− n)1[0,T](t)PN2u)

and we use the notation from (45) for the decomposition in modulation of fi. Using the
nonlinear Loomis–Whitney inequality (23), we obtain that (50) can be bounded by

NN5−2α+ε
1 N

− 3α
4 + 1

2
1 N− 1

2

3∏
i=1

∑
Li⩾N(5−2α)+

1

L
1
2
i ‖ fi,Li‖L2

≲ N
1
2N

11
2 −

11α
4 +ε

1 ‖uN1‖FN1 (T)‖uN2‖FN2 (T)‖uN‖FN(T). (51)

Note that for ε < 21α
8 − 21

4 the exponent of N1 is negative. For N≲ 1, we have easy summa-
tion in N for any s ′ ⩾ s⩾ 0. For 24

11 < α⩽ 5
2 and ε according to the assumptions, we have

≲ N6− 11α
4 +ε‖uN1‖FN1 (T)‖uN2‖FN2 (T)‖uN‖FN(T).

Since 6− 11α
4 + ε < 0, we have easy summation for s ′ ⩾ s⩾ 0 and N≳ 1. For 2< α < 24

11 ,
we estimate with easy summation:

≲ N
6− 11α

4 +ε

1 ‖uN1‖FN1 (T)‖uN2‖FN2 (T)‖uN‖FN(T).

Remark 5.9. We note the bilinear Strichartz estimate (26) gives the same result if N≲ N
3− 3α

2
1 .

• Lmax ⩾ Nα
1 N: We assume that Lmax = L2 (since the estimate below becomes better if Lmax =

L). Using the same notation as in the previous case and the linear Strichartz estimate (17),
we obtain
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∣∣∣ˆ
[0,tN]×R2

PNuPN(PN1u ·PN2∂xu)
∣∣∣

≲ NN5−2α+ε
1

∑
L1,L⩾N(5−2α)+ε

1
L2⩾Nα

1 N

∣∣∣ˆ
R×R2

( f1,L1 ∗ f2,L2) · f3,L3 dτdξ dη
∣∣∣

≲ NN5−2α+ε
1

∑
L1,L⩾N(5−2α)+ε

1
L2⩾Nα

1 N

‖F−1( f1,L1)‖L4‖F−1( f3,L3)‖L4‖ f2,L2‖L2

≲ NN5−2α+ε
1 N

2−α
8 N

2−α
8

1 N
−α

2
1 N− 1

2

3∏
i=1

∑
Li⩾N(5−2α)+ε

1

L
1
2
i ‖ fi,Li‖L2

≲ N
3
4−

α
8 N

21
4 −

21α
8 +ε

1 ‖uN‖FN(T)‖uN1‖FN1 (T)‖uN2‖FN2 (T).

Note that for ε < 21α
8 − 21

4 the exponent of N1 is negative. For N≲ 1, we have easy summa-
tion in N for any s ′ ⩾ s⩾ 0. In the following let N≳ 1. For 24

11 < α < 4 and ε according to
the assumptions, we have

≲ N6− 11α
4 +ε‖uN1‖FN1 (T)‖uN2‖FN2 (T)‖uN‖FN(T).

Since 6− 11α
4 + ε < 0, we have easy summation for s ′ ⩾ s⩾ 0 and N≳ 1. For 2< α < 24

11 ,
we estimate

≲ N
6− 11α

4 +ε

1 ‖uN1‖FN1 (T)‖uN2‖FN2 (T)‖uN‖FN(T)

with easy summation.

Case (ii) can be handled in a similar way as case (i) as the derivative hits the low frequency.
For case (iii), we use a commutator argument, see [9, lemma 6.1] and [10, remark 5.9] to
transfer the derivative to the low frequency. We can then use the same argument as in case (i)
to obtain the required estimate. Case (iv) can be handled similarly.

5.2.2. Energy estimate for the difference equation. Let u1,u2 solve (1) with initial data φ1

and φ2, respectively. The difference of the solutions, v= u1 − u2 satisfies the following:{
∂tv−Dα

x ∂xv− ∂−1
x ∂2

y v = ∂x(v(u1 + u2))/2, (t,x,y) ∈ R×R×R,
v(0) = φ1 −φ2 =: φ.

(52)

Proposition 5.10. Let 2< α⩽ 5
2 , T ∈ (0,1] and u1,u2 be solutions to (1) with initial data

φ1 and φ2, respectively. Then, for 0< ε < 21α
8 − 21

4 , ε
′ > ε, the time localization T(N) =

N−(5−2α)−ε, s⩾ 5− 2α+ ε ′ and v= u1 − u2 a solution to (52), the following estimates hold:
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‖v‖2E0,0(T) ≲ ‖φ‖2L2 + ‖v‖2F0,0(T)(‖u1‖Fs,0(T) + ‖u2‖Fs,0(T)), (53)

‖v‖2Es,0(T) ≲ ‖φ‖2Hs,0 + ‖v‖3Fs,0(T) (54)

+(‖v‖2Fs,0(T)‖u2‖Fs,0(T) + ‖v‖F0,0(T)‖v‖Fs,0(T)‖u2‖F2s,0(T)).

Proof. We use the fundamental theorem of calculus to obtain from (52):

sup
tN∈[−T,T]

‖PNv(tN)‖2L2 ≲ ‖PNφ‖2L2

+ sup
tN∈[−T,T]

∣∣∣ˆ
[0,tN]×R2

PNvPN(∂x(v(u1 + u2))) dxdydt
∣∣∣. (55)

We are required to handle the last term in the above display. For the proof of (53), we treat
the term PNvPN(∂x(vu1)) since the second term, namely PNvPN(∂x(vu2)) can be estimated
similarly. We have

PN(vu1) = PN(P≪Nv · u1)+PN(P≳Nv · u1)
∼ PN(P≪Nv ·PNu1)+PN(P≳Nv ·P≳Nu1).

(56)

Corresponding to the integrand in the last term of (55), we need to consider

PNv · ∂xPN(P≪Nv ·PNu1) = PNv · ∂xP≪Nv ·PNu1 +PNv ·P≪Nv · ∂xPNu1 (57)

and

PNv · ∂xPN(P≳Nv ·P≳Nu1) =
∑

N2∼N1≳N

PNv · ∂xPN(PN1v ·PN2u1). (58)

The first term on the right-hand side of (57) and (58) can be estimated like in proposition 5.8
because the derivative hits the low frequency term. However, for the second term, the derivative
hits the high frequency term and the resulting term is not amenable to an integration by parts
argument to transfer the derivative to the low frequency term. We treat (58) as follows: Fix
extensions of PNv, PN1v and PN2u1 and still denote them by PNv, PN1v and PN2u1 to lighten the
notation. Then, using Parseval’s identity and using the reductions explained before, we have∣∣∣ˆ

[0,tN]×R2

PNv · ∂xPN(PN1v ·PN2u1) dxdydt
∣∣∣

≲ N
∣∣∣ˆ

R×R2

P̂Nv · (P̂N1v ∗ P̂N1u1) dξ dηdτ
∣∣∣

≲ N
∑

|n|⩽CN(5−2α)+ε
1

∣∣∣ˆ
R×R2

( f1 ∗ f2) · f3 dξ dηdτ
∣∣∣,

where, now,

f1 = F(γ(N(5−2α)+ε
1 t− n)1[0,T](t)PN1v),

f2 = F(γ(N(5−2α)+ε
1 t− n)1[0,T](t)PN2u1),

f3 = F(γ(N(5−2α)+ε
1 t− n)1[0,T](t)PNv).
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After summing up in n, we need to control the following term:

NN(5−2α)+ε
1

∣∣∣ˆ
R×R2

( f1 ∗ f2) · f3 dξ dηdτ
∣∣∣, where N≲ N1 ∼ N2. (59)

For the decomposition in modulation for functions fi, i = 1,2,3, we use the notation (45) and
consider the following cases:

• Lmax ⩽ NNα
1 : We further consider two subcases depending on the size of the high and low

x frequencies:
∗ N

1
2 ⩽ N

3
2−

3α
4

1 : After decomposing the functions in modulation, an application of the bilin-
ear Strichartz estimate (26) to a high-low interaction gives

(59)≲ NN(5−2α)+ε
1

∑
Li⩽NNα

1

∣∣∣ˆ
R×R2

( f1,L1 ∗ f2,L2) · f3,L3dξ dηdτ
∣∣∣

≲ NN(5−2α)+ε
1

N
1
2

N
α
4
1

N

(
2α−5

2

)
− ε

2

1

3∏
i=1

∑
Li⩾N(5−2α)+ε

1

L
1
2
i ‖ fi,Li‖L2 .

(60)

If N≳ 1, we find

≲ N
7− 7α

2 + ε
2

1

3∏
i=1

∑
Li⩾N(5−2α)+ε

1

L
1
2
i ‖ fi,Li‖L2 .

This suffices for ε < 7α− 14, which is ensured by hypothesis. For N≲ 1, we interpol-
ate (60) with the estimate in the above display, to find

≲ Nc1N−c2
1

3∏
i=1

∑
Li⩾N(5−2α)+ε

1

L
1
2
i ‖ fi,Li‖L2 ,

which allows for summation in N≲ 1.
∗ N

3
2−

3α
4

1 ⩽ N
1
2 : In this case, an application of (23) gives

(59)≲ NN(5−2α)+ε
1 N

− 3α
4 + 1

2
1 N− 1

2

3∏
i=1

∑
Li⩾N(5−2α)+

1

L
1
2
i ‖ fi,Li‖L2 .

If N≳ 1, we find

≲ N
6− 11α

4 +ε

1

3∏
i=1

∑
Li⩾N(5−2α)+ε

1

L
1
2
i ‖ fi,Li‖L2 ,

which yields (53) for s> 6− 11α
4 + ε. This suffices. If N≲ 1, we have straight-forward

summation if ε < 11α
4 − 11

2 .
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• Lmax ⩾ NNα
1 : For Lmax = L3, using the L4 Strichartz estimate, we obtain

(59)≲ NN(5−2α)+ε
1

∑
L1⩾NNα

1

L2,L3⩾N(5−2α)+ε
1

∣∣∣ˆ
R×R2

( f1,L1 ∗ f2,L2) · f3,L3dτdξ dη
∣∣∣

≲ NN(5−2α)+ε
1 (NNα

1 )
− 1

2N
1
4−

α
8

1 N
1
4−

α
8

2

3∏
i=1

∑
Li⩾N(5−2α)+ε

1

L
1
2
i ‖ fi,Li‖L2

≲ N
1
2N

11
2 −

11α
4 +ε

1 ‖PNv‖FN(T)‖PN2u1‖FN2 (T)‖PN1v‖FN1 (T).

This suffices for N≲ 1 because the exponent of N1 is negative. If N≳ 1, we can estimate

≲ N
6− 11α

4 +ε

1 ‖PNv‖FN(T)‖PN2u1‖FN2 (T)‖PN1v‖FN1 (T).

If Lmax = L2, we apply the L4 Strichartz estimate to f1,L1 and f3,L3 and utilize the modulation
gain from f2,L2 as follows:

(59)≲ NN(5−2α)+ε
1 N

1
4−

α
8 N

1
4−

α
8

1 N
−α

2
1 N− 1

2

3∏
i=1

∑
Li⩾N(5−2α)+ε

1

L
1
2
i ‖ fi,Li‖L2

≲ N
3
4−

α
8 N

21
4 −

21α
8 +ε

1 ‖PNv‖FN(T)‖PN2u1‖FN2 (T)‖PN1v‖FN1 (T).

If N≲ 1, we have straight-forward summation for 2< α < 4 because 3
4 −

α
8 > 0, and the

exponent of N1 is negative. If N≳ 1, we obtain

≲ N
6− 11α

4 +ε

1 ‖PNv‖FN(T)‖PN2u1‖FN2 (T)‖PN1v‖FN1 (T),

which suffices. The case Lmax = L1 can be treated similarly.

The proof of (53) is concluded by summing up in the x frequencies. Note that for these terms
we cover the same regularity as in proposition 5.8. The term which leads to worse estimates
is the following:

PNv ·PN1v · ∂xPN2u1, N1 � N2 ∼ N,

which corresponds to the second term in (57). Using the notation and reductions explained in
the beginning of this section, we define

f1 = F(γ(N(5−2α)+εt− n)1[0,T](t)PN1v),

f̃2 = F(γ(N(5−2α)+εt− n)1[0,T](t)∂xPN2u1),

f3 = F(γ(N(5−2α)+εt− n)1[0,T](t)PNv).

After considering the derivative in f̃2, carrying out summation in n, we require to handle the
following term:

NN(5−2α)+ε
∣∣∣ˆ

R×R2

( f1 ∗ f2) · f3dτdξ dη
∣∣∣,
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where

f2 = F(γ(N(5−2α)+εt− n)1[0,T](t)PN2u1).

Furthermore, decomposing fi in modulation Li, i = 1,2,3, we reduce to estimating a term of
the form

NN(5−2α)+ε
∑

N(5−2α)+ε
1 ⩽Li⩽Nα

1 N

∣∣∣ˆ
R×R2

( f1,L1 ∗ f2,L2) · f3,L3 dτdξ dη
∣∣∣. (61)

Depending on the size of Lmax, we consider the following cases:

• Lmax ⩽ NαN1: We further consider two subcases:
∗ N

1
2
1 ⩽ N

3
2−

3α
4

2 : An application of the bilinear Strichartz estimate (26) gives

(61)≲ N(5−2α)+εN
N

1
2
1

N
α
4
2

N

(
2α−5

2

)
− ε

2

2

3∏
i=1

∑
Li⩾N(5−2α)+ε

2

L
1
2
i ‖ fi,Li‖L2 .

Summation in N1 gives
≲ N(5−2α)+ ε

2 ‖PN1v‖FN1 (T)‖PN2u1‖FN2 (T)‖PNv‖FN1 (T).
∗ N

3
2−

3α
4

2 ⩽ N
1
2
1 : We use (23) to obtain

(61)≲ N(5−2α)+εNN− 3α
4 + 1

2N
− 1

2
1

3∏
i=1

∑
Li⩾N(5−2α)+ε

2

L
1
2
i ‖ fi,Li‖L2

≲ N(5−2α)+ε‖PNv‖FN(T)‖PN2u1‖FN2 (T)‖PN1v‖FN1 (T).
Now we handle the non-resonant case.

• Lmax ⩾ NαN1: We apply the estimate (28) by assuming that Lmax = L3. Note that in this case
the small frequency N1 can have size ≲ 1.

(61)≲ NN(5−2α)+εN
1
4
1N

−α
2 L

− 1
4

max

3∏
i=1

∑
Li⩾N(5−2α)+ε,
Lmax⩾N1N

α

L
1
2
i ‖ fi,Li‖L2

≲ N(6− 11α
4 )+ε‖PNv‖FN(T)‖PN2u1‖FN2 (T)‖PN1v‖FN1 (T).

This suffices if N1 ≳ 1. If N1 ≲ 1, we can interpolate with the prior estimate to find

≲ Nδ
1N

(6− 11α
4 )+2ε‖PNv‖FN(T)‖PN2u1‖FN2 (T)‖PN1v‖FN1 (T),

with straight-forward summation. The other assumptions, namely Lmax = L1 or Lmax = L2
lead to the same conclusion.

The proof of (53) follows by substituting the obtained estimates in (55) and carrying out a
summation in the x frequencies. For (54), we multiply the same by N2s and sum up. Noting
that u1 = v+ u2 leads to (54).
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5.3. Proof of theorem 5.1

We conclude the proof of theorem 1.1 in this section. In the first step, we show a priori
estimates.
A priori estimates: Let α ∈ (2, 52 ], ε

′ > 0, ε= ε(α,ε ′), and

s⩾
{
6− 11α

4 + ε′, α ∈ (2, 2411 ],

0, α ∈ ( 2411 ,
5
2 ],

and u0 ∈ H∞,0. We can suppose by rescaling and subcriticality that ‖u0‖Hs,0 ⩽ ε0 � 1 with ε0
determined later. By the local well-posedness in H2,0, we have existence of solutions in H2,0

for Tmax = Tmax(‖u0‖H2,0).
By lemma 2.2, propositions 5.2, and 5.8, we have the following set of estimates for T⩽

min(Tmax,1) and time localization T(N) = N−(5−2α)−ε provided that ε is chosen small enough:


‖u‖Fs,0(T) ≲ ‖u‖Es,0(T) + ‖∂x(u2)‖N s,0(T),

‖∂x(u2)‖N s,0(T) ≲ ‖u‖2Fs,0(T),
‖u‖2Es,0(T) ≲ ‖u0‖2Hs,0 + ‖u‖3Fs,0(T).

This yields

‖u‖2Fs,0(T) ≲ ‖u0‖2Hs,0 + ‖u‖4Fs,0(T) + ‖u‖3Fs,0(T). (62)

Secondly, we have (see [9, lemma 4.2, p 279] )

lim
T↓0

‖u‖Es,0(T) ≲ ‖u0‖Hs,0 , lim
T↓0

‖∂x(u2)‖N s,0(T) = 0.

Hence, by choosing ε0 small enough, we find by (62) and a continuity argument that

‖u‖Fs,0(T) ≲ ‖u0‖Hs,0 (63)

for T=min(1,Tmax). Another application of lemma 2.2, propositions 5.2 and 5.8 yields
‖u‖F2,0(T) ≲ ‖u‖E2,0(T) + ‖∂x(u2)‖N 2,0(T),

‖∂x(u2)‖N 2,0(T) ≲ ‖u‖F2,0(T)‖u‖Fs,0(T),
‖u‖2E2,0(T) ≲ ‖u0‖2H2,0 + ‖u‖2F2,0(T)‖u‖Fs,0(T).

This set of estimates yields

‖u‖2F2,0(T) ≲ ‖u0‖2H2,0 + ‖u‖Fs,0(T)‖u‖2F2,0(T) + ‖u‖2F2,0(T)‖u‖
2
Fs,0(T),

and therefore, for ‖u‖Fs,0(T) ≲ ε0 we have ‖u‖F2,0(T) ≲ ‖u0‖H2,0 . Consequently, we have exist-
ence up to T = 1 choosing ε0 sufficiently small only depending on ‖u0‖Hs,0 ⩽ ε0.

Since s= 0 for α > 24
11 , by the above a priori estimates and the conservation of mass (2),

we can show global existence of solutions.

Theorem 5.11 (Global existence for smooth solutions). Let α ∈ ( 2411 ,
5
2 ], and u0 ∈

H∞,0(R2). For any s⩾ 0 we have a solution u ∈ C(R;Hs,0) to (1), and there exist
C1(‖u0‖L2),C2(‖u0‖L2)> 0 such that

‖u(t)‖Hs,0 ⩽ C1e
C2|t|‖u0‖Hs,0 . (64)
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Proof. It is enough to consider t> 0 by time-reversal. Firstly, we can rescale the initial data
u0 to u0λ, which satisfies ‖u0λ‖L2 = ε� 1. By the local well-posedness result in H2,0 due to
Molinet–Saut–Tzvetkov [16] we have for the corresponding solution uλ ∈ C([0,T],Hs,0) with
T= T(‖u0λ‖H2,0). Let T ′ ⩽ 1∧T. We have the following set of estimates:

‖uλ‖F0,0(T′) ≲ ‖uλ‖E0,0(T′) + ‖∂x(uλ)2‖N 0,0(T′),
‖∂x(uλ)2‖N 0,0(T′) ≲ ‖uλ‖2F0,0(T′),

‖uλ‖2E0,0(T′) ≲ ‖u0λ‖2L2 + ‖uλ‖3F0,0(T′).

By ‖u0λ‖L2 � 1, a continuity argument like above gives for T ′ ⩽ 1∧T:

‖uλ‖F0,0(T ′) ≲ ‖u0λ‖L2 . (65)

Secondly, we have
‖uλ‖Fs,0(T′) ≲ ‖uλ‖Es,0(T′) + ‖∂x(u2λ)‖N s,0(T′),

‖∂x(u2λ)‖N s,0(T′) ≲ ‖uλ‖Fs,0(T′)‖uλ‖F0,0(T′),
‖uλ‖2Es,0(T′) ≲ ‖u0λ‖2Hs,0 + ‖uλ‖2Fs,0(T′)‖u‖F0,0(T′).

By (65) we obtain

‖uλ‖Fs,0(T ′) ≲ ‖u0λ‖Hs,0 . (66)

Consequently, ‖uλ(t)‖H2,0 remains bounded for t⩽ 1∧T and by the local well-posedness res-
ult uλ exists until t= 1: We have uλ ∈ C([0,1],Hs,0) with ‖uλ(1)‖Hs,0 ≲ ‖u0λ‖Hs,0 . However,
‖u0λ‖L2 = ‖u0λ‖L2 = ε� 1. For this reason, the argument can be iterated and we find uλ ∈
C(R;Hs,0) with

‖uλ(t)‖Hs,0 ⩽ C1e
C2t‖u0λ‖Hs,0 ,

which follows from iterating (66). Hence,

‖u(t)‖Hs,0 ⩽ C1(λ)e
C2(λ)t‖u0‖Hs,0

with λ= λ(‖u0‖L2). The proof is complete.

Nowwe prove the continuity of the data-to-solutionmap. In the first step, we showLipschitz
continuous dependence of the solutions in L2 for small initial data of higher regularity.
Lipschitz continuous dependence in L2: Let s> 5− 2α and u1,u2 denote two local-in-time
solutions with initial data ‖ui(0)‖Hs,0 ⩽ ε0. By the above argument, we have for s ′ ⩾ s

‖u‖Fs ′,0(1) ≲ ‖u0‖Hs ′,0 . (67)

Let v= u1 − u2 denote the solution to the difference equation

∂tv−Dα
x ∂xv− ∂−1

x ∂2
y v= ∂x(v(u1 + u2))/2.

From lemma 2.2, propositions 5.2 and 5.10, we have
‖v‖F0,0(1) ≲ ‖v‖E0,0(1) + ‖∂x(v(u1 + u2))‖N 0,0(1),

‖∂x(v(u1 + u2))‖N 0,0(1) ≲ ‖v‖F0,0(1)(‖u1‖Fs,0(1) + ‖u2‖Fs,0(1)),
‖v‖2E0,0(1) ≲ ‖v(0)‖2L2 + ‖v‖2F0,0(1)(‖u1‖Fs,0(1) + ‖u2‖Fs,0(1)).

(68)

This enables us to conclude

‖v‖F0,0(1) ≲ ‖v(0)‖L2 , (69)

since ‖ui ‖Fs,0(1) ≲ ε0 are chosen sufficiently small.
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Continuity of the data-to-solution mapping: Also, from lemma 2.2, propositions 5.2, and
5.10, we have 

‖v‖Fs,0(T) ≲ ‖v‖Es,0(T) + ‖∂x(v(u1 + u2))‖N s,0(T)

‖∂x(v(u1 + u2))‖N s,0(T) ≲ ‖v‖Fs,0(T)(‖u1‖Fs,0(T) + ‖u2‖Fs,0(T))
‖v‖2Es,0(T) ≲ ‖v(0)‖2Hs,0 + ‖v‖3Fs,0(T)

+‖v‖F0,0(T)‖v‖Fs,0(T)‖u2‖F2s,0(T).

(70)

From the above set of estimates, we can conclude a priori estimates for ‖v‖Fs,0(T):

‖v‖2Fs,0(T) ≲ ‖v(0)‖2Hs,0 + ‖v‖3Fs,0(T) + ‖v‖F0,0(T)‖v‖Fs,0(T)‖u2‖F2s,0(T). (71)

We use the smallness of ‖ui ‖Hs,0 to absorb the term from the nonlinear estimate into the left-
hand side.

For s> 5− 2α, let φ ∈ Hs,0 be fixed and {φn}∞n=1 ∈ H∞,0 be such that

lim
n→∞

φn = φ. (72)

By rescaling and subcriticality, we can again assume that ‖φ‖Hs,0 ⩽ ε0 � 1 and ‖φn‖Hs,0 ⩽
2ε0 � 1 for all n ∈ N. Let u1 be the solution corresponding to initial data φn, and u2 be the
solution corresponding to initial data P⩽Nφn. We construct the data-to-solution mapping as an
extension of the data-to-solution mapping for smooth initial data. Let

S∞T (φn) ∈ C([−1,1];H∞,0)

denote the solution corresponding to smooth initial data. We can take the existence time as 1
by the a priori estimates and persistence property argued above.

To prove the continuity of the data-to-solution map, we need to show that the sequence
S∞T (φn) ∈ C([−1,1];H∞,0) is a Cauchy sequence in the space C([−1,1];Hs,0), s> 5− 2α.

Hence, it suffices to show that for any δ > 0, there exists Mδ ∈ N such that

‖S∞T (φn)− S∞T (φm)‖C([−1,1];Hs,0) ⩽ δ for all m,n⩾Mδ.

For K ∈ 2N0 , let φKn := P⩽Kφn. We have

‖S∞T (φn)− S∞T (φm)‖C([−1,1];Hs,0) ⩽ ‖S∞T (φn)− S∞T (φKn )‖C([−1,1];Hs,0)

+ ‖S∞T (φm)− S∞T (φKm)‖C([−1,1];Hs,0)

+ ‖S∞T (φKn )− S∞T (φKm)‖C([−1,1];Hs,0).

(73)

The third term can be handled by using the continuity of the data-to-solution map for smooth
data in H2,0:

‖S∞T (φKn )− S∞T (φKm)‖C([−1,1];Hs,0) ⩽ ‖S∞T (φKn )− S∞T (φKm)‖H2,0 → 0 (74)

for m,n→∞ because ‖φKm−φKn ‖H2,0 → 0. Let v= S∞T (φn)− S∞T (φKn ). We observe that v is
the solution corresponding to initial data P>Kφn. From (69), we have

‖v‖F0,0(T) ≲ ‖φn−φKn ‖L2 ≲ K−s‖P>Kφn‖Hs,0 .

From (67), we have for u2:

‖u2‖F2s,0(T) ≲ ‖φKn ‖H2s,0 ≲ Ks‖φn‖Hs,0 . (75)

Combining the above with (71), we conclude an a priori estimate for v which now depends on
the profile of the initial data, namely on P>Kφn. We have

‖S∞T (φn)− S∞T (φm)‖C([−1,1];Hs,0) ≲ ‖P>Kφn‖Hs,0 + ‖P>Kφm‖Hs,0 +C(m,n,K).
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By the convergence of φn and choosing K large enough so that

‖P>Kφn‖Hs,0 + ‖P>Kφm‖Hs,0 < ε,

we conclude that {S∞T (φn)}n∈N is a Cauchy sequence in C([−1,1];Hs,0). This shows that S∞T
extends to a continuous map ST : Hs,0 → C([−1,1];Hs,0). □

6. Semilinear well-posedness

For α > 5
2 , we observe via estimates (23) and (26) that we can remedy the derivative loss

completely without having to use frequency-dependent time localization. We show local well-
posedness through a fixed point argument. This we carry out within the standard Fourier restric-

tion spaces as our auxiliary spaces. Let s,b ∈ R and ωα(ξ,η) = |ξ|αξ+ η2

ξ . The space X
s,b cor-

responding to the fractional KP-I equation (1) is defined as the closure of Schwartz functions
with respect to the norm

‖u‖Xs,b(R×R2) := ‖〈ξ 〉s〈τ −ωα(ξ,η)〉bû(τ,ξ)‖L2τ,ξ,η(R×R2) = ‖Uα(−t)u‖Hb
t Hs

x,y(R×R2),

where Uα(t) denotes the solution operator corresponding to the linear equation. We localize
in time as usual by setting

Xs,bT = {f : [0,T]×R2 → C | ∃ f̃ ∈ Xs,b : f̃
∣∣
[0,T]

= f}

endowed with norm

‖ f‖Xs,bT = inf
f̃
∣∣
[0,T]

=f

‖̃f‖Xs,b .

With the function spaces introduced, we give a precise version of theorem 1.3.

Theorem 6.1. Let α > 5
2 and s>

5
4 −

α
2 . Then, there is b> 1/2 such that for T= T(‖u0‖Hs,0),

(1) is analytically locally well-posed in Hs,0 with the solution lying in Xs,bT ↪→ C([0,T];Hs,0).

The section is devoted to the proof of theorem 6.1. We begin with a reminder on the basic
properties of Xs,b spaces, which show that for the proof of the theorem, it suffices to show the
bilinear estimate

‖∂x(uv)‖Xs,b−1 ≲ ‖u‖Xs,b‖v‖Xs,b

for some b> 1/2. The bilinear estimate is proved in section 6.2.

6.1. Properties of Xs,b spaces

Proofs of the following basic properties can be found in [21, section 2.5]. First, recall that free
solutions are in Xs,b locally in time. Recall the linear propagator of (1) from (13).

Lemma 6.2 (see [21, lemma 2.8]). Let s ∈ R, u0 ∈ Hs,0(R2) and η ∈ S(R). Then, the follow-
ing estimate holds:

‖η(t)Uα(t)u0‖Xs,b ≲b,η ‖u0‖Hs,0(R2).

This yields the following transfer principle for b> 1/2, stating that properties of free solu-
tions are inherited by Xs,b-functions:
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Lemma 6.3 (see [21, lemma 2.9]). Let b> 1/2 and s ∈ R. Let Y be a Banach space comprised
of functions in R×R2 with the property that

‖eitτ0Uα(t)f‖Y ≲ ‖ f‖Hs,0

for all τ0 ∈ R and f ∈ Hs,0. Then, we have the embedding

‖u‖Y ≲b ‖u‖Xs,b .

By Duhamel’s formula for solutions to{
∂tu−Dα

x ∂xu− ∂−1
x ∂2

yu = F(u),
u(0) = u0,

we can write

u(t) = Uα(t)u0 +
ˆ t

0
Uα(t− s)F(u(s))ds. (76)

The following energy inequality for Xs,b spaces becomes evident:

Lemma 6.4. Let u be like in (76) and η ∈ C∞
c (R), s ∈ R, and b> 1/2. Then, the following

estimate holds:

‖η(t)u‖Xs,b ≲ ‖u0‖Hs,0(R2) + ‖F(u)‖Xs,b−1 .

For the frequency and modulation localization operators we use same notations like in
section 2.

6.2. Bilinear estimate

To prove theorem 1.3 via the fixed point theorem, we require to control the nonlinearity in
the Xs,b−1 norm which we do in the following. We prove the estimate in a fixed time interval
[0,1] so that we do not have to keep track of additional decomposition in modulation or gain of
small powers in T. For brevity, we also omit the subscript 1 for the length of the time interval
in the Xs,b norms.

Proposition 6.5. Let 5
2 < α < 4. Then, for s> 5

4 −
α
2 , there is some b>

1
2 such that the fol-

lowing estimate holds:

‖∂x(uv)‖Xs,b−1 ≲ ‖u‖Xs,b‖v‖Xs,b .

For s⩾ 0, there is some b> 1
2 such that the following holds:

‖∂x(uv)‖Xs,b−1 ≲ ‖u‖X0,b‖v‖Xs,b .

Proof. By duality and Plancherel’s theorem, we can reduce the above to proving∣∣∣ˆ
R3

ξ (̂uv) · ŵ dτdξ dη
∣∣∣≲ ‖u‖Xs,b‖v‖Xs,b‖w‖X−s,1−b . (77)

Let Ni ∈ 2Z, Lj ∈ 2N0 . For functions fN1,L1 ,gN2,L2 and hN,L supported in D̃N1,L1 , D̃N2,L2 and
D̃N,L, respectively, we focus on dyadic estimates∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L

∣∣∣≲ L
1
2
1 L

1
2
2 L

1
2−C(N1,N2,N)‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 . (78)

We turn to a case-by-case analysis depending on the size of the x frequencies.
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High-High-Low (N2 � N1 ∼ N): We first treat the High×Low→ High interaction and

prove (78) with C(N1,N2) = N
( 1
4−

α
2 )+

1 N0+
2 . Summing up the above in L,L1,L2,N,N1, and

N2 proves (77) for s> 5
4 −

α
2 after taking into account the additional derivative loss. For

Lmax =max(L1,L2,L), two cases arise:

• Lmax ⩽ Nα
1 N2: For N2 ≲ N

1−α
2

1 , we use Cauchy–Schwarz inequality and the bilinear

Strichartz estimate (26). Note that since α > 5
2 , we have N2 � 1 necessarily,

∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L
∣∣∣≲ (L1L2)

1
2
N

1
2
2

N
α
4
1

‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2

≲ (L1L2)
1
2N

( 1
4−

α
2 )−

1 N0+
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .

(79)

For N2 ≳ N
1−α
2

1 , we use the nonlinear Loomis–Whitney inequality (23):

LHS of (78)≲ (LL1L2)
1
2N

− 3α
4 + 1

2
1 N

− 1
2

2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2

≲ (L1L2)
1
2 L

1
2−N

( 1
4−

α
2 )+

1 N0+
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .

• Lmax ⩾ Nα
1 N2: ForN2 ≳ 1, we use the embedding (17).Without loss of generality, we assume

that Lmax = L (other assumptions give same or improved estimates). Using Plancherel’s iden-
tity and Cauchy–Schwarz inequality, we have

LHS of (78)≲ ‖F−1( fN1,L1)‖L4‖F−1(gN2,L2)‖L4‖hN,L‖L2

≲ N
1
4−

α
8

1 N
1
4−

α
8

2 N
−α

2 +

1 N
− 1

2+

2 (L1L2)
1
2 L

1
2−‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2

= N
( 1
4−

5α
8 )+

1 N
(− 1

4−
α
8 )+

2 (L1L2)
1
2 L

1
2−‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .

For N2 ≲ 1, we use the estimate (28):

LHS of (78)≲ (L1L2)
1
2 L

1
4N

−α
2

1 N
1
4
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2

≲ (L1L2)
1
2 L

1
2−N

− 3α
4 +

1 N0+
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 ,

which is sufficient since 1− 3α
4 +< 0 for α > 5

2 .

The High×High→ Low interaction (N� N1 ∼ N2) is treated as follows: We can argue
dually to the previous case, but arguing like in (79) we find∣∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L

∣∣∣∣≲ (LL1)
1
2N0+N

( 1
4−

α
2 )−

1 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .

To lower the modulation of h, we interpolate with the following estimate, which we find from
two L4 Strichartz estimates:∣∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L

∣∣∣∣≲ (L1L2)
1
2N

2−α
4

1 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .
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Very low frequencies (N1 ∼ N2 ∼ N≲ 1): After using Plancherel’s identity and Cauchy–
Schwarz inequality, we use the linear L4 Strichartz estimate via (17):∣∣∣ˆ ( fN1,L1 ∗ gN2,L2) · hN,L

∣∣∣= ∣∣∣ˆ F−1( fN1,L1)F−1(gN2,L2)F−1(hN,L)
∣∣∣

≲ ‖F−1( fN1,L1)‖L4‖F−1(gN2,L2)‖L4‖hN,L‖L2

≲ (L1L2)
1
2 L

1
2−‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 ,

which is sufficient for (78).

Three comparable frequencies (N1 ∼ N2 ∼ N≳ 1): We shall prove the estimate (78) with
C(N1,N2,N) = N− 3α

4 + by considering two cases:

• Lmax ⩽ Nα+1
1 : We use the estimate (23):

LHS of (78)≲ N
− 3α

4 +

1 (L1L2)
1
2 L

1
2−‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .

• Lmax ⩾ Nα+1
1 : We assume Lmax = L and employ the linear Strichartz estimate via (17)

LHS of (78)≲ ‖F−1( fN1,L1)‖L4‖F−1(gN2,L2)‖L4‖hN,L‖L2

≲ N
2−α
8

1 N
2−α
8

2 (L1L2)
1
2 ‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2

≲ N
− 3α

4 +

1 (L1L2)
1
2 L

1
2−‖ fN1,L1‖L2‖gN2,L2‖L2‖hN,L‖L2 .

In all the cases considered above, we can sum up the dyadic estimates in frequency and
modulation for α > 5

2 owing to C(N1,N2,N). This proves the estimate (77).

6.3. Proof of theorem 6.1 and corollary 1.4

We give a short proof of theorem 6.1 by using lemma 6.4 and proposition 6.5.We first prove the
result on a fixed time interval [0,1] for small initial data. Thereafter, we argue by scaling and
subcriticality that the solution also exists for large initial data on a time interval [0,T] where
T= T(‖u0‖Hs,0). With η as before, we define Γ as follows:

Γ(u)(t) = η(t)Uα(t)u0 + η(t)
ˆ t

0
Uα(t− s)(u∂xu)(s)ds.

We shall prove that u is a fixed point of the map Γ in a closed ball B̄R ⊂ Xs,b1 of radius R for
initial data with sufficiently small norm.We first show that Γ is well-defined. For u ∈ B̄R, using
lemmas 6.2, 6.4 and proposition 6.5, we obtain

‖Γ(u)‖Xs,b1
≲ ‖η(t)Uα(t)u0‖Xs,b1

+
∥∥∥η(t)ˆ t

0
Uα(t− s)(u∂xu)(s)ds

∥∥∥
Xs,b1

≲ ‖u0‖Hs,0 + ‖u∂xu‖Xs,(b−1)
1

⩽ C(‖u0‖Hs,0 + ‖u‖2
Xs,b1

).
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If we choose the radius R of the ball such that C‖u0‖Hs,0 = R
2 , then

‖Γ(u)‖Xs,b1
⩽ R

2
+CR2 ⩽ R, if C(2C‖u0‖Hs,0)<

1
2
, (80)

which shows that Γ is well-defined. To show that Γ is a contraction, for u,v ∈ B̄R, we have,
using lemma 6.4 and proposition 6.5

‖Γ(u1)−Γ(u2)‖Xs,b1
≲
∥∥∥η(t)ˆ t

0
Uα(t− s)(u1∂xu1 − u2∂xu2)(s)ds

∥∥∥
Xs,b1

≲ ‖∂x(u1 + u2)(u1 − u2)‖Xs,(b−1)
1

≲ ‖u1 + u2‖Xs,b1
‖u1 − u2‖Xs,b1

⩽ 2C1R‖u1 − u2‖Xs,b1
.

Hence, Γ becomes a contraction on Xs,b1 if ‖u0‖Hs,0 is such that

2C1(2C‖u0‖Hs,0)< 1. (81)

Using Banach’s fixed point theorem, we conclude the existence of a unique solution to (1) in
Xs,b1 where the norm of the initial data is chosen as the minimum of that given by (80) and (81).

Now suppose that ‖u0‖Hs,0 ⩽ ε for ε� 1 and we have obtained a solution corresponding
to this small initial data on the time interval [0,1]. For α > 5

2 and s> 5
4 −

α
2 , from (5), we

observe that the anisotropic Sobolev regularity (s,0) is subcritical. Thus any large initial data,
say ‖u0‖Hs,0 ⩾ ε, can be scaled to small data via (4). We then invoke the above argument to
obtain a unique solution to (1) on a time interval [0,T] where T depends only on the norm of
the large initial data, s, and α. The proof is complete. □

Finally, we turn to the proof of corollary 1.4.

Proof of corollary 1.4. In the following let s⩾ 0. We consider two real-valued initial data
u(i)0 ∈ Hs,0(R2).We rescale to ‖u(i)0λ‖L2 ⩽ ε� 1. By the above this ensures local solutions u(i)λ ∈
X0,b to (1) and ‖u(i)λ ‖X0,b ≲ ε� 1. We let vλ = u(1)λ − u(2)λ . We obtain by the bilinear estimate:

‖vλ‖Xs,b ≲ ‖vλ(0)‖Hs,0 + ‖vλ‖Xs,b(‖u
(1)
λ ‖X0,b + ‖u(2)λ ‖X0,b). (82)

This implies

‖vλ‖Xs,b ⩽ C‖vλ(0)‖Hs,0 .

However, by conservation of mass, ‖u(1)λ (1)‖L2 + ‖u(2)λ (1)‖L2 ⩽ 2ε� 1. So we can solve (1)

for t ∈ [1,2] with u(i)λ ∈ X0,b
2 for i = 1,2, and moreover we can iterate (82). This gives

‖vλ(2)‖Hs,0 ⩽ C2‖vλ(0)‖Hs,0 ,
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and iterating the argument yields

‖vλ(t)‖Hs,0 ⩽ C1e
C2t‖vλ(0)‖Hs,0 .

Hence, for ‖vλ(0)‖Hs,0 → 0, we have supt∈[0,T] ‖vλ(t)‖Hs,0 → 0. By reversing the scaling, we
obtain global well-posedness.
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Appendix. Calculation of the determinant

Let Si, i = 1,2 be the hypersurface given by

Si =

{
(τi, ξi,ηi) ∈ R×R×R : τi = ξi|ξi|α +

η2i
ξi

}
.

The normal to the hypersurface Si is given by

ni =
(
(α+ 1)|ξi|α − η2i

ξ2i
,
2ηi
ξi

,1
)
.

Due to the convolution constraints, the third hypersurface will have a normal vector given by

n3 =
(
(α+ 1)|ξ1 + ξ2|α − (η1 + η2)

2

(ξ1 + ξ2)2
,
2(η1 + η2)

ξ1 + ξ2
,1
)
.

We compute the determinant of these normals. Let

B :=

∣∣∣∣∣∣∣
(α+ 1)|ξ1|α − η2

1

ξ21
(α+ 1)|ξ2|α − η2

2

ξ22
(α+ 1)(|ξ1 + ξ2|)α − (η1+η2)

2

(ξ1+ξ2)2

2η1
ξ1

2η2
ξ2

2(η1+η2)
ξ1+ξ2

1 1 1

∣∣∣∣∣∣∣
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We compute by multilinearity for B̃= ξ1ξ2(ξ1+ξ2)B
2 :

B̃=

∣∣∣∣∣∣∣
(α+ 1)|ξ1|α − η2

1

ξ2
1

(α+ 1)|ξ2|α − η2
2

ξ2
2

(α+ 1)(|ξ1 + ξ2|)α − (η1+η2)
2

(ξ1+ξ2)2

η1ξ2(ξ1 + ξ2) η2ξ1(ξ1 + ξ2) (η1 + η2)ξ1ξ2

1 1 1

∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣
(α+ 1)|ξ1|α − η2

1

ξ2
1

(α+ 1)|ξ2|α − η2
2

ξ2
2

(α+ 1)(|ξ1 + ξ2|α − |ξ1|α)− (η1+η2)
2

(ξ1+ξ2)2
+

η2
1

ξ2
1

η1ξ2(ξ1 + ξ2) η2ξ1(ξ1 + ξ2) ξ2(η2ξ1 − η1ξ2)

1 1 0

∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣
(α+ 1)(|ξ1|α − |ξ2|α)−

η2
1

ξ2
1
+

η2
2

ξ2
2

(α+ 1)|ξ2|α − η2
2

ξ2
2

(α+ 1)(|ξ1 + ξ2|α − |ξ1|α)− (η1+η2)
2

(ξ1+ξ2)2
+

η2
1

ξ2
1

(η1ξ2 − η2ξ1)(ξ1 + ξ2) η2ξ1(ξ1 + ξ2) ξ2(η2ξ1 − η1ξ2)

0 1 0

∣∣∣∣∣∣∣
=−(η1ξ2 − η2ξ1)

∣∣∣∣∣(α+ 1)(|ξ1|α − |ξ2|α)+
η2
2

ξ2
2
− η2

1

ξ2
1

(α+ 1)(|ξ1 + ξ2|α − |ξ1|α)+ (η1+η2)
2

(ξ1+ξ2)2

ξ1 + ξ2 −ξ2

∣∣∣∣∣
=−(η1ξ2 − η2ξ1)

(
(α+ 1)(|ξ1|αξ1 + |ξ2|αξ2 − |ξ1 + ξ2|α(ξ1 + ξ2))−

(η1ξ2 − η2ξ1)
2

ξ1ξ2(ξ1 + ξ2)

)
.

This gives

B=−2(η1ξ2 − η2ξ1)

ξ1ξ2(ξ1 + ξ2)

(
(α+ 1)(|ξ1|αξ1 + |ξ2|αξ2 − |ξ1 + ξ2|α(ξ1 + ξ2))−

(η1ξ2 − η2ξ1)
2

ξ1ξ2(ξ1 + ξ2)

)
.

From (20), we have that the first factor is∣∣∣ η1ξ2 − η2ξ1
ξ1ξ2(ξ1 + ξ2)

∣∣∣∼ N
α
2 +1
max Nmin

N2
maxNmin

∼ N
α
2 −1
max .

By the resonance condition, we find for the second factor∣∣∣∣α(|ξ1|αξ1 + |ξ2|αξ2 − |ξ1 + ξ2|α(ξ1 + ξ2))

+

(
|ξ1|αξ1 + |ξ2|αξ2 − |ξ1 + ξ2|α(ξ1 + ξ2)−

(η1ξ2 − η2ξ1)
2

ξ1ξ2(ξ1 + ξ2)

)∣∣∣∣
∼
∣∣|ξ1|αξ1 + |ξ2|αξ2 − |ξ1 + ξ2|α(ξ1 + ξ2)

∣∣∼ Nα
maxNmin.

Hence, the size of this determinant becomes

B∼ N
3α
2 −1
max Nmin

in the resonant case.

ORCID iD

Robert Schippa https://orcid.org/0000-0002-7038-9651

References

[1] Bejenaru I, Herr S, Holmer J and Tataru D 2009 On the 2D Zakharov system with L2-Schrödinger
data Nonlinearity 22 1063–89

[2] Bejenaru I, Herr S and Tataru D 2010 A convolution estimate for two-dimensional hypersurfaces
Rev. Mat. Iberoam. 26 707–28

4382

https://orcid.org/0000-0002-7038-9651
https://orcid.org/0000-0002-7038-9651
https://doi.org/10.1088/0951-7715/22/5/007
https://doi.org/10.1088/0951-7715/22/5/007
https://doi.org/10.4171/RMI/615
https://doi.org/10.4171/RMI/615


Nonlinearity 36 (2023) 4342 A Sanwal and R Schippa

[3] Bennett J, Carbery A and Wright J 2005 A non-linear generalisation of the Loomis-Whitney
inequality and applications Math. Res. Lett. 12 443–57

[4] Bourgain J 1993 Fourier transform restriction phenomena for certain lattice subsets and applications
to nonlinear evolution equations. I. Schrödinger equations Geom. Funct. Anal. 3 107–56

[5] Guo B, Huo Z and Fang S 2017 Low regularity for the fifth order Kadomtsev-Petviashvili-I type
equation J. Differ. Equ. 263 5696–726

[6] Guo Z, Peng L andWang B 2010 On the local regularity of the KP-I equation in anisotropic Sobolev
space J. Math. Pures Appl. 94 414–32

[7] Hadac M 2008 Well-posedness for the Kadomtsev-Petviashvili II equation and generalisations
Trans. Am. Math. Soc. 360 6555–72

[8] Herr S, Sanwal A and Schippa R 2022 Low regularity well-posedness of KP-I equations: the three-
dimensional case (arXiv:2212.14067)

[9] Ionescu AD, Kenig C E and Tataru D 2008 Global well-posedness of the KP-I initial-value problem
in the energy space Invent. Math. 173 265–304

[10] Kim K and Schippa R 2021 Low regularity well-posedness for generalized Benjamin-Ono
equations on the circle J. Hyperbolic Differ. Equ. 18 931–84

[11] Kinoshita S and Schippa R 2021 Loomis-Whitney-type inequalities and low regularity well-
posedness of the periodic Zakharov-Kuznetsov equation J. Funct. Anal. 280 54

[12] Koch H and Tzvetkov N 2008 On finite energy solutions of the KP-I equationMath. Z. 258 55–68
[13] Li J and Xiao J 2008 Well-posedness of the fifth order Kadomtsev-Petviashvili I equation in aniso-

tropic Sobolev spaces with nonnegative indices J. Math. Pures Appl. 90 338–52
[14] Linares F, Pilod D and Saut J-C 2018 The Cauchy problem for the fractional Kadomtsev-

Petviashvili equations SIAM J. Math. Anal. 50 3172–209
[15] Molinet L, Saut J-C and Tzvetkov N 2002 Well-posedness and ill-posedness results for the

Kadomtsev-Petviashvili-I equation Duke Math. J. 115 353–84
[16] Molinet L, Saut J C and Tzvetkov N 2007 Global well-posedness for the KP-I equation on the

background of a non-localized solution Commun. Math. Phys. 272 775–810
[17] Saut J-C 1993 Remarks on the generalized Kadomtsev-Petviashvili equations Indiana Univ. Math.

J. 42 1011–26
[18] Saut J C and Tzvetkov N 1999 The Cauchy problem for higher-order KP equations J. Differ. Equ.

153 196–222
[19] Saut J C and Tzvetkov N 2000 The Cauchy problem for the fifth order KP equations J. Math. Pures

Appl. 79 307–38
[20] Schippa R 2019 Short-time Fourier transform restriction phenomena and applications to nonlinear

dispersive equations PhD Thesis Universität Bielefeld
[21] Tao T 2006 Nonlinear Dispersive Equations. Local and Global Analysis (CBMS Regional

Conference Series in Mathematics vol 106) (American Mathematical Society)
[22] Tom M M 1996 On a generalized Kadomtsev-Petviashvili equation Mathematical Problems in

The Theory Of Water Waves (Luminy, 1995) (Contemporary Mathematics vol 200) (American
Mathematical Society) pp 193–210

[23] Yan W, Li Y, Huang J and Duan J 2020 The Cauchy problem for a two-dimensional generalized
Kadomtsev-Petviashvili-I equation in anisotropic Sobolev spaces Anal. Appl. 18 469–522

4383

https://doi.org/10.4310/MRL.2005.v12.n4.a1
https://doi.org/10.4310/MRL.2005.v12.n4.a1
https://doi.org/10.1007/BF01896020
https://doi.org/10.1007/BF01896020
https://doi.org/10.1016/j.jde.2017.06.032
https://doi.org/10.1016/j.jde.2017.06.032
https://doi.org/10.1016/j.matpur.2010.03.012
https://doi.org/10.1016/j.matpur.2010.03.012
https://doi.org/10.1090/S0002-9947-08-04515-7
https://doi.org/10.1090/S0002-9947-08-04515-7
https://arxiv.org/abs/2212.14067
https://doi.org/10.1007/s00222-008-0115-0
https://doi.org/10.1007/s00222-008-0115-0
https://doi.org/10.1142/S0219891621500272
https://doi.org/10.1142/S0219891621500272
https://doi.org/10.1016/j.jfa.2020.108904
https://doi.org/10.1016/j.jfa.2020.108904
https://doi.org/10.1007/s00209-007-0156-x
https://doi.org/10.1007/s00209-007-0156-x
https://doi.org/10.1016/j.matpur.2008.06.005
https://doi.org/10.1016/j.matpur.2008.06.005
https://doi.org/10.1137/17M1145379
https://doi.org/10.1137/17M1145379
https://doi.org/10.1215/S0012-7094-02-11525-7
https://doi.org/10.1215/S0012-7094-02-11525-7
https://doi.org/10.1007/s00220-007-0243-1
https://doi.org/10.1007/s00220-007-0243-1
https://doi.org/10.1512/iumj.1993.42.42047
https://doi.org/10.1512/iumj.1993.42.42047
https://doi.org/10.1006/jdeq.1998.3534
https://doi.org/10.1006/jdeq.1998.3534
https://doi.org/10.1016/S0021-7824(00)00156-2
https://doi.org/10.1016/S0021-7824(00)00156-2
https://doi.org/10.1142/S0219530519500180
https://doi.org/10.1142/S0219530519500180

	Low regularity well-posedness for KP-I equations: the dispersion-generalized case
	1. Introduction and main results
	1.1. Organization

	2. Notation and function spaces
	2.1. Fourier transform
	2.2. Function spaces
	2.3. Linear Strichartz estimates

	3. C2 ill-posedness
	4. Resonance, transversality, and the nonlinear Loomis–Whitney inequality
	4.1. Nonlinear Loomis–Whitney inequality
	4.1.1. Assumption.

	4.2. Bilinear Strichartz estimates

	5. Quasilinear well-posedness
	5.1. Short-time bilinear estimates
	5.2. Energy estimates
	5.2.1. Energy estimate for the solution.
	5.2.2. Energy estimate for the difference equation.

	5.3. Proof of theorem 5.1

	6. Semilinear well-posedness
	6.1. Properties of Xs,b spaces
	6.2. Bilinear estimate
	6.3. Proof of theorem 6.1 and corollary 1.4

	Appendix. Calculation of the determinant
	References


