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Abstract Ultrasound tomography (USCT) is a promising imaging modality, mainly
aiming at early diagnosis of breast cancer. It provides three-dimensional, repro-
ducible images of higher quality than conventional ultrasound methods and addi-
tionally offers quantitative information on tissue properties. This chapter provides
an introduction to the background and history of USCT, followed by an overview of
image reconstruction algorithms and system design. It concludes with a discussion
of current and future applications as well as limitations and their potential solutions.

1 Introduction

Ultrasound Tomography (USCT) is an exciting technology with several active re-
search groups investigating new algorithms, devices, and applications around the
globe. The basic idea of USCT is to surround the object to be imaged as much as
possible with many ultrasound transducers and collect unfocused ultrasound data
from many different angles. An exemplary setup is shown in Fig. 1.

The main application of the method is imaging of the female breast for early
cancer detection. In the following sections, most examples will be given from breast
cancer diagnosis. However, other applications are also possible and will be presented
in later sections.

The potential benefits ofUSCThave been known for a long time. First publications
in this field date back to the 1970s, e.g. Schomberg [1]. Themain advantages ofUSCT
systems are simultaneous recording of two or three dimensional images of reflection,
attenuation and speed of sound, high image quality, and fast data acquisition of a
large volume.

The construction of such a device for clinical practice was not successful for a
long time - mainly because of the huge data rate and the time-consuming image
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Fig. 1 Example of an USCT setup: A point scatterer (red sphere) in water is surrounded by
ultrasound transducers (gray) in a fixed setup. One emitter emits a pulsed spherical wave. The pulse
is scattered at the point scatterer. All transducers receive the resulting field. One exemplary A-scan
is depicted on the right for the indicated emitter-receiver combination as pressure signal versus
time. The first pulse corresponds to the pulse traveling on the fastest path from emitter to receiver
(green, transmission), the second pulse is scattered at the point (red). More scattered and reflected
pulses can occur, e.g. reflections on the water surface or other objects.

reconstruction. Currently, the first 2D and 2.5D systems have become available for
clinical evaluation [2] [3] and the Delphinus systemwas FDA approved for screening
in October 2021 [4].

Advantages of USCT

Ultrasound tomography offers the possibility to generate 3D volumes of the imaged
object; deformation of soft tissue is not necessary due to non-contact imaging. Unlike
X-ray procedures, the patient and operator are not exposed to radiation.

USCT produces multimodal images in one acquisition step, i.e. three different
properties of the tissue can be reconstructed from one data set: Reflectivity, speed
of sound, and attenuation. Reflectivity images show qualitative changes in acoustic
impedance and thus represent interfaces between tissues in a manner similar to
sonography.

Speed of sound and attenuation are quantitative values and can therefore be used
to classify different tissue types [5]. For breast cancer diagnosis, initial experiments
have shown that increased speed of sound values can separate cancer from normal
tissue, e.g. [6]; in combination with attenuation this might be a good classifier for
breast cancer [7, 8]. This type of quantitative information is only acquired with the
USCT method and not with conventional sonography. Fig. 2 shows an example for
the KIT 3D USCT system of a fused reflectivity image overlayed with thresholded
speed of sound image indicating a large cancer in comparison with the MRI contrast
enhancement of the same patient.



Ultrasound Tomography 3

Fig. 2 Example of an USCT fused information: On the left side, the MRI subtraction image
indicates the position of the cancer. The right image shows a reflectivity slice approximately at the
same position with overlayed region of high speed of sound for this patient.

Due to the defined patient positioning without deformation of the soft tissues, the
volume images of the patients are reproducible and operator-independent. This is a
major advantage for follow-up examinations: Older images can easily be compared
with new ones in order to detect small tissue changes for cancer diagnosis at an early
stage.

The USCT device itself, device maintenance and the imaging are very cost-
effective. The costs for breast imaging can be comparable to mammography and are
therefore significantly lower than, for example, magnetic resonance imaging (MRI).
The image acquisition can be carried out by a medical-technical assistant without
the presence of a doctor. This enables the method to be used very widely, e.g. also
by resident doctors.

Challenges of USCT

The challenges of building and operating an ultrasound tomography device are due to
the large volume of a complex object being imaged, e.g. the female breast, compared
to the wavelength of the ultrasound. Additionally a large number of unfocused
ultrasound transducers is required to image the object, which need to be as identical
as possible.

In order to approximate spherical waves (3D systems) or cylindrical (2D systems),
the individual transducers have to be very small, resulting in low sound level pressures
and a low signal-to-noise ratio.

The large number of ultrasound transducers that have to be recorded in parallel
leads to a large number of parallel channels required and a high data rate in order to
avoid patient motions with the shortest possible data acquisition times.

Due to the complex interaction of ultrasound with tissue, reconstruction algo-
rithms for high image quality are complex [9]. A compromise has to be found
between clinically relevant computing time and resulting image quality. Suitable
three-dimensional reconstruction algorithms and parallel computing have to be in-
vestigated and further developed.
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Fig. 3 Sonography (left) and USCT (right) acquisition modes. For sonography, a phased array
focuses on one point in the imaged object. The focused beam is steered to acquire a slice image.
For USCT, unfocused waves are emitted by each transducer sequentially. The acquired signals are
then focused during the reconstruction.

The overall design of the devices should be robustly applicable in clinical practice,
low-cost and designed to have a low power consumption.

Definition of USCT and Differences to Sonography

In order to differentiate USCT as precisly as possible from conventional ultrasound
applications in medicine, a few key aspects need to be pointed out. Ultrasound
tomography is a diagnostic procedure with its main application in the diagnosis
of breast cancer. Contrary to conventional sonography, the object to be imaged is
surrounded in a fixed setup by ultrasound transducers and sonicated in such a way
that both reflection and transmission images of the speed of sound and attenuation
distribution can be reconstructed.

Reflectivity tomography, as applied in conventional sonography, does generate a
qualitative representation of the gradient of the body’s acoustic impedance. However,
the resolution of the resulting B-scans in sonography is anisotropic and spatially
highly variable. This can be overcome with USCT by optimizing the transducer
distribution and using unfocussed emission and reception. A diagram of the different
acquisition modes is given in Fig. 3.

The relatively high speckle noise of sonography can, on the one hand, provide
indirect information about the tissue as a diagnostic tool, and on the other hand,
can obstruct important features. Speckle is the typical grainy background pattern
in sonography images and is caused by interference effects [10]. Speckle can be
reduced by spatial compounding. Compounding means that B-scans from different
acquisition angles are added together. USCT systems include compounding due to
their surrounding aperture, i.e. the object is imaged frommany sides with ultrasound
transducers.
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3D ultrasound systems allow imaging of a 3D volume. However, the 3D volume
at an imaging position corresponds to only a small part of the imaged object. If the
entire volume has to be represented, many volumes must be recorded over the entire
body region of interest. These partial volumes are then subsequently assembled. A
recent development in breast ultrasound is, for example, Automated Whole-Breast
Ultrasound (AWBU, SonoCine) [11], which images reflectivity volumes of the entire
breast. This procedure results inmore objective images and structured documentation
than is common with ultrasound examinations. However, the systems only image
from one side with conventional US scanners, resulting in anisotropic and spatially
variable resolution and decreasing signal-to-noise ratio with penetration depth.

2 State of the Art of Ultrasound Tomography

The first use of ultrasound in medical diagnostics was published in 1942 by the
psychiatrist and neurologist K. Dussik of the University Hospital of Vienna as "hy-
perfonography" [13]. The transmission-only system recorded so-called "ventriculo-
grams", i.e. attenuation projections of ultrasound pulses through the human skull.
The application was intended to examine the ventricles in the brain. For this purpose,
the back of the patient’s head was placed in a water bath and transilluminated by
two opposing single transducers. A photograph of the apparatus can be found e.g.
in [12]. However, the strong attenuation and reflection of ultrasound from the skull
bone meant that this method was not pursued.

Howry, Holmes, and colleagues [14, 15] developed several prototypes, so-called
compound scanners, which used a single focused transducer to compose B-scans
from A-scan lines. USCT-like features were the placement of the patient in a water
bath and the ability to move the transducer in a circular path around the patient. The
"sonoscope" of 1954 is e.g. reprinted in [12].

From the mid-1950s onwards, further research was almost entirely limited to
pulse-echo systems. Transmission devices or surrounding systems no longer played
a role [12]. In the late 1970s and early 1980s, the idea of tomography for reflection
slice images was revisited and analyzed theoretically and with computer simulations
by Norton and Linzer, among others. In particular, they discussed how the aperture
type affects the point spread function (PSF) of the resulting images.Different aperture
types were considered, from spherical [16] to planar and cylindrical [17] to circular
apertures [18].

At the same time, the idea of transmission imaging in the form of transmis-
sion tomography was revived by several groups for various applications [1, 19–23].
Greenleaf and Bahn published clinical results on transmission tomography of the
breast [5], in which they showed a diagram, still often cited today, see Fig. 11, of
the relationships between speed of sound and attenuation of normal and abnormal
tissues of the breast. Further experiments were performed onDoppler and reflectivity
tomography [24].
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Combined systems that provided both transmission and reflection data from the
breast were described by Müller et al. in 1979 [25] and by Carson and colleagues in
1981 [26]. Carson et al. used two directional, opposing ultrasound transducers with
3.5MHz center frequency and 40% bandwidth. These were rotated and lifted around
the patient’s breast in the prone position to produce slice images in the frontal plane
of the breast.

Current Systems

Most current USCT systems acquire both reflectivity and transmission data and
focus on breast cancer diagnosis. Basically, systems can be divided into three types
according to their aperture: 2D ring apertures, 2.5D segment, or 3D apertures. They
operate at frequencies from 0.35 to 8 MHz and transmit unfocused ultrasound pulses
in 2D or 3D. Acquisition times of the more sophisticated systems are in the range
of minutes. The total time is dominated by the duration of the movements of the
apertures; the travel times of the pulses are almost negligible with current systems.

Image reconstruction is computed offline in minutes to hours, often using massive
parallelization in clinical trials, e.g. [27–31]. Since most groups do not provide
detailed information on the acquisition time, only an approximate overview can
be given. From the available system parameters, it is estimated that recordings
with patients take between two and ten minutes per breast. Clinical trials have
been described for systems from QT Imaging, Inc. (formerly QT Ultrasound and
TechniScan) [3, 32], Delphinus Medical Systems [2, 33], MastoScopia [34], and
KIT [35]. Delphinus stands out for reporting by far the largest number of patients.

The used reconstruction algorithms for transmission images are iterative algo-
rithms, whereby the Algebraic Reconstruction Technique (ART) [36] is mostly pre-
ferred. This reconstruction method assumes straight rays in the simplest case or,
in extended implementations, can also represent refraction effects [37]. Neglect-
ing diffraction leads to a limited resolution of transmission volumes, see Section 4.
This is where QT Ultrasound and Delphinus stand out. The system of QT uses a
transmission reconstruction based on the paraxial approximation [38], which offers
much higher resolution than ART. Delphinus even uses 2D full-waveform inver-
sion tomography [39]. However, these approaches have the disadvantage that the
required computation time is increased massively. Most systems use the Synthetic
Aperture Focusing Technique (SAFT) [40] or spatial compounding for reflectivity
imaging. Reconstructions are performed on multiple parallel GPUs for clinical use,
e.g. [28, 29].

For 2D systems the resolution is anisotropic in the image plane and in the slice
direction. It is depending on the bandwidth of the used pulses, the used aperture
shape and is location dependent [41]. The 2D approaches result in images with slice
thicknesses in the millimeter range. In addition, the images show limited depth of
field. Focusing the transducers in the slice direction results in loss of out-of-plane
reflections. Due to the required motion mechanics, the acquisition time cannot be
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Table 1 Overview of a selection of current USCT systems

System Modality Aperture Freq. range
(Bandwidth)

No.
elements Motion In vivo or

clinical test

ANAÏS
[42]

Transmission
Reflection Semicircle 3.0MHz (75%) 1024 Rotation

Translation
no

QT Scanner
2000 [43]

Transmission
Reflection

Planar arrays
Circular
segments

0.9MHz
(100%)
3.6MHz
(70%)

8x256
3x192

Rotation
Translation

[3, 32]

MUT
[44,45] Transmission Planar Arrays 8MHz (50%) 128 Rotation

Translation
[34]

SoftVue
[28, 31]

Transmission
Reflection

Ring 2.75MHz
(100%) 2048 Translation [2, 33]

Prototype
us CT [46]

Transmission
Reflection

Ring 3MHz (unk.) 2048 Translation [46]

BUTIS
[47]

Transmission
Reflection

Ring 2.25MHz
(unk.) 1024 Translation [47]

3D USCT II
[48]

Transmission
Reflection

Semi-ellipsoid 2.5MHz (60%) 2041 Rotation
Translation

[35]

reduced to sound-only time. A full 3D aperture using spherical wave fronts for
imaging solves these limitations.

An overview of current USCT systems and their properties are listed in Table 1.

3 Ultrasound Propagation in Tissue

Imaging procedures are based on the interaction of energy with matter. Most medical
procedures introduce energy into the body and record its interaction with the imaged
structures. A certain imaging procedure thereby maps one or more defined physical
properties of the tissues. Thismapping can be qualitative or quantitative. For accurate
medical diagnosis, the mapping of physical properties for normal and abnormal
tissues have to be as well known and distinguishable as possible [49].

Ultrasound propagation in soft tissue is characterized by complex interaction.
According to [50], these diverse interactions between ultrasound and tissue are the
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greatest advantage of ultrasound-based diagnosis and, at the same time, its greatest
weakness: They enable many applications and modalities of diagnostic ultrasound
from Doppler to elastography to pulse-echo sonography. However, individual effects
are difficult to isolate. Therefore, quantitative imaging is often not possible.

Acoustic Wave Equation and Assumptions

Ultrasound describes the phenomenon of propagation of density and pressure fluctu-
ations in an elastic medium at frequencies greater than 20 kHz. Typical assumptions
for the description of wave propagation in soft tissue are [10, 51]:

1. the medium "soft body tissue" behaves like a liquid. Thus, ultrasound waves
propagate approximately only as longitudinal waves, i.e. compressional waves.
Shear waves can be ignored.

2. the propagation is described by a linear wave equation as the amplitudes of the
sound pressure and the particle displacement are very small.

3. the energy loss in the propagation of the sound wave is so small that absorption
can be modeled in a simplified way. Dispersion effects can be neglected.

4. the medium is approximately isotropic, so that the material properties in homo-
geneous tissue can be described by a direction-independent scalar.

With the above assumptions, ultrasound propagation in soft tissue can be described
by the acoustic wave equation [51]:

∇2?(x) + :20[(x)
2?(x) − 1

d(x) ∇d(x)∇?(x) = 0 (1)

where ?(x) is the spatially dependent pressure, d(x) is the spatially dependent
density, and [(x) is the spatially dependent refractive index; :0 is the wave number
of the background medium.

If lossless propagation is assumed, the refractive index can be calculated as

[(x) = 20
2(x) =

√
 0
d0

√
d(x)
 (x) (2)

where 20 is the speed of sound of the background medium, 2(x) is the spatially
dependent speed of sound, d0 is the density of the background without sound propa-
gation, and  0 and  (x) are the compression moduli of the background andmedium,
respectively.

If absorption is assumed to be small over the distance of a wavelength, the
refractive index can be written as

[(x) ≈ 20
2(x) + 8

`(x)
:0

(3)
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with ` as the spatial and frequency-dependent absorption coefficients. Attenua-
tion U is often calculated instead of the absorption. This describes the total of the
energy loss due to absorption and scattering [52]. The attenuation is thus partly also
dependent on the aperture, since scattered energy components play a role, which are
not detected by the finite active area of the aperture [50].

With these assumptions, sound propagation in inhomogeneous media depends on
three parameters [53]: the density d, the adiabatic compression modulus  , and the
absorption `. Mostly these or derived properties such as the speed of sound 2 =

√
 
d
,

the attenuation U, and the gradient of acoustic impedance, / = d2, as "reflectivity"
�, are reconstructed during image generation.

Wave equations that model tissue not as a fluid but as an elastic solid, and thus
include shear waves, can be found e.g. in [51].

4 Image Reconstruction

The image reconstruction reconstructs the object properties from the measured val-
ues such as ultrasound amplitude and phase. In general, if the relationship can be
described relatively simply, the reconstruction can be performed quickly and effec-
tively. When the relationship is complex, as in the case of ultrasound propagation in
tissue, either limitations in the quality of reconstructed images have to be accepted or
more sophisticated reconstruction algorithms have to be used, provided that current
technology can compute them in finite time. For a given imaging system, the "qual-
ity", i.e. the resolution, the contrast and the correspondence with the true values of
the reconstructed images, mainly depends on the reconstruction method used. The
reconstructed values can be either quantitative or qualitative.

The reconstruction methods of USCT are based on the acoustic wave equation
for inhomogeneous media with the assumptions described in section 3. The result-
ing main effects for the propagation of a wave are often modeled in a simplified
manner as diffraction, refraction, scattering and absorption. Table 2 summarizes the
approximations of the reconstruction methods described below and their properties.

Wave-based reconstructionmethods, distinguished here as Full-Waveform, Parax-
ial, and Diffraction Tomography, can be grouped into two categories [54]: Full-
Waveform Tomography which uses (almost) all information of the received waves
and Paraxial and Diffraction Tomography, which use approximations for the recon-
struction.

Full-Waveform Tomography

Full-waveform inversion (FWI) or waveform tomography [55] uses a forward model
that approximates the measured data based on an initial estimate of the object
properties to be reconstructed. A new model of the object properties is generated
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Table 2 Overview of USCT reconstruction methods using approximations based on [37]. _ is
the wavelength, ! is the distance between emitter and receiver, ? is the ultrasound pressure, H a
direction normal to the main propagation direction, ?B is the scattered pressure, m? the change of
pressure, : the wave number and 20 the speed of sound.

Method Approximation Resolution Complexity Assumption
Paraxial Anisotropic field _/2 High m2?/mH2 small
Born Linearization of pressure _/2 High ?B � ?

Rytov Linearization of phase _/2 High X? � 1
Eikonal Infinite frequency

√
!_ Middle : small

Ray propagation Infinite frequency
√
!_ Low 20 const.

from the difference between themeasured and simulated data. These steps are iterated
using a suitable optimization algorithm until a termination criterion is reached, i.e.
the difference of the object model and the measured data is small. The advantage of
this method is that the wave equation does not need to be linearized and therefore all
effects of wave propagation, within the stated assumptions in section 3, are modeled.
The object itself is discretized, which allows, for example, the solution of the wave
equation using finite elements [55]. A disadvantage is that this method requires the
highest computational effort.

First implementations for ultrasound tomography have been published in recent
years, e.g. [56–58]. However, these methods are currently limited to low frequencies
below 0.5MHz or 2D reconstructions [39,57,59]. Most of these approaches assume
that the density in the tissue is constant and only the compressibility varies. Results
with simulated data for simultaneous reconstruction of density and compressibility
can be found in [60, 61].

In detail the published methods vary greatly, especially in the underlying formu-
lation of wave equation, e.g. with or without absorption, and whether the forward
model is calculated in the time or in the frequency domain. The following brief
introduction to the theory and the reconstruction methods closely follows [57] by
applying Contrast Source Inversion in the frequency domain. For simplicity, the
introduction is done without modeling absorption and the density is assumed to be
constant, i.e., only the spatially varying speed of sound 2(x) is considered. The the-
ory and reconstruction for this particular method, including absorption and density
reconstruction, can be found in [54].

The Helmholtz equation for heterogeneous media in the frequency domain is

∇2 ?̂(x) + l2

22 (x)
?̂(x) = −(̂(x), (4)

where ?̂(x) is the pressure field at location x in the frequency domain. (̂(x) is the
primary source generating the sound field. l is the angular frequency and ∇2 the
Laplace operator.

The total pressure field is seperated into the incident field ?̂8=2 (x) and the scattered
field ?̂B2C (x) as
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?̂(x) = ?̂8=2 (x) + ?̂B2C (x). (5)

The incident field is the part of the pressure field generated by the source (̂ which is
traveling through homogeneuos background medium with 20 and the scattered field
is a correction term which accounts for the deviations due to the imaged object with
2(x) = 20 + 42(x).

The scattered field can be written as

?̂B2C (x) = l2
∫

x′∈D
�̂ (x − x′) ?̂(x′)j(x′)3+ (x′), (6)

where D is the spatial domain, i.e., the reconstructed area or volume (+), �̂ is
the Green’s function, and the contrast function j(x′) is the deviation from the
background medium caused by the object, with

j(x′) = 1
22 (x′)

− 1
220
. (7)

For Contrast Source Inversion in two dimensions, i.e. x = (G, H)) , the total field in
equation (5) and the scattered field in equation (6) are modified such, that the contrast
function j(x′) and the total field are combined in one variable F̂(x′) = ?̂(x′)j(x′),
i.e.

?̂(x) = ?̂8=2 (x) + l2
∫

x′∈D
�̂ (x − x′)F̂(x′)3�(x′), (8)

with x ∈ S and
?̂B2C (x) = l2

∫
x′∈D

�̂ (x − x′)F̂(x′)3�(x′), (9)

with x ∈ S and S the surface of the domain D.
After discretization and in operator notation, the equation (8) is written as

p̂ 9 = p̂8=29 + LD [ŵ 9 ], (10)

where p̂ 9 is the discretized total field, p̂8=29 the discretized incident field, LD the
integral operator on D, and 9 = 1, 2, . . . , � denote the unique emitter and receiver
combinations.

if the equation (10) is multiplied by 6 and solved for the incident field, the
resulting equation is called object equation

6p̂8=29 = ŵ 9 − jLD [ŵ 9 ], (11)

where F̂ 9 are the contrast sources.
Equation (9) can be rewritten in a similar way and expressed as the so-called data

equation
f̂ 9 = LS [ŵ 9 ], (12)

where f̂ 9 is the measured data, i.e., a set of measurements of the scattered field at S,
and LS is the integral operator over S.
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The aim is to reconstruct the contrast function 6 for given f̂ 9 . This is done
iteratively by minimizing the error for the object equation (11) and the error for the
data equation (12), which is a measure of howwell a current estimate of ŵ 9 ,= predicts
6p̂8=29 and f̂ 9 , respectively. The initial values of the contrast source ŵ 9 ,0, the total
field p̂ 9 ,0 and the contrast function 60 are calculated directly from the data equation
(12) using the measured values. In the following iteration, first the contrast source
ŵ 9 ,= is updated based on the current error. Then, the total field p̂ 9 ,= is caculated for
the updated contrast source. Finally, the contrast function j= is calculated by direct
minimization from ŵ 9 ,= and p̂ 9 ,=. This is repeated until a threshold for the total error
or a certain number of iterations is reached.

Finally, the speed of sound values of the domain are calculated from the resulting
6 as

c =
1√

6 + 2−20
. (13)

Diffraction Tomography

The term diffraction tomography is also used in the literature for full-wave(form)
methods. Here, the classification according to [9] is used, which distinguishes diffrac-
tion tomography from FWI tomography by applying additional simplifying approx-
imations.

Typical reconstruction methods are based on the Born or the Rytov approximation
in the first order of the wave equation [62]. Diffraction tomography has so far
been used mainly on simulated 2D data sets with low frequencies, e.g. [24, 63–65].
The Born approximation assumes that objects to be reconstructed are small and
their acoustic parameters are only weakly distinguishable from the background.
The Rytov approximation constrains the maximum contrast of objects. Both assume
non-absorbing media, so absorption or attenuation has to be modeled additionally.
The advantage of diffraction tomography is that the reconstructions can be up to a
hundred times faster than the FWI methods [66]. However, the assumptions are of
limited use for imaging breast tissue [9, 57] and other tissues with highly varying
speed of sound. Extensions of the Born approximation such as the Distorted Wave
Born Approximation can improve this, e.g. [67], but are again more complex to
compute.

The following short introduction focuses on the Born approximation in two di-
mensions as descibed in [57]. The Born approximation simplifies the scattered field
in equation (6) to

?̂B2C (x) = l2
∫

x′∈D
�̂ (x − x′) ?̂8=2 (x′)j(x′)3�(x′), (14)

where the total field ?̂(x′) is approximated by the incident field ?̂8=2 (x′).
Discretized and in operator notation, the scattered field can be rewritten as
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p̂B2C9 = M[6], (15)

where M is the integral operator.
The aim of the reconstruction is again to calculate 6 from the measured data,

denoted here as p̂B2C9 .
Simple Backpropagation reconstructs 6 directly from the scattered field

6 = M† [p̂B2C9 ], (16)

where M† [p̂B2C9 ] =
∑
9 ,l l

2 [p̂8=29 (x′)�̂ (xA − x′)]∗p̂B2C9 (xA ) is the adjoint of the
integral operator M and ∗ denoting the complex conjugate.

In the so-called Born inversion 6 is calculated iterativley, e.g. by minimizing
�= = | |p̂B2C9 −M[j=] | |. This corresponds to finding a contrast function that best fits
the measured data. Before the first iteration step, 60 is set to 0. Then 6= is calculated
based on the previous difference �=−1 between measured data and contrast function.
This is repeated until �= is smaller than a threshold or a certain number of iterations
is reached.

In both cases, the speed of sound distribution of the reconstructed image can be
calculated using 6= in equation (13).

Paraxial Tomography

Reconstructions based on the paraxial approximation are often used in geophysics
[68]. In paraxial tomography, the wave propagation is computed mainly in one
direction and the contributions from other directions are neglected. This reduces the
required computational power since the wave propagation can be computed by an
iterative layer-by-layer wave transport. Refraction, diffraction and forward scattering
are taken into account. Absorption can be modeled additionally. This reconstruction
method has already been successfully applied to clinical data for speed of sound
and attenuation reconstructions of a 2.5D system [3] that emits approximately plane
waves. It has been extended for the use with spherical waves [69] recently, which
will allow broader application to the more common USCT setups with cylindrical
and spherical waves in future. A quite effective method is to learn the forward model
and to reconstruct the paraxial tomography with a neural network [70].

The brief introduction in the theory follows [69]. For simplicity, the density is
considered constant, the problem to be two-dimensional, and the medium lossless.
Note that for the paraxial approximation, the 2D problem is ususally denoted by G
and I, where I is the direction in which the plane wave travels, i.e., the paraxial
direction.

The inhomogeneous Helmholtz equation (4) may then be rewritten as

∇2 ?̂(x) + :20 (1 + [(x))
2 ?̂(x) = 0, (17)

where :0 = l
20

is the wave number of the background and [ is the refractive index.
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The paraxial approximation of the Helmholtz equation is found by first transform-
ing the pressure ?̂ with ?̂ = 48:0I D̂ to an equation of its envelope with

mGG D̂ + mII D̂ + 28:0mI D̂ + :20 ((1 + [(x))
2 − 1)D̂ = 0. (18)

The envelope D̂ contains the deviation of ?̂ from a plane wave. Introducing
operator & =

√
1 + ( 1

:20
mGG + (1 + [)2 − 1) and assuming that [ varies only very

slowly in I direction (mII ≈ 0), the equation (18) can be factorized into two parts

(mI + 8:0 + 8:0&) (mI + 8:0 − 8:0&)D̂ = 0, (19)

The first part on the left hand side describes the propagation of the wave in −I, i.e.
the reflected wave, and the right part in +I direction, i.e. the transmitted wave.

Considering only thewave propagation in+I direction, the paraxial approximation
can be written as

mI D̂ + 8:0 (1 −&)D̂ = 0. (20)

The forward problem, i.e., the calculation of ?̂ for given [ and ?̂8=2 can now be
solved numerically by the split step formulation. The pressure p̂=+1 at position I=+1
is calculated based on p̂= at I=, = = 1...# ,

p̂=+1 = 48:0[=4IF −1{4
8:0

√
1−( 2c

4G#:0
)24IF {p̂=}}, (21)

with F the (discrete) Fourier transformation over space. Setting p̂0 = p̂8=2 , one can
incrementally calculate the pressure at discrete I=.

Different approaches have been proposed for the backward problem of recon-
structing 2 from known p̂8=2 and measured data f̂. In [69], the problem is solved
similarly to the Born inversion described in the previous subsection by iteratively
minimizing the error between the measured data and the simulated data for the cur-
rent estimate of [ with �= = | |p̂B2C9 − p# | |. For this simple case, it is assumed that
the receivers are located at I# .

Ray Tomography

In ray tomography, an ultrasound pulse is assumed to travel on an infinitely thin
beam. Diffraction and scattering are thus neglected. This assumption is based on the
limiting case for infinitely small wavelengths or infinitely high frequencies, similar
to the assumptions for geometrical optics. Allowing for refraction of the ray, the
Eikonal ray approximation is obtained. For rays traveling directly from emitter to
receiver without refraction, the straight ray approximation is obtained, see Fig. 4.
Both approaches are used for transmission tomography, i.e. either the speed of sound
or the attenuation distribution can be calculated using the pulses received on the
fastest or shortest paths from emitter to receiver, respectively.
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𝑒  

𝑟  

Fig. 4 Example for straight and refracted beams from [37]: Path (a) is the shortest and path (b) the
fastest path connecting emitter e (red) and receiver r (green).

Fig. 5 First Fresnel zone of emitter (red) and receiver (green): ! is the distance of emitter and
receiver. Adapted from [37].

In Eikonal tomography, the refracted path between transmitter and receiver is
calculated iteratively on a current voxel model of the object. The model of the object
is then recomputed for these new paths. Examples of Eikonal tomography for 2D
systems are [1, 71, 72] and for 3D systems [73].

Straight ray tomography is based on the most limiting approximation, neither
refraction, diffraction nor scattering are considered. However, since it is very fast to
compute, it is widely used, e.g. [20, 21, 37, 74].

In contrast to previous methods, the achievable resolution of the resulting images
is very limited in ray tomography techniques. Because diffraction and scattering are
neglected, effects from the first Fresnel zone around the direct path are ignored [75].
The first Fresnel zone corresponds in 2D to an ellipse with emitter and receiver at the
focal points and includes all scatterers that can interfere with transmission, see Fig. 5.
The position of scatterers located in this zone cannot be unambiguously determined
without modeling diffraction and scattering. This leads to uncertainty in the position
reconstruction, which in the worst case corresponds to the maximum width of the
first Fresnel zone of

√
!_, where ! is the distance from emitter to receiver and _ is

the wavelength of the wave [76]. Thus, for 2.5MHz in water, an ! of 20 cm results
in a position uncertainty of about 1 cm.
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One method for reconstructing sound speed images [77] is to discretize the
problem and write the forward problem as

As = b. (22)

Here, the matrix A describes the paths the rays travel through the slowness map s to
generate the arrival time measurements in b. The slowness map is the inverse of the
speed of sound map, i.e. B 9 = 1/2 9 .

Since A is usually very large and sparse and the problem is often ill-posed, direct
inversion is often not possible. Hence the speed of sound distribution of the imaged
object is then iteratively calculated by minimizing an error term describing the
differences between the simulated and measured arrival times, e.g., � = | |As − b| |2.

Reflection tomography

Reflection tomography [17] also assumes straight rays between the emitter, reflector
and receiver. However, the reflected amplitude of the ultrasound is used to recon-
struct images. Reflection tomography is based on the Born approximation. In the
simplest case, this assumes constant speed of sound, negligible attenuation, and
single scattering. Reflection tomography is related to the B-scan method of conven-
tional sonography. There, however, the optimal focus is only achieved at the focal
point of the beam during transmission, whereas with USCT reflection tomography
an ideal focus can be generated at any point in the image. This is due to acquiring
fully unfocused data which is then focused to each point during the reconstruction.
Many USCT systems use the Synthetic Aperture Focusing Technique (SAFT) [40]
for reconstruction of reflectivity images.

The reconstruction can be performed in one step, e.g., in [57] described as

6 =
∑
9 ,t

pB2C9 (t)X(20t − ||xB − x| | − | |xA − x| |), (23)

with 9 all combinations of emitters xB and receivers xA and t the discrete time samples
of the measured field pB2C

9
.

Clinical Applicability of Reconstruction Methods

So far USCT devices with their algorithms are aimed at high image quality and
are used for image-based diagnosis. In contrast to sonography, it is not mandatory
to acquire and reconstruct the images in real-time, because comparable to MRI, a
structured volume is generated that can be stored and analyzed without the patient.
The main challenge is to acquire the raw data fast enough to prevent blurring due to
patient motion and enabling clinical applicability by reconstructions in the range of
minutes to hours.



Ultrasound Tomography 17

Since there is a certain amount of time available for reconstruction, the best
possible image quality should be themain goal in the selection of possible algorithms.
However, reconstructions based on the wave equation are very computationally
expensive. Currently, only a few algorithms are available that have been tested with
real data, and only two examples are used with clinically relevant timing with parallel
hardware [38, 39]. They trade off by using frequencies well below 1MHz, limiting
the possible resolution.

The reconstruction methods, with the exception of simple ray and reflection
tomography, generally use time-consuming iterative methods to solve the inverse
problem. The two simpler methods can, in principle, be computed directly without
iteratively estimating the object to be imaged. An exception is the algebraic recon-
struction method (ART) for ray-based transmission tomography, where the iterative
solution is used to solve an ill-posed inverse problem. Fig. 6 shows a simplified
comparison of the computational complexity of the algorithms as a function of
the number of pixels or voxels in one direction (#) and the non-parallelized time
duration. Not included in this overview is the potential of the algorithms for paral-
lelization or use of alternative reconstruction methods. Some examples can be found
in [66, 70, 78].

The O-notation [79] is used to classify the complexity of the algorithms. It
describes how the runtime and memory requirements change as a function of the
size of the input parameters. The following assumptions were made for the input
parameters:

• Number of discrete image points: in 3D # = =G = =H = =I with =G , =H , =I the
number of points in each direction. An overall number of #3 voxels have to be

Fig. 6 Simplified comparison of the complexity of reconstruction algorithms used for USCT based
on the assumption that 3DFourier transform could be calculated in 1 s for N = 1000.
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reconstructed. In 2D # = =G = =H and #B = =I number of slices in I direction
and #B � # . An overall number of #B · #2 pixels have to be reconstructed.

• Number of emitters and receivers: # = #4 = #A with #4 number of emitting
positions and #A number of receiving positions per emission. The number is each
assumed to be equal to # , which fits roughly the Nyquist theorem in 2D and
results in #2 A-scans.

• Number of iterations for iterative algorithms: #8C4A , with #8C4A � #

• Number of swept frequencies for algorithms which use discrete frequencies: # 5 ,
with # 5 � #

• Number of time samples in each A-Scan: #C , with #C = #

Given these assumptions simple ray and reflection tomography algorithms are in
the range of $ (#2;>6#) to $ (#5) which equals e.g. to a calculation in the range of
seconds to minutes for 2D systems. On the other end, full-waveform tomography has
a complexity of$ (#6) in the 2D and$ (#7) in the 3D case resulting in computation
times in the range of days to months and years depending on the image resolution.

The system design strongly influences the computational complexity and limits
the applicability of certain methods. For example a fully unfocused 3D system [35]
offers better 3D point spread function and less artifacts, but the third dimension
increases the computational requirements for reconstruction by a significant factor.
In comparison, for a 2D system [28] only 20 slices per breast need to be computed, but
for a 3D system more than 1000 slices are generated. Thus, additional accelerations
and approximations are necessary for reconstruction in a clinically applicable time
frame [66].

Resources for USCT Data

A direct comparison of different implementations of algorithms is difficult, since
they are usually applied to custom simulated data or - if available - real data. The
relatively few experimental data sets are usually not widely available. Also, the
different experimental setups usually require many adjustments for data processing
and system modeling for the reconstruction algorithms. To address this gap, a USCT
data exchange and collaboration initiative was launched to provide open and easy-to-
use data and code interfaces and to stimulate the exchange of available reconstruction
algorithms and raw data sets from different USCT instruments.

The reference database [80] was established with freely available and openly
licensed USCT data. It provides a tool for direct comparison of algorithms using
the same data for reconstruction. Simulated data as well as real-world data sets are
available. Fig. 7 shows the real-world datasets. The first three phantoms were imaged
using KIT’s 3DUSCT, the fourth using TU Delft’s DBUS with a 2D low-frequency
setup, and the last using the 2D system MUBI from the Spanish National Research
Council and Complutense University Madrid [81]. In addition, feedback on data
and system architecture from scientists working on the reconstruction will help drive
further development of measurement setups.
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Fig. 7 Real world phantoms of the USCT exchange platform (from left to right): gelatin, turkey,
thread, agar and tissuemimicking phantomwith each SAFT reconstructions or spatial compounding
(bottom right).

5 Technical Challenges and System Design

A USCT device should both generate data that enables optimal imaging results
and be suitable for clinical use, including patient safety and comfort, high patient
throughput, and low cost of acquisition and operation. The practical challenges in
developing such a system are summarized below.

Transducer Distribution

The 3D distribution of ultrasound waves in the measured volume has to be sampled
temporally and spatially to obtain digitized data for the reconstruction. Similar
to the sampling theorem for temporal signals, where the sampling rate and time
window of an A-scan has to match the bandwidth and time duration used, the spatial
sampling has to match the spatial frequencies of the imaged object, i.e., the inverse
of the required resolution, and the object volume. The positions of the transducers
during data acquisition define the spatial sampling points of the data. This is usually
a compromise between optimal distribution and number of available transducers,
either real available transducers or virtual positions, usually obtained by multiple
movements of available transducers.

Ideally, for a 3D volume such as the female breast, spatial sampling points would
completely surround the object and sample at distances of ΔG/2, where ΔG is the
resolution of the resulting images. However, this is practically impossible due to the
accessibility of the object to be imaged and constraints imposed by the cost and com-
plexity of the device, the resulting data size, and the reconstruction time. Therefore,
various approximations of such apertures, i.e., the set of physically available and
virtual transducer positions, have been proposed so far. Fig. 8 shows diagrams and
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Fig. 8 Different setups for USCT systems imaging a breast are shown in this diagram. Top left:
2D slice acquisition with individual and freely positioned transducers (yellow). Top right: 2D slice
acquisition with individual and freely positioned linear transducer arrays. Bottom left: 2D slice
acquisition with a ring of transducers. Bottom right: 3D acquisition with hemispherical array.
Arrows indicate the typical degrees of freedom for mechanical motion of the transducers.

Fig. 9 Top left (1): 2D slice acquisition with individual and freely positionable transducers of
the first experimental USCT at KIT [82]. Top right (2): 2D slice acquisition with individual and
freely positionable linear transducer arrays of the first MUBI system [83]. Bottom left (3): 2D slice
acquisition with a ring of transducers in Delphnius’ SoftVue system (Courtesy of Neb Duric, CTO,
Delphinus Medical Technologies). Bottom right (4): 3D acquisition with semiellipsoidal array of
KIT’s 3D USCT II [48].

Fig. 9 realizations of such setups. Virtual transducer positions are created bymechan-
ically moving either individual transducers, sets of transducers, or all transducers to
additional positions and repeating the measurements with these new positions. The
disadvantage of this method is a longer data acquisition time and, if the transducers
cannot be positioned individually, a limited pattern of overall positions.
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Simple laboratory experiments use only a few individual transducers or conven-
tional sonography scanners focused in azimuth direction. They are mechanically
moved to many virtual positions and acquire the data from one 2D slice, e.g. [84].
Typical data acquisition times are many minutes to several hours. They are therefore
mostly used for imaging phantoms.

For the use in paraxial tomography, systems with linearly grouped transducers
have been used in 1D [85] and 2D arrays [86]. The transducers have to be rotated
around the object and also moved in the azimuth direction to obtain virtual positions.
It has been reported that data acquisition will take several minutes.

The most commonly used aperture design is grouping transducers on a ring, e.g.
[31]. The ring is usually densely populated with transducers, e.g. 2048 transducers on
a ring of 22 cm diameter for 3MHz center frequency. The transducers are unfocused
in x-y direction and focused in z (azimuth) direction. The ring is mechanically
moved in z-direction and acquires data for 2D slices, with, for example, 20 to 40
slices. Typical duration for data acquisition is 1 to 5minutes per breast. An interesting
approach was proposed by [42]. There, the transducers were grouped on a semicircle
with diameter 20 cm and the semicircle could bemovedwith two degrees of freedom,
allowing also sagittal slices.

3D systems based on a cylinder, a half ellipsoid [48] and a hemisphere [87]
have been presented. The number of transducers ranges up to 2304, so mechanical
repositioning of the entire transducer aperture is also used to achieve denser sampling.
The transducers transmit and receive approximately spherical waves for full 3D
imaging. Data acquisition time ranges from 1 to 6minutes. Due to the unfocused
transducers, no reflections are lost between layers and isotropic resolution in 3D is
possible.

Ultrasound Transducers for USCT

The ultrasound transducers usually operate in the lower frequency range, i.e., 1 to
3MHz, are required to have a large bandwidth and either emit or receive spherical
waves for 3D imaging or cylindrical waveswith azimuthal focus for 2D slice imaging.
Typically, trade-offs are made between the resulting low local acoustic pressure and
the need for an acceptable signal-to-noise ratio.

The frequency range and the 3D distribution of the generated ultrasound field is
mainly dependent on the geometry of the active elements of the transducers. The
thickness of the element in direction of the deformation sets the resonance frequency,
the shape and the diameters the angular characteristic, see Fig. 10 for examples.

The frequency range of most systems is centered around 2 to 3MHz, with a wide
bandwidth, i.e. more than 50%. The center frequency is a compromise between
image resolution and size of the imaged volume. The higher the frequencies, i.e., the
smaller the wavelength _, the higher the possible resolution, see Table 2. However,
ultrasound absorption also increases with frequency. The local sound pressure is
additionally reduced by the propagation of the wave as a function of the distance
traveled. Thus, the use of high frequencies is limited by the size and absorption of the
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Fig. 10 Beam patterns of a rectangular and a quadratic transducer element: Top: Rectangular
element with 0.25mmx 1.45mm area. Bottom: Quadratic element with 0.25mmx 0.25mm area.
Both for a 2.5MHz excitation in water. Left: Active area in m. Left center: -3 dB intensity limit
in xy-plane (red). Right center: -3 dB intensity limit in yz-plane (red). Right: -3 dB surface in 3D.
Both elements emit in z-direction.

object and the total distance of the transducers in the aperture, since the sensitivity
of the receivers is limited. Currently, systems operating at lower frequencies around
1MHz are becoming more popular [39, 88]. This is because FWI and paraxial
tomography have become computationally feasible at these lower frequencies. They
also have additional advantages, e.g., they can be applied to body parts that contain
bone, such as joints or the skull, due to the lower absorption, and also reduce the
overall complexity of the system by allowing for less dense spatial sampling.

A 2D system would typically use a rod-shaped active element, see Fig. 10 top
row, with large opening angle in xy direction and narrow angle in azimuth direction
to image approximately 2D slices. The thickness of the slice can be further reduced
with acoustic lenses. Note that the layer thickness is smaller near the transmitter
and increases with distance. Thus, the total layer thickness is an average value. A
3D system usually uses square or disk-shaped transducers, see Fig. 10 bottom row,
to achieve large opening angles in 3D.

Since the transducers in most systems have small active areas and are fired
individually, the amplitude of the emitted pressure and the sensitivity of the receivers
is low, resulting in a low signal-to-noise ratio. For this reason, the area of the active
element is often set as a compromise between ultrasound pressure and opening angle.
Also, amplification electronics may be present near the transducers and the gain of
the channels can be set individually or object-specific and time-dependent. Some
systems additionally use a so-called coded excitation [89]. The advantage of coded
excitation is that the emitted ultrasound energy can be distributed over time and
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recovered in the form of a much shorter decoded pulse, which significantly increases
the SNR.

Data Acquisition and Processing

For a short duration of imaging and especially to avoid blurring of data due to patient
movement, data acquisition in systems for medical use must be fast and is performed
with hundreds of parallel channels. Computing power for reconstruction has to be
high to obtain images in clinically relevant time.

Data acquisition and image reconstruction are often performed separately in
USCT devices: After the fastest possible data acquisition, the data are stored in the
device or on an external storage medium for offline image processing.

After data acquisition, the signals are preprocessed and image reconstruction is
performed. The separation into two systems has several advantages: The develop-
ment of the data acquisition hardware can be decoupled from the development of the
reconstruction algorithms and their platform. Heat generation and appropriate coun-
termeasures in the device need only be considered for the data acquisition (DAQ)
hardware. The reconstruction algorithms and corresponding acceleration hardware
can be adapted to some extent during the clinical trial, since changes to the device it-
self are often only possible with renewed approval. For more complex reconstruction
algorithms with longer computation times, the device can be used to continuously
image patients without waiting for the reconstruction to finish. One drawback is the
additional time required to transfer data from the USCT device to the reconstruction
hardware, which can be significant due to the large amount of raw data acquired.

Calibration

Calibration is an important part of initialization and maintenance of USCT systems.
It can be divided into spatial calibration, temperature calibration and calibration of
the measurement chain of signals.

Spatial calibration involves determining the position of the transducers. For high
resolution imaging, the position must be known better than _/2, e.g., for 2.5MHz
this would correspond to an accuracy better than 0.3mm. This could be achieved by
building the aperture and transducers with high precision. Alternatively, the positions
can be determined by measurements, see e.g. [42, 90].

Since ultrasound travels through water over long distances and the speed of sound
in water depends on temperature, this must also be monitored. Here, calibration of
the internal temperature measurement devices may be necessary, or temperature or
speed of sound can be calculated from empty measurements using known transducer
positions.

The measurement chain of the signal contains the individual system responses
of the transducers and the measurement channels. The transducers can differ in
center frequency, bandwidth, sensitivity, and aperture angle. The DAQ channels can
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introduce delays and also have frequency-dependent transfer functions. Options for
calibration of these channels are: 3D hydrophone measurements of the transducers,
short-time measurements of the transfer functions of the channels, and the use of
empty measurements. More detailed information can be found, for example, in [91].

Medical Products and Standards

Finally, the device must comply with the standards for medical devices in order to be
applicable to the patient. These include the use of biocompatible materials, hygiene
concepts for thewater bath and other surfaces, ultrasound safetywith limitation of the
applied ultrasound energy and maximum pressure values, electrical and mechanical
safety and electromagnetic compatibility (EMC). For the clinical use of the method,
extensive clinical studies have to be performed to demonstrate the advantages and
limitations of the method.

6 Applications and Current Limitations of USCT

The USCT method opens up exciting new possibilities for ultrasound imaging,
providing high-quality images comparable to MRI with the added benefit of being
quantitative. USCT is being developed primarily as a tool for imaging in breast cancer
prognosis, with other applications, e.g. joint and brain imaging, currently being
explored. Other potential applications include combination with other modalities,
e.g., photoacoustics, Doppler, etc., and use in therapy.

Nevertheless, the method is currently limited by the fundamentally different trans-
ducer setup compared to conventional sonography and the relatively long duration of
data acquisition and image reconstruction, especially when compared to the real-time
imaging capabilities of sonography.

USCT and the Breast

Breast cancer is one of themost common cancers inwomen in theWesternworld [92].
Approximately one in ten women will develop breast cancer during their lifetime.
Because early and mid-stage breast cancer is usually asymptomatic, screening is
offered in many countries. The central goal of breast cancer screening is to detect
tumors as early as possible and to avoid false positive diagnoses. Currently, the main
method is X-ray mammography with sonography or MRI as a secondary diagnostic
procedure. The USCT method is a promising candidate to improve the sensitivity
and specificity of the current method, as it can also image the attenuation and speed
of sound.

A number of early studies were performed to distinguish breast and cancer tis-
sues based on their attenuation coefficients and speed of sound values [7, 93–96].
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Fig. 11 Diagram of attenuation over speed of sound for normal and suspicious tissues of the female
breast from Greenleaf and colleagues, reproduced from [5]. Speed of sound is shown on the x-axis
and normalized attenuation on the y-axis.

Greenleaf and Bahn [5] published a correlation between attenuation and speed of
sound with a USCT system in 1981, see Fig. 11. Here, different tissue types can
be roughly classified by their combined values for attenuation and speed of sound.
Similar results have been found with more recent USCT scanners, e.g. [97–99].

Based on these results, several research groups are currently working on USCT
systems for breast cancer diagnosis. In some cases, companies have been formed that
are developing commercial systems and have FDA approval. Smaller clinical trials
have been conducted by several groups and larger clinical trials have been started to
show how effective the method is.

Delphinus Medical Technologies was founded in 2010 as a spin-off from the
Barbara Ann Karmanos Cancer Institute [28]. They reported successful smaller
studies [2] and also engaged tracking the progress of chemotherapy [100] and breast
density estimation for risk classification [101]. Their large clinical study [102] with
approx. 8500 asymptomatic patients was completed in July 2021 and the system was
FDA approved for screening in October 2021 [4]. An very impressive comparison
between MRI and speed of sound images of different patients is given in Fig. 12.

QT Imaging, Inc. (formerly Techniscan and QT Ultrasound) reported successful
clinical studies, the most recent publication being comparing speed of sound images
with mammograms [32]. They have also conducted a smaller study on estimating
breast density for risk classification [103]. They completed a large study with approx.
750 patients in March 2021 [104].

The 3DUSCT II of KITwas evaluated in a smaller pilot study [35] and is currently
employed in a concordance study. The successor system is aimed at a larger multi-
center study to be started in 2022 [87].

For the MUT system of Mastoscopia good results in distinguishing benign and
malignant smaller lesions (< 15mm) with 71 patients [34] was reported.

Other upcoming systems are planning or have started trials, e.g. [46, 47].
Although USCT is not yet a standard of clinical practice, clinical trial results

and FDA approval of the first device for breast cancer screening demonstrate the
method’s potential for the future.
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Fig. 12 Comparison of coronal speed of sound andMRI slices of different patients for theDelphinus
Softvue system. Speed of sound in the top row and MRI in the bottom row. Courtesy of Neb Duric,
CTO, Delphinus Medical Technologies.

Beyond the Breast: More Applications of USCT

The female breast has been the main application of USCT systems because it is
relatively easy to access from many angles and does not contain bone or other
ultrasonically hard structures. Bone is highly attenuating to ultrasound at high fre-
quencies, and because of its high density, the assumptions in section 3 are not tenable.
Nevertheless, the following experimental applications of USCT systems show that
imaging is possible with some adjustments. This pioneering work could open the
application to many other parts of the body.

Joints

First, Lasaygues and colleagues [105] published several papers on USCT of ex vivo
bones and obtained impressive results. Ding [47] and colleagues demonstrated initial
slice images of the arm and leg of a living subject.

Wiskin and colleagues examined imaging of a cadaveric knee [106, 107]. They
used fused images from reflectivity and paraxial tomography and compared them to
MRI. They were able to reproduce the 3D geometry of the knee in great detail and
the sound velocity values of the soft tissues (fat, muscle, tendon, cartilage) agreed
very well with values from the literature. They extended this work in a study of
limited angle tomography [108]. The applications of these images could be in the
diagnosis, monitoring, and grading of muscular dystrophy and osteoarthritis.
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Brain Imaging

Guasch and colleagues [109] investigated 3D FWI tomography of the brain in sim-
ulations and real experiments. They simulated a hemispherical 3D array of 1024
low-frequency transducers in the range of 100 - 850 kHz. Brain structures including
a simulated hemorrhage could be imaged with high resolution and high contrast. In
addition, it was shown that ultrasound signals could be received with sufficient SNR
through the skull of a subject at the low frequencies used.

Applications of this method could be in rapid diagnosis of stroke and head trauma
as well as routine monitoring of various neurological diseases.

Ultrasound Therapy and USCT

Thermoablation is a therapeutic method in which focused ultrasound induces high
temperatures above 60◦C in a focal region, resulting in cell death within sec-
onds [110]. The method is completely noninvasive and has the potential to replace
conventional surgery of small tumors [111].

Conventional thermal ablation is currently at the stage of clinical trials and initial
applications. Limiting factors are the long duration of up to several hours, difficult-
to-control ultrasound focusing, local hot spots, and the need for image-guided mon-
itoring [112].

USCT could directly monitor ablation using the change in speed of sound due to
heating. It could also significantly speed up thermal ablation by applying multiple
focal points similar to the method proposed by Fab [113]. The complex 2D phased
array used there to generate the multiple foci could be replaced by a USCT system. In
particular, 3DUSCT with its many transducers positioned around the imaged object
can be considered as a huge non-planar 2D array. With simultaneous application
of all emitters and focusing on one point, the total acoustic pressure of all avail-
able transducers in such a system would result in foci with several megapascals of
acoustic pressure, sufficient for thermal ablation [110]. Currently, the electronics of
USCT systems are not designed to be triggered as a 2D phased array. Adapting the
electronics is a task that is challenging but feasible.

Modalities Beyond Reflectivity, Speed of Sound and Attenuation

Conventional ultrasound systems can usually provide Doppler and sometimes elas-
tography modes in addition to B-scan images. Doppler maps the local blood flow
distribution and elastography images the tissue stiffness distribution. Both modal-
ities provide valuable additional diagnostic information for cancer diagnosis and
functional imaging. The modalities are feasible in principle with USCT systems.
For Doppler, methods similar to those used by Jensen and colleagues [114] for
SAFT-based Doppler imaging, i.e., synthetic aperture flow imaging, could be used.
Currently, the major limitation is the DAQ speed of the USCT systems.
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Spatial compounding for breast ARFI images was first developed and analyzed by
Salido and colleagues [115].Aproposal and simulations how to performelastography
with a USCT system was given by Hopp [116]. There, strain elastography was
realized using two USCT images of an undeformed and a mechanically deformed
breast.

Microbubbles are tiny air bubbles used as contrast agents in conventional sonog-
raphy [10]. The bubbles are injected into the patient and ultrasound is strongly
reflected off the bubbles. They are used to image cavities, such as the heart or blood
vessels, or to create nonlinear effects to increase image contrast. Alternatively, high
sound pressure can be applied to destroy the bubbles. This is mostly used for therapy,
e.g., local drug delivery or opening the blood-brain barrier.

Recent applications include rapid imaging of microbubbles and tracking their
movements to produce super-resolution images of small vessels [117]. For this
purpose, the so-called ultrafast ultrasound imaging methods [118] are used. There,
plane waves from different angles are used to image the object with high repetition
rates. Initial publications showed impressive results in imaging microvessels in a
rat brain [119]. The use of ultrafast Doppler showed the possibility for functional
imaging of the brain, which was previously only possible with MRI [118]. Similarly,
Doppler imaging of microbubbles or super-resolution imaging can theoretically be
applied in USCT systems, but is currently limited by the DAQ rate and, to some
extent, the low acoustic pressures used in USCT.

Photoacoustics is a promising imaging technique based on laser-induced ultra-
sound. Short laser pulses cause locally the tissue to oscillate and are thus be a source
of ultrasound waves. The emissions are recorded with ultrasound transducers in se-
tups similar to USCT systems. The intensity of the emitted ultrasound depends on
the absorbed light, i.e., the wavelength of the laser and the illuminated tissue type.
In particular, red lasers can be used to produce impressive images of vasculariza-
tion, i.e., the distribution of blood vessels, of structures such as cancerous tumors.
However, the method is limited by the penetration depth of the light into the body.
Therefore, and because of the similarity of the receiving aperture to USCT systems,
combinations of the methods are currently being investigated, e.g. [120].

Beyond the already existing ultrasound modalities, additional information can be
retrieved from the rich USCT data due to the complex interaction of the waves with
the tissue, see Section 3. For example, the data can be used to generate scatter char-
acteristics of pixels [121]. For reflectivity tomography, the reflected amplitudes of an
image point are simply summed up. Thus, for directional scattering, the characteris-
tic information of the scatterers is lost. SAFT can be extended to obtain reflectivity
characteristics. Instead of summing over all A-scans, the two-dimensional reflectivity
characteristics can be reconstructed for each voxel over angles. In the long term, this
modality could also be used to obtain information similar to tissue-specific speckle
texture in sonography.
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Current Limitations and Possible Solutions

The current advantages of conventional sonography over USCT are the many appli-
cations, multiple established modalities, and real-time imaging.

The many applications, i.e., imaging of different body structures, are possible
because sonography uses back reflection for imaging with linear arrays and the array
are mainly in direct contact with the structure to be analyzed.

As a result, ultrasound travels smaller distances and body parts that are partially
shadowed by bone or air-filled structures can be imaged without having to traverse
these areas. However, as shown previously, it is possible to extend USCT imaging to
areas that contain bone. Thus, this disadvantage of USCT may be overcome in the
future at least partly, especially with the use of lower frequency ranges and advanced
image reconstruction algorithms.

Enclosing the body with ultrasound transducers is challenging, and coupling to
the patient by a water bath is also not very practical, see Fig. ?? (b). This could
be solved, for example, with water-filled contact balloons or a flexible transducer
aperture that can be placed directly on the patient surface. A hybrid approach could
be to extend USCT image reconstruction methods to the use with limited angle view
reconstructions, as shown by Wiskin [108].

In the future, the establishedmodalities of sonography can either be implemented,
improved, or extended with speed of sound and attenuation tomography. For future
implementation of established modalities such as Doppler, the main challenges are
the low acoustic pressure of USCT and the relatively slow data acquisition.

An established method of dealing with low sound pressure is the use of phased
arrays to generate so-called virtual sources [122]. In contrast to focusing the sound
beam as used in conventional sonography, the virtual sources are generated near
the array and act as sources of approximately spherical waves. Since the entire
active area of the phased array can be used to generate the virtual source, the total
radiated sound pressure is approximately the same as in sonography. For this purpose,
the transmitting electronics of the USCT systems have to be adapted to allow the
individually delayed excitation of multiple transducers.

The current duration of data acquisition for USCT systems is limited primarily
by the need to mechanically move the transducers. Other factors that increase the
duration of data acquisition are multiplexing and the averaging factor of the systems.
Multiplexing is used when more than one receiver shares a DAQ channel. Averaging
involves acquiring the same A-scan from the same transmitter-receiver combination
multiple times to add these A-scans together to increase SNR.

The lower limit for the duration of data acquisition is the time it takes for the
ultrasound pulses to travel through the imaged volume. Since ultrasound is reflected
and scattered in tissue, this is usually estimated by the longest distance from a
transmitter to the furthest point plus the distance from that point to the furthest
receiver. It depends on the spatial dimensions of the imaged volume or slice, the
speed of sound range, and the transducer distribution. An additional waiting time
is usually added to allow the sound intensity in the volume to decay to a certain
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Table 3 Example duration of DAQ for different system specifications (rounded)
Row System 3 in cm #4< )?A>? in ms #<D;C #0E0 #B )<> in s ) in s
1 2D ring 30 2,048 0.8 1 1 1 - 1.6
2 30 2,048 0.8 1 1 40 0.5 85.0
3 30 1,024 0.8 1 1 40 0.5 52.3
4 20 2,048 0.5 1 1 40 0.5 63.2
5 30 2,048 0.8 4 4 40 0.5 1068.1
6 22 1,024 1.0 2 1 20 1 59.0
7 3D hemisphere 30 2,048 0.8 1 1 1 - 1.6
8 30 2,048 0.8 1 1 4 0.5 8.1
9 30 2,048 0.8 4 1 4 0.5 106.4
10 22 4,579 0.6 1 1 1 - 2.7
11 24 628 0.6 3 8 10 30 360.4
12 36 2,304 0.8 6 4 2 20 108.5

threshold. This duration is then multiplied by the number of emissions for the
device.

In sum the data acquisition time ) of most systems can be calculated by:

) = #B · #4< · )?A>? · #<D;C · #0E0 + (#B − 1) · )<>

with #4< the number of emissions, )?A>? the propagation time of the ultrasound
wave, #<D;C the multiplex factor, #0E0 the averaging factor, #B the number of slices
in a 2D ring system or the number of aperture positions in a 3D system, and )<> the
time for the mechanical motion. In Table 3 some examples are given. The first six
rows give examples for a 2D system with a ring of transducers, the last six rows for
a 3D system with a hemispherical aperture. The numbers given are based on current
systems, and for each type of system the last rows estimate the values for existing
systems, i.e. previous 2D ring of Delphinus [31] (row 6) and the two 3D systems of
KIT [48, 87] (rows 11 and 12).
)?A>? was simplified and calculated as )?A>? = 2 · (23)/2 with 3 diameter of

the ring, 2 speed of sound of water at 1500m/s and doubling the time to fade the
ultrasonic intensity.

In general, for all configurations, the data acquisition time is dominated by the
time required to mechanically move the transducers, i.e. )<> and especially for 2D
systems by the averaging #0E0 and the multiplex #<D;C factors (row 5). Reducing
the diameter 3 (rows 4) and the number of emitters #4< by a factor of 2 (row 3) does
lead to a slight increased speed. As expected, the 3D system is faster compared to
the 2D acquisition (e.g. rows 2 and 8), although it should be noted that the acquired
amount of data is much sparser in most examples, i.e., for the 3D example (rows 8),
only 10% of the A-scans are acquired. For a hypothetical 3D system (row 10) with
no motion and the same number of A-scans and diameter as the real 2D system (row
6), the DAQ time is less than 3 seconds compared to 1minute.

The duration of data acquisition is limited only by the transit time of the ultrasound
and the number of transmitting positions if the acquisition hardware and number of
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transducers are optimized. However, for the given examples without motion (rows
1, 7, 10), the duration is still greater than 1 second. To approach higher frame rates,
further developments are necessary, e.g. by simultaneous transmission at multiple
positions with coded pulses as described by Misaridis [123].

The challenges of using the advanced image reconstruction algorithms are cur-
rently addressed by parallel computation (GPUs or FPGAs) using either simpler al-
gorithms or 2D lower frequency systems. In the future, this could only be addressed
by improved computational speed and more memory (Moore’s law) or by advances
in the reconstruction algorithms. A promising approach is to use neural networks for
the advanced reconstruction algorithms, e.g. [70], since these require an enormous
computational effort for training but, once trained, can perform reconstructions very
quickly.

7 Summary

USCT is an old concept from the early days of medical ultrasound imaging, but only
became technically feasible for clinical application in the last decade. Currently,
several research groups around the globe are working on improving reconstruction
algorithms, developing optimal setups, and are conducting clinical evaluation.

A major breakthrough in recent years has been the application of reconstruction
methods that completely solve the acoustic wave equation, i.e., FWI and paraxial
tomography. They now allow speed of sound imaging at high resolution and are
beginning to rival MRI in contrast and diagnostic information. However, due to the
large computational requirements, there are still many challenges to be solved before
these methods can be widely used.

System design of an optimal device is still a subject of research. Due to the sim-
plicity of the design, 2D ring systems are themost commonly built systems. However,
they limit the overall measurement speed because many mechanical motion steps are
required, and lead to large layer thickness and artifacts due to 2D data acquisition.
Other setups will certainly become popular in the future, but the additional cost and
complexity of the more sophisticated hardware has to be justified by significantly
improved imaging results.

The clinical performance of the method is currently being evaluated for breast
cancer diagnosis. The initial results are very promising. An extension to other appli-
cation areas, e.g. imaging of joints or the human brain, seems possible but is still a
field of early research.
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