
1. Introduction
Fluid flow in open fractures is a fundamental process in rock systems in the upper and middle crust. Dilatant 
fractures formed during deformation can induce fluid pathways relevant to pollutant transport, water produc-
tion, wastewater storage, and geothermal applications. Depending on the chemical conditions of the aqueous 
fluid (e.g., supersaturation, chemical potential) crystal growth or dissolution processes can occur, which control 
different properties of the rock system (e.g., permeability, strength, solute transport, tortuosity). The evolving 
crystal structures in open dilation sites can contain information about the formation conditions, for example, 
deformation history or fluid pressure (Becker et al., 2011; Bons et al., 2012; Boullier & Robert, 1992; Cox, 2007; 
Fisher & Brantley, 1992). A deeper understanding of the coupled processes of fluid flow and crystallization is 
of great importance to various fields of water resources management and basic or applied geosciences, that is, 
injection and production of fluids from the subsurface, geothermal energy production, or storage of hydrogen, 
heat, or carbon dioxide (Almansour et al., 2020; Birkholzer et al., 2009; Cox et al., 1987; McNamara et al., 2016; 
Rutqvist, 2012; Sibson et al., 1988; Steefel et al., 2013).

Abstract Fluid flow in fracture porosity in the Earth's crust is in general accompanied by crystallization or 
dissolution depending on the state of saturation. The evolution of the microstructure in turn affects the transport 
and mechanical properties of the rock, but the understanding of this coupled system is incomplete. Here, we 
aim to simulate spatio-temporal observations of laboratory experiments at the grain scale (using potash alumn), 
where crystals grow in a fracture during reactive flow, and show a varying growth rate along the fracture due 
to saturation differences. We use a multiphase-field modeling approach, where reactive fluid flow and crystal 
growth is computed and couple the chemical driving force for grain growth to the local saturation state of the 
fluid. The supersaturation of the fluid is characterized by a concentration field which is advected by fluid flow 
and in turn affects the crystal growth with anisotropic growth kinetics. The simulations exhibit good agreement 
with the experimental results, providing the basis for upscaling our results to larger scale computations of 
combined multi-physical processes in fractured porous media for applications as groundwater protection, 
geothermal, and hydrocarbon reservoir prediction, water recovery, or storing H2 or CO2 in the subsurface.

Plain Language Summary In the Earth's crust fluid flow can occur in fractured rock and 
depending on the composition of the fluid and physical conditions minerals can precipitate or dissolve. This 
affects the properties of the rock system and is for example, of interest to subsurface engineering applications. 
In this work we simulate observations of laboratory experiments at the grain scale, where crystals grow in an 
open fracture during fluid flow. In these experiments, the growth rate of the crystals varies along the fracture 
since the supersaturation of the fluid decreases due to the crystallization. We use a multiphase-field model for 
the numerical simulation of crystal growth in the open fracture and combine it with reactive fluid flow. With 
the presented model the driving force for grain growth is coupled to the local supersaturation, which enables the 
incorporation of reactive mass transport in open fractures. Our phase-field simulations agree with the laboratory 
experiments. The presented simulative approach can be used for upscaling the results on microscale to larger 
length and time scales and can help to better predict the subsurface behavior for example, of groundwater, 
fractured geothermal, and hydrocarbon reservoirs.
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Fluid flow in fractured subsurface environments can be steady or episodic (Sibson et al., 1975). Both diffusion 
and advection can play a major role in the transport of mass. The physical properties of the fluid (e.g., temper-
ature, composition, velocity) affect the evolving microstructure such as the ratio of advective to diffusive mass 
transport, degree of supersaturation, mineralogical composition, crystal defects, or coatings. The relative impor-
tance of these processes can be described by characteristic dimensionless numbers such as the Péclet number, 
Damköhler number or the Reynolds number. The Péclet number describes the ratio between advective to diffusive 
mass transport, the Damköhler number DaII indicates the importance of attachment kinetics to diffusive trans-
port and the Reynolds number characterizes how strong the inertial forces are compared to the viscous forces in 
the mobile fluid. A higher flow velocity can increase the crystal growth due to an increased importance of the 
advective transport (less depleted solution in domain) or a reduction of the diffusional boundary layer thickness. 
The resulting complex evolution of vein structures contain information about the processes that occurred in these 
natural laboratories.

Laboratory hydrothermal flow-through experiments of fractured rock or artificially generated channels have been 
presented for various minerals which are present in the earth crust (Busch et al., 2021; Cecil & Heald, 1971; 
Hilgers & Urai, 2002; Hilgers et al., 2004; Lander et al., 2008; Lee & Morse, 1999; Lee et al., 1996; Nollet 
et al., 2006; Okamoto & Sekine, 2011; Okamoto et al., 2010; Singurindy & Berkowitz, 2005; Thomas et al., 1949). 
With the help of these experiments the temporal evolution of crystal growth can be visualized during different 
time steps under well-defined conditions and provide insight into the formation mechanisms of crystallization in 
single and multi-grain environments can be provided. For example, in polycrystalline setups the interaction of 
differently oriented crystals can be studied during the precipitation under various conditions. In the works of Lee 
et al. (1996) and Lee and Morse (1999) calcite growth in a flow channel was investigated under different super-
saturations at room temperature on the centimeter scale. In their experiments the change of fluid properties (e.g., 
pH, supersaturation, alkalinity) was measured at the inlet and outlet of the channel, while also imaging the evolv-
ing crystal structure. Another approach of flow through experiments with potash alum (KAl(SO4)2⋅12H2O) was 
performed by Hilgers and Urai (2002), Hilgers et al. (2004), and Nollet et al. (2006), where different factors influ-
encing the microstructure (e.g., flow velocity, saturation state) were investigated. Potash alum shows a compar-
atively fast growth rate at low temperature and has well known growth kinetics. This allows the observation of 
the evolving microstructure and effects of depleting supersaturation under smaller length scales and short exper-
imental times. In addition, Hilgers et al. (2004) scaled up the results obtained from the laboratory experiments to 
natural quartz veins and indicated how the observed mechanisms can be linked to natural systems. Singurindy and 
Berkowitz (2005) presented laboratory experiments of calcite dissolution and gypsum precipitation in fractured 
carbonate rocks, while also measuring the hydraulic conductivity. Syntaxial quartz growth in open fractures was, 
for example, investigated by Okamoto and Sekine  (2011), where termination of crystals and crystallographic 
orientation-controlled growth competition was observed. Laboratory crystal growth experiments provide insight 
into geological processes, however are restricted to shorter time scales (days to months) and might face problems 
in fully resolving (spatial and temporal) the present physical fields (e.g., temperature, supersaturation).

Besides the enhancements of laboratory crystal growth experiments, computational modeling of precipitation in 
open fractures has evolved as an important and versatile methodology for providing insights into the crystalliza-
tion process or the evolution of fluid connectivity. One of the first works in the direction of crystal growth in open 
fractures was introduced by Urai et al. (1991). Later works within the sharp interface context like Facet (Zhang 
& Adams, 2002) or Vein Growth (Bons, 2001; Hilgers et al., 2001; Nollet et al., 2005) extended the modeling of 
crystal growth and investigated effects of several factors on the evolving microstructure. These early works were 
based on front-tracking algorithms and were solely applied to 2D structures with one growth front. Moreover, 
crystal growth has been modeled with the cellular automaton program Prism2D (Lander et al., 2008), which also 
has been applied to single and multi-grain systems (Gale et al., 2010; Lander & Laubach, 2015). In Lander and 
Laubach (2015) Prism2D was calibrated with laboratory crystal growth experiments to demonstrate the forma-
tion of various crystal structures in natural veins by also ensuring an accurate description of the growth kinetics.

In addition, the modeling of reactive flow interacting with the microstructure has advanced in the last couple 
of years, where various modeling techniques are applied to precipitation and/or dissolution processes and show 
promising results. For example, with finite volume-based approaches like in Molins et  al.  (2017) and Deng 
et al. (2022) or with a micro-continuum approach (Soulaine & Tchelepi, 2016) fluid flow, mass transport, and 
mineral evolution can be depicted for the modeling of crystal dissolution or precipitation processes on the 
pore-scale. Further, approaches based on the Lattice Boltzmann method (Prasianakis et  al.,  2018), Level-set 
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approaches (Li et al., 2007), phase-field approaches (Xu & Meakin, 2008; Xu et al., 2012), or SPH based methods 
(Tartakovsky et al., 2007) are applied to reactive flow in subsurface environments. For an overview of reactive 
flow modeling we refer to Steefel et  al.  (2015), Steefel  (2019), Viswanathan et  al.  (2022) and for a detailed 
comparison of different numerical approaches treating mineral dissolution in a reactive flow we refer to the 
review article by Molins et al. (2020).

Over the last decades, the phase-field method has evolved as a powerful tool to model phase transition processes 
(Moelans et al., 2008; Nestler & Choudhury, 2011; Steinbach, 2013). Within the phase-field method the inter-
faces between different phases (e.g., grains, liquid) are described in a diffuse manner, which allows the treat-
ment of moving boundary problems without additional interface tracking or utilizing remeshing algorithms. 
The phase-field method is widely used in material science and multi-physics simulations can be performed by 
incorporating additional fields as temperature, concentration, or mechanics. There is a broad field of applications 
for coupling the phase-field with a concentration field. Previously, this coupling has been applied, for example, to 
corrosion of steels (e.g., Mai et al., 2016), solidification of alloys (e.g., Steinmetz et al., 2018) including advective 
effects (e.g., Laxmipathy et al., 2019), polymer solutions (e.g., H. Zhang et al., 2021), charging of battery systems 
(e.g., Daubner et al., 2022), hydrogen fuel cells (e.g., Hoffrogge et al., 2021), and martensitic phase transforma-
tion (e.g., Schoof et al., 2019), just to name a few.

Recently, the phase-field method has also been applied in geological environments and enables various appli-
cations such as precipitation or dissolution (Bringedal et al., 2020; Prajapati et al., 2021; Ray et al., 2019; Xu & 
Meakin, 2008) processes in fractured rock or reservoirs. Various minerals which frequently occur in subsurface 
environments have been investigated in 2D or 3D like calcite (Prajapati et al., 2017; Prajapati, Selzer, Nestler, 
Busch, & Hilgers, 2018; Späth et al., 2021; Spruženiece et al., 2020, 2021) or quartz (Ankit et al., 2015; Prajapati, 
Abad Gonzalez, et al., 2020; Prajapati, Selzer, Nestler, Busch, Hilgers, & Ankit, 2018; Späth et al., 2022a, 2022b; 
Wendler et al., 2016). For precipitation in geological systems Hubert et al. (2009) proposed the incorporation of 
various equations for an accurate description of modeling crystal growth in open fractures by a coupling with a 
diffusion, temperature, and fluid flow equations. In addition, there are several works available investigating the 
crystal evolution due to precipitation or dissolution (Bringedal et al., 2020; Ray et al., 2019; Xu et al., 2012).

Besides modeling precipitation or dissolution solely on the pore or grain scale several works upscaled results 
from reactive microstructural simulations to larger scales (e.g., meter or kilometer) by using for example, asymp-
totic expansion or homogenization techniques (Bringedal et  al.,  2020; Choquet & Mikelić,  2009; Le Borgne 
et al., 2011; Li et al., 2006; Mikelić et al., 2006; Ray et al., 2019; Redeker et al., 2016). In the upscaling process 
the microstructural models can be used with a macroscopic model unidirectionally (weak coupling, by e.g., inter-
polation) or bidirectionally (strong coupling, e.g., microscopic calculations with macroscopic input). In addition 
to models describing reactive flow in porous space, chemical transport in fractured rock has been upscaled and 
applied to fracture networks (Cvetkovic & Gotovac, 2014; Painter et  al.,  2008; Yamashita & Kimura, 1990). 
These approaches can incorporate heterogeneities at the grain-scale in the modeling and allow that the insights 
obtained from the microstructural simulations (e.g., reaction rates, interaction between grains, mechanical prop-
erties) can be applied to larger scales and enable implications on long term behavior of subsurface rock structures, 
which is of interest to applied geosciences (e.g., reservoir scale).

Even though the phase-field modeling of crystal growth has been applied in previous studies to various subsur-
face systems and a reconstruction of natural microstructures was possible, an extension to supersaturation 
dependent crystal growth in multi-grain environments including crystallographic anisotropies and allowing the 
depiction of temporal and spatial variations of crystallization velocities has not been presented so far. This work 
aims to extend previous phase-field modeling studies (Ankit et  al., 2015; Laxmipathy et  al., 2019; Prajapati, 
Abad Gonzalez, et al., 2020; Späth et al., 2021) with the incorporation of advective and diffusive mass transport 
by solving concentration and fluid flow equations. This modeling approach enables a quantitative description of 
the crystal growth process of potash alum in an advective fluid and opens the door for future works in the direc-
tion of crystal growth processes in fractured rock and in upscaling the results to the reservoir scale.

2. Methods
In this work we utilize the phase-field method for modeling crystal growth in open fractures. The method allows 
the coupling of the crystal growth with a concentration evolution and fluid flow and enables the incorporation of 
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crystallographic anisotropies (Figure 1a). The presented multiphase-field model is based on the work of Nestler 
et al. (2005) and extends previous works of phase-field modeling of crystal growth in subsurface environments 
(e.g., Ankit et al., 2015; Prajapati, Abad Gonzalez, et al., 2020; Spruženiece et al., 2021; Wendler et al., 2016).

2.1. Multiphase-Field Model for Crystal Growth

We consider a domain Ω, in which N scalar-valued phase-field order parameters ϕα(x, t) are present and collect 
them into the phase-field tuple ϕ(x, t) = [ϕ1(x, t), …, ϕN(x, t)]. Each phase-field parameter ϕα(x, t) ∈ [0, 1] 
describes the presence of a mineral crystal or the liquid phase at time t and position x in the domain Ω. The 
regions between different crystals or crystal states are characterized with a finite diffuse transition region, where 
the phase-field parameter ϕα increases continuously from zero where the crystal state is not present to one where 
the bulk phase is Figure 1b. The width of the diffuse interface region is controlled by the length scale parameter ϵ.

The phase-field model utilized in for example, Ankit et  al.  (2015), Prajapati, Selzer, Nestler, Busch, and 
Hilgers (2018), Prajapati, Abad Gonzalez, et al. (2020), Spruženiece et al. (2021), and Späth et al. (2021, 2022a) 
is extended to a concentration dependent driving force. This approach is based on the formulation of free energy 
density functional and enables the simulation of crystal growth rates dependent on the local saturation state. 
Instead of the free energy functional, here a grand potential energy functional (Choudhury & Nestler, 2012)

Ψ(𝝁𝝁,𝝓𝝓) = ∫
Ω

(

𝜖𝜖𝜖𝜖(𝝓𝝓,∇𝝓𝝓) +
1

𝜖𝜖
𝑤𝑤(𝝓𝝓) + 𝜓𝜓bulk(𝝁𝝁,𝝓𝝓)

)

dΩ = Ψintf + Ψbulk (1)

is used to include the chemical potential of the order parameter into the modeling (see discussion below). The 
functional comprises the terms of the gradient energy density ϵa(ϕ, ∇ϕ), the potential energy density w(ϕ)/ϵ, 
and the grand potential density 𝐴𝐴 𝐴𝐴bulk(𝝁𝝁,𝝓𝝓) =

∑𝑁𝑁

𝛼𝛼=1
𝐴𝐴

𝛼𝛼

bulk
(𝝁𝝁)ℎ𝛼𝛼(𝝓𝝓) . The interfacial energy density contributions in 

Equation 1 are represented by the first two terms. For the potential energy density, a multi-obstacle type potential 
is used in this work, which is given by

𝑤𝑤(𝝓𝝓)

𝜖𝜖
=

⎧

⎪

⎨

⎪

⎩

16

𝜖𝜖𝜖𝜖2

𝑁𝑁
∑

𝛼𝛼=1

𝑁𝑁
∑

𝛽𝛽𝛽𝛼𝛼

𝛾𝛾𝛼𝛼𝛽𝛽𝜙𝜙𝛼𝛼𝜙𝜙𝛽𝛽 +
1

𝜖𝜖

𝑁𝑁
∑

𝛼𝛼=1

𝑁𝑁
∑

𝛽𝛽𝛽𝛼𝛼

𝑁𝑁
∑

𝛿𝛿𝛽𝛽𝛽

𝛾𝛾𝛼𝛼𝛽𝛽𝛿𝛿𝜙𝜙𝛼𝛼𝜙𝜙𝛽𝛽𝜙𝜙𝛿𝛿 if 𝝓𝝓 ∈ 
∞ else,

 (2)

where 𝐴𝐴  =
{

𝝓𝝓|
∑

𝛼𝛼
𝜙𝜙𝛼𝛼 = 1, and𝜙𝜙𝛼𝛼 ≥ 0

}

 is the Gibbs simplex. The second sum in Equation  2 impedes the 
occurrence of nonphysical contributions from minor phase-field variables by higher order terms ∼ϕαϕβϕδ in 
binary interface regions. With the gradient energy density, a prescription of a faceted crystal shape (e.g., Nestler 
et al., 2005) can be modeled and it is denoted by

𝜖𝜖𝜖𝜖(𝝓𝝓,∇𝝓𝝓) = 𝜖𝜖

𝑁𝑁
∑

𝛼𝛼=1

𝑁𝑁
∑

𝛽𝛽𝛽𝛼𝛼

𝛾𝛾𝛼𝛼𝛽𝛽𝜖𝜖
2
𝛼𝛼𝛽𝛽
(𝝓𝝓,∇𝝓𝝓)|𝐪𝐪𝛼𝛼𝛽𝛽 |

2
, (3)

in which qαβ = ϕα∇ϕβ − ϕβ∇ϕα is the generalized gradient and γαβ is the interfacial energy of the α-β interface. 
Anisotropic crystal growth can be modeled with the gradient energy density function by adapting the factor aαβ(ϕ, 
∇ϕ). A faceted type anisotropy is utilized by a piecewise defined anisotropic surface energy function

Figure 1. (a) Single potash alum crystal in 3D with {100}, {110}, and {111} facets. The 3D crystal is rotated and the 2D 
projection with {110} and {111} facets is used in the crystallization simulations. (b) Resulting 2D projection with diffuse 
interface between the crystal and liquid phase. The interface continuously decreases over its width in a sinusoidal profile 
(cut-out).
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𝑎𝑎𝛼𝛼𝛼𝛼(𝝓𝝓,∇𝝓𝝓) = max
1≤𝑘𝑘≤𝜁𝜁{�̂�𝒏 ⋅ 𝜂𝜂𝑘𝑘,𝛼𝛼𝛼𝛼}, (4)

with the normalized interface normal vector 𝐴𝐴 �̂�𝒏 = 𝐪𝐪𝛼𝛼𝛼𝛼∕|𝐪𝐪𝛼𝛼𝛼𝛼 | . The kth vertex 
vector of the Wulff shape (total ζ vertex vectors) is denoted by ηk,αβ.

Besides the above discussed potential energy density and gradient energy 
density the functional includes a grand potential density

𝜓𝜓bulk(𝝁𝝁,𝝓𝝓) =

𝑁𝑁
∑

𝛼𝛼=1

𝜓𝜓
𝛼𝛼

bulk
(𝝁𝝁)ℎ𝛼𝛼(𝝓𝝓), (5)

where 𝐴𝐴 𝐴𝐴
𝛼𝛼

bulk
(𝝁𝝁) = 𝑓𝑓

𝛼𝛼(𝑐𝑐𝛼𝛼(𝝁𝝁)) −
∑𝐾𝐾−1

𝑖𝑖=1
𝜇𝜇𝑖𝑖𝑐𝑐

𝛼𝛼

𝑖𝑖
(𝝁𝝁) is the Legendre transformation 

of the free energy density. Therein, μ = {μ1, …, μK} is the chemical potential 
of the K components in the system. The main assumption of this approach 
is that crystal states are in equilibrium when the chemical potentials are in 
equilibrium (Choudhury & Nestler, 2012).

The temporal evolution of each phase-field ϕα is related to the variational 
derivative of the grand potential energy (Equation 1) and is denoted by

𝜕𝜕𝜕𝜕𝛼𝛼

𝜕𝜕𝜕𝜕
= −

1

𝑁𝑁𝑁𝑁

𝑁𝑁
∑

𝛽𝛽=1
𝛽𝛽≠𝛼𝛼

[

𝑀𝑀𝛼𝛼𝛽𝛽

(

𝛿𝛿Ψintf

𝛿𝛿𝜕𝜕𝛼𝛼

−
𝛿𝛿Ψintf

𝛿𝛿𝜕𝜕𝛽𝛽

−
8
√

𝜕𝜕𝛼𝛼𝜕𝜕𝛽𝛽

𝜋𝜋

(

𝛿𝛿Ψbulk

𝛿𝛿𝜕𝜕𝛽𝛽

−
𝛿𝛿Ψbulk

𝛿𝛿𝜕𝜕𝛼𝛼

)

)]

 (6)

in which Mαβ is the mobility coefficient of the α-β interface. Here, the approach of Steinbach (2009) is used 
to obtain correct interface kinetics corresponding to the utilized obstacle-type potential energy density. This 
approach also avoids interpolation difficulties of the mobility in multiphase regions.

2.2. Diffusive and Advective Mass Transport

The driving force for the crystal evolution (Equation 5) is dependent on the local concentration field, for exam-
ple, a higher or lower concentration than the solid state or crystal state-dependent equilibrium concentration 𝐴𝐴 𝐴𝐴

𝛼𝛼

eq. 
results in precipitation or dissolution respectively. The system comprises in general of K concentration compo-
nents ci, i = 1..K. The evolution equation for the K − 1 independent chemical potentials is given by Choudhury 
and Nestler (2012)

𝜕𝜕𝜕𝜕𝑖𝑖

𝜕𝜕𝜕𝜕
=

𝐾𝐾−1
∑

𝑖𝑖=1

𝐾𝐾−1
∑

𝑗𝑗=1

[

𝑁𝑁
∑

𝛼𝛼=1

ℎ
𝛼𝛼(𝝓𝝓)

𝜕𝜕𝜕𝜕
𝛼𝛼

𝑖𝑖
(𝝁𝝁, 𝑇𝑇 )

𝜕𝜕𝜕𝜕𝑗𝑗

]−1

𝑖𝑖𝑗𝑗

×

{

∇ ⋅

𝐾𝐾−1
∑

𝑖𝑖=1

𝐾𝐾−1
∑

𝑗𝑗=1

(𝐿𝐿𝑖𝑖𝑗𝑗(𝝓𝝓,𝝁𝝁)∇𝜕𝜕𝑗𝑗 − 𝒖𝒖𝜕𝜕𝑖𝑖) −

𝑁𝑁
∑

𝛼𝛼=1

𝜕𝜕
𝛼𝛼

𝑖𝑖
(𝝁𝝁, 𝑇𝑇 )

𝜕𝜕ℎ
𝛼𝛼(𝝓𝝓)

𝜕𝜕𝜕𝜕

}
 (7)

with the interpolated diffusivities 𝐴𝐴 𝐴𝐴𝑖𝑖𝑖𝑖(𝝓𝝓,𝝁𝝁) =
∑𝑁𝑁

𝛼𝛼=1
ℎ
𝛼𝛼(𝝓𝝓)𝐷𝐷𝛼𝛼

𝑖𝑖𝑖𝑖

(

𝜕𝜕𝜕𝜕
𝛼𝛼

𝑖𝑖
(𝝁𝝁)∕𝜕𝜕𝜕𝜕𝑖𝑖

)

 (see e.g., Choudhury & Nestler, 2012) 
and the fluid velocity u. The chemical potential field is advected by the fluid flow, which is computed by solving 
the incompressible Navier-Stokes equations. With the computed chemical potential, the resulting phase-specific 
concentration field c α can be determined with 𝐴𝐴 𝐴𝐴

𝛼𝛼(𝝁𝝁, 𝑇𝑇 ) = −𝜕𝜕𝜕𝜕𝛼𝛼

bulk
(𝝁𝝁, 𝑇𝑇 )∕𝜕𝜕𝝁𝝁 (Choudhury & Nestler,  2012). 

Besides the mass conservation ∇ ⋅u = 0 the momentum balance is solved, which is given by

𝜕𝜕𝒖𝒖

𝜕𝜕𝜕𝜕
+ (𝒖𝒖 ⋅ ∇)𝒖𝒖 +

1

𝜌𝜌
∇𝑝𝑝 = 𝜈𝜈Δ𝒖𝒖. (8)

Therein, the pressure gradient is denoted by ∇p and the Laplace operator by Δ. The kinematic viscosity of the 
fluid is given by ν and the mass density of the fluid by ρ. Note: In general (e.g., multi-phase flow problems (Reder 
et  al.,  2022)), the phase-specific material parameters are interpolated in the diffuse interface regions. In this 
study we focus on single phase flow and therefore the corresponding parameters in Table 1 are utilized. The fluid 
velocity u is computed by the volumetric average of the present phases and is given with 𝐴𝐴 𝒖𝒖 =

∑𝑁𝑁

𝛼𝛼=1
𝜙𝜙𝛼𝛼𝒖𝒖𝛼𝛼 = 𝜙𝜙𝑙𝑙𝒖𝒖𝑙𝑙 . 

Therefore, the adapted mass and momentum conservation equation within the phase-field context read as 

Parameter Value

Diffusivity D 5 × 10 −10 m 2 s −1 (Nollet et al., 2006)

Supersaturation S 1.14 (Hilgers & Urai, 2002)

Surface energy γal.-liq. 2 × 10 −3 J m −2 (Byrappa, 2003)

Bulk velocity ub 1.6 × 10 −4 m s −1 (Hilgers & Urai, 2002)

Temperature T 29.4°C (Hilgers & Urai, 2002)

Reynolds number 0.08 (Hilgers & Urai, 2002)

Solubility 15.35 g/100 gH2O (Barrett & Glennon, 2002)

Péclet number 160 (Hilgers & Urai, 2002)

Mobility Mal.-liq. 5.4824 × 10 −8 m 2 kg −1 s

Table 1 
Parameters for Crystal Growth of Potash Alum
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𝐴𝐴 𝐴𝐴(𝜙𝜙𝑙𝑙𝒖𝒖𝑙𝑙)∕𝐴𝐴𝜕𝜕 + (𝜙𝜙𝑙𝑙𝒖𝒖𝑙𝑙 ⋅ ∇)𝜙𝜙𝑙𝑙𝒖𝒖𝑙𝑙 + 𝜙𝜙𝑙𝑙∕𝜌𝜌∇𝑝𝑝 = 𝜈𝜈Δ(𝜙𝜙𝑙𝑙𝒖𝒖𝑙𝑙) −𝐌𝐌
𝑑𝑑

𝑙𝑙
 and 𝐴𝐴 ∇ ⋅ (𝜙𝜙𝑙𝑙𝒖𝒖𝑙𝑙) = 0 . Therein, 𝐴𝐴 𝐌𝐌

𝑑𝑑

𝑙𝑙
= 𝜒𝜒𝜒𝜒𝜒𝜒𝑠𝑠𝒖𝒖𝑙𝑙∕𝜖𝜖|∇𝜒𝜒𝑙𝑙| is a 

dissipative interfacial stress term (see Beckermann et al. (1999)), where χ is a dimensionless parameter which 
controls the fluid velocity in the diffuse interface and is chosen for the multi-obstacle potential as χ = 7.989. In 
a pure liquid region, the term vanishes and also ensures that the fluid velocity at the grain-liquid interface is zero 
(no-slip). The Navier-Stokes equations are only solved where a liquid phase is partly or fully present since the 
solid grains are assumed to be impermeable. From the numerical point of view, the solver checks at each time step 
each cell if a liquid phase is present and a flag for the fluid flow computations is activated in the corresponding 
cells. After the fluid flow is computed, the concentration equation is evaluated with the updated flow veloci-
ties. Finally, the phase fields are updated with the corresponding driving forces from the supersaturated fluid. 
Therefore, the presence of the liquid phase is determined by the evolution of the phase fields and due this diffuse 
interface approach no explicit interface tracking or remeshing of the liquid region is necessary.

2.3. Computational Treatment With Assumptions

The above discussed model equations are implemented in the in-house solver Parallel Algorithms for Crystal 
Evolution in 3D. We refer interested readers to Hötzer et al. (2018), where a detailed description of the utilized 
optimization and parallelization algorithms is given.

In order to reduce computational costs for the numerical modeling of crystal growth in multi-grain structures 
we perform all simulations exclusively in 2D. However, the numerical solution scheme and implementation are 
realized in 3D with the presented phase-field model, although the computational time increases drastically.

Here, the effects of the concentration dependent crystal growth are investigated in a flow channel with potash 
alum (KAl(SO4)2⋅12H2O). This mineral is chosen since the length scale in which the supersaturation changes 
(and the resulting effects are visible) is comparatively small and can be resolved in reasonable computational 
time (Note: For e.g., quartz the length and time scale are orders higher). Crystal growth experiments with potash 
alum in a flow channel have been performed in previous studies (Hilgers & Urai, 2002; Hilgers et al., 2004; Nollet 
et al., 2006). System parameters for example, Péclet number, saturation state, are used in the present work and are 
given in Table 1. Further quantities are extracted from other literature and also given in Table 1. We remark that 
the same conditions as the flow through experiments of Hilgers and Urai (2002) (e.g., temperature, Reynolds/
Péclet number) are chosen for the phase-field simulations to ensure a direct comparability with the correspond-
ing laboratory experiments. However, the chosen conditions are not a limitation of the modeling approach and 
simulation studies can be extended to other chemical conditions (p, c, T) and minerals in future works to mimic 
conditions in subsurface environments.

For the crystal shape of potash alum, we use the shape described in Nollet et al. (2006) (their Figure 4b) and rotate 
the 3D shape as depicted in Figures 1a and 1b such that a 2D projection with {110} and {111} facets is obtained. 
We note that other crystal habits which potash alum can attain could be easily incorporated (e.g., additional 
facets) by adapting for example, the mobility coefficient. However, we limit our investigations to this particular 
crystal shape for the sake of simplicity.

In general, the grand potential energy functional can be dependent on the temperature. We assume that the 
temperature conditions in the flow channel are isothermal and therefore set the temperature to constant and do 
not compute a temperature equation explicitly. The temperature determines the equilibrium concentrations in the 
system, which are consequently also constant.

3. Results
3.1. Single Crystal in Supersaturated Fluid

In this section, we computationally analyze the precipitation of a single potash alum crystal inserted in a super-
saturated liquid phase by employing the proposed modeling and simulation approach. The initial setup for the 
crystal with the concentration field is depicted in Figure 2a. At the upper edge a Dirichlet boundary condition is 
applied where the supersaturation given in Table 1 is prescribed. This results in a diffusive influx in the liquid 
phase, which is depleted by the crystal growth and has a lower saturation state. We investigate the crystal growth 
in two different cases, whereas in the first case the diffusion is fast and in the second case the diffusive mass trans-
port is slow compared to the attachment kinetics. Therefore, we use the parameters from Table 1, whereas the 
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mobility for the first case is set to 𝐴𝐴 𝐴𝐴
𝐼𝐼

𝑠𝑠𝑠𝑠𝑠
= 0.01 ×𝐴𝐴𝑎𝑎𝑠𝑠.-𝑠𝑠𝑙𝑙𝑙𝑙. and for the second case to 𝐴𝐴 𝐴𝐴

𝐼𝐼𝐼𝐼

𝑠𝑠𝑠𝑠𝑠
= 𝐴𝐴𝑎𝑎𝑠𝑠𝑎-𝑠𝑠𝑙𝑙𝑙𝑙𝑎 . We chose the 

bulk free energy density in Equation 5 to 𝐴𝐴 𝐴𝐴
𝛼𝛼(𝑐𝑐𝛼𝛼(𝝁𝝁)) = 𝐴𝐴

(

𝑐𝑐
𝛼𝛼(𝝁𝝁) − 𝑐𝑐

𝛼𝛼

eq.

)2 with a quadratic shape (similar as in Mai 
et al. (2016)) and set the calibration parameter for free energy to A = 265 J m −3 in all simulations. We calibrated 
the mobility in the second case to obtain the averaged growth rate of potash alum of vgr. = 2.6 × 10 −5 mm/s, which 
is similar as measured in Hilgers and Urai (2002) and Nollet et al. (2006). With the chosen mobilities the effects 
of dominant mass diffusion or surface reaction on the crystal growth can be observed.

In the first case diffusive mass transport from the inlet into the domain occurs (chemical potential), however, 
since the attachment kinetics is slower compared to the diffusivity a nearly homogeneous concentration field 

Figure 2. Single potash alum crystal in a supersaturated fluid. Diffusion of supersaturated fluid is (a) faster and (b) slower 
than the attachment kinetics. The phase-field and concentration field are depicted on the right and left side, respectively. The 
crystal growth rates are plotted in Figure 3 in the directions marked in panel (a) at t3.

Figure 3. Crystal growth rates from Figure 2 in North (N), South (S), East (E), and West (W) direction for the cases where 
diffusion is (a) slow and (b) fast compared to the attachment kinetics. The time is normalized to the total simulation time and 
crystal growth rate to the maximal occurring value.
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surrounds the crystal (Figure 2a). Therefore, the crystal grows due to the nearly homogeneous supersaturation in 
all direction with nearly the same velocity (Figure 3a). Over time, the crystal size increases and therefore also the 
growth rate slightly increases, since more surface is accessible for the attachment reaction.

In the second case, the attachment kinetics compared to the diffusive mass transport is increased by utilizing a 
higher mobility 𝐴𝐴 𝐴𝐴

𝐼𝐼𝐼𝐼

𝑠𝑠𝑠𝑠𝑠
 . This choice results in a visible local depletion of the supersaturated fluid and in turn causes 

different crystal growth rates in the different directions (Figure 2b). Therefore, the crystal shape evolves slightly 
distorted compared to its equilibrium shape. Additionally, the crystal becomes wider in horizontal direction over 
time, which reduces the space of the liquid phase, in which diffusive mass transport occurs. This further reduces 
the growth rate of the bottom face during later stages of the crystallization (Figure 3b). In this setup, we measure 
a reaction rate coefficient of k = 0.00656 s −1.

3.2. Polycrystalline Growth With Pure Diffusion

In the next step of complexity, we extend the single crystal setup from the previous section to a multi-grain 
system. The utilized parameters are the same as given in Table 1, whereas the mobility is chosen as in the exam-
ple in Figure 2b and reproduces crystal growth rates for potash alum from laboratory experiments. This choice 
implies that the attachment kinetics for potash alum is faster than the diffusive mass transport (see Figure 2b). The 
initial simulation setup for the phase-field and concentration field is depicted in Figure 4a. We insert 16 randomly 
oriented grains at the lower edge of the domain, whereas on the upper edge a constant supersaturation (as in the 
previous example) is imposed. Similarly, as in the previous case, diffusive mass transport occurs into the direction 
of the crystals since the crystal growth depleted the concentration field locally.

In natural systems crystal growth rates can be hetero- or homogeneous depending on the environmental condi-
tions, crystal surface state (euhedral vs. anhedral), presence of crystal defects or coatings on crystal surfaces. 
Here, we focus on the effects which can be attributed to (I) partially coated crystal surfaces or (II) induced dislo-
cations. From an experimental point of view, the first case could be caused due to a grease film from the fingertips 
of the experimental preparator and the second case could be caused by crushing the potash alum crystals in the 
mortar before the crystal growth experiment and thereby inducing crystal defects into the crystal lattice.

In order to test the effects of different crystal growth behaviors on the evolving microstructure, we investigate 
three cases of crystal growth. In the first case we assume that no crystal growth rate difference occurs and set the 
mobilities of all crystals homogeneously to the same constant value (Ms,l = Mal.-liq.). Note: The mobility appears in 
the modeling approach in Equation 6 as a relaxation parameter and controls the crystal growth rate. To incorpo-
rate the effects of different growth rates, we test two additional cases where the mobilities for crystal growth are 
set as a two-class system or are randomly assigned within a value range. We model the different growth rates with 
a decrease of the interface mobility of alum grains to the liquid phase by distinct value which remains constant in 
each phase over time. In the two-class case, the growth rate of some grains is reduced with a unified ratio (similar 
as in Spruženiece et al. (2020)), which results in both fast and slow growing crystals. This choice implies that 
only some grains are either coated and/or induced by dislocations. In the randomly distributed case, each grain is 
assigned with a unique random mobility, which mimics the behavior of different strongly coated surfaces and/or 
a different amount of induced dislocations.

In the homogeneous constant case the crystals start to grow into the supersaturated fluid. The crystals have 
different crystallographic orientations, which is resulting in growth competition and termination of unfavorably 
oriented crystals. We observe a homogeneous growth front, which is attributed to the crystallographic anisotropy 
of potash alum, where the preferential directions are not as strong as for example, in quartz. However, the evolv-
ing crystal structure does not resemble the laboratory crystal growth experiments of Hilgers and Urai (2002), 
Hilgers et al. (2004), and Nollet et al. (2006), where a heterogeneous growth front and a wide range of crystal 
sizes are observed (see Figure 8a). In this setup the Damköhler number is DaII = 10.3, whereas we set the crystal 
surface in contact with the liquid phase as characteristic length.

In the two-class case the fast-growing grains out-compete the slow-growing grains shortly after the simulation 
started and expand over them close to the rim. This results in the presence of only fast-growing grains at later 
stages of crystal growth. In the early stages of growth, the velocity is heterogeneous causing a rough overall front 
profile, while at a later stage, fast-growing crystals form grain boundaries and a homogeneous smooth front with 
larger grain sizes is established. In intermediate stages, we observe some regions between fast-growing grains, 
where a liquid gap occurs between neighboring fast-growing grains (on right in Figure 4c) in which the crystal 
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growth is slower than at the upper growth front (due to local depletion). The overall growth rate is similar to 
the homogeneous case, however, the Damköhler number DaII = 15.01 is higher due to the larger surface area. 
The displayed crystal structure at intermediate growth stages corresponds better to laboratory experiments as 
presented in Hilgers and Urai (2002), Hilgers et al. (2004), and Nollet et al. (2006) (see Figure 8a). However, in 
later stages when a homogeneous growth front and similar sized crystals are present the grain structure of the 
simulations differs from the laboratory experiments.

In the randomly distributed case all potash alum crystals grow with a different rate. This leads to a rough heter-
ogeneous growth front with a surface area between the previous two cases and heterogeneous crystal size distri-
bution during all stages of crystal growth. The microstructure with few large crystals resembles the respective 
experiments including fluid flow during all stages of crystal growth (see Figure 8a). This advocates that the 
crystals in the laboratory experiments might have observed a growth rate anisotropy. The Damköhler number is 
DaII = 12.55, which is as expected in between the former two cases.

3.3. Polycrystalline Growth With Lateral Flow

In this section we investigate the crystal growth in a flow channel, where the concentration field is additionally 
advected by a fluid velocity. Based on the observations in the previous section, we analyze two different cases 

Figure 4. Multi-grain setup with pure diffusive mass transport. (a) Initial setup of the phase-field and the respective concentration field with boundary conditions. The 
color of the potash alum grains illustrate their crystallographic orientation. A constant supersaturation is applied on the upper boundary. (b–d) Temporal evolution of 
the crystal structure at three representative time steps. The phase-field is in the upper and the concentration field in the lower column. In (b) the mobility Ms,l = Mal.-liq. 
is chosen to be equal for all crystals, in panel (c) two classes for the mobilities (fast: 𝐴𝐴 𝐴𝐴

𝑓𝑓

𝑠𝑠𝑠𝑠𝑠
= 𝐴𝐴𝑎𝑎𝑠𝑠𝑎-𝑠𝑠𝑙𝑙𝑙𝑙𝑎 and slow: 𝐴𝐴 𝐴𝐴

𝑠𝑠

𝑠𝑠𝑠𝑠𝑠
= 0.2 ×𝐴𝐴𝑎𝑎𝑠𝑠.-𝑠𝑠𝑙𝑙𝑙𝑙. ) are applied and in panel (c) each 

grain is assigned a random mobility: Ms,l ∈ (0.172, 1) × Mal.-liq..
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of flow-through experiments. In the first case the effects of different supersaturations and flow velocities on the 
evolving microstructure are investigated and quantitatively compared to laboratory experiments. To elaborate 
these effects independently of the crystal growth rate (which might vary due to crystal defects or coatings; see 
Figures 4b and 4c) we utilize the same mobility for all grains similar as in Figure 4a. In the second case we modify 
the individual crystal growth rate randomly as in Figure 4c to mimic the crystallization in a more representative 
crystal structure. We use the parameters from Table 1 unless stated otherwise.

The setup and prescribed boundary conditions for the first case related to equal growth dynamics of the crystals 
are depicted in Figure 5a. We mimic the flow channel of the laboratory experiments of Hilgers et al. (2004). Their 
chosen setup and parameters (e.g., supersaturation, fluid velocity) result in a measurable growth rate difference 
along the relatively short flow channel and enable a coupled microstructural simulation of the grain growth in a 
flow channel in reasonable computational time. In Figure 5 the gray areas indicate the stationary inlet and outlet 
of the channel, where no evolution equations are computed. This ensures that the flow profile of the supersat-
urated fluid can be directly assigned and is not affected by growing crystals directly at the inlet. We insert 30 
potash alum grains at the upper and lower edge, which are randomly oriented. At the lower boundary the crystal 
orientation is repeated after the first 16 grains to better visualize the impact of a depleted supersaturated fluid 
on the crystallization over the length of the fluid channel. The crystals grow into the fluid (Figure 5a) due to the 
(locally different) present supersaturation (Figure 5b). The growth of the crystals depletes the local concentration 
field, which is then advected by the present fluid flow velocity and results in a decreasing supersaturation along 
the flow channel. The profiles of the supersaturation are evaluated (after 34 min) across the vertical lines 1–4 
marked in Figure 5b and plotted in Figure 6b. This causes a faster crystal growth rate near the inlet and a decreas-
ing crystal growth along the channel, whereas the crystallization is the slowest near the outlet. Moreover, the fluid 
flow velocity increases (Figure 5c) while the crystals from both channel walls grow together and continuously 
narrow the remaining channel, since a constant flow rate is applied as in the experiments. The maximum fluid 
velocity is extracted as a function of time in Figure 6a.

Additionally, the effect of different supersaturations (S = 1.09 and S = 1.14) and flow velocities (u = 0.08 and 
u = 0.16 mm/s) is investigated with this setup. When a higher flow velocity is chosen (twice as high as before) 
the overall crystal growth rate increases compared to the previous case (Figures 6c and 6d), because more potash 

Figure 5. (a) Setup of flow channel with potash alum grains at upper and lower boundary (color indicates orientation; see Figure 4a). The applied boundary conditions 
(for fluid flow, phase-field, and concentration) are depicted. A zero-pressure boundary condition at the right side is applied for the fluid flow. Temporal evolution of 
(a) crystal structure, (b) concentration, and (c) fluid flow. The open fracture seals over time, whereas the crystal at the inlet grow faster than the crystals at the exit. The 
concentration of the supersaturated fluid is denoted by csat is the and the equilibrium concentration by ceq.
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alum (in the solution) provided by the Dirichlet boundary condition at the left side of the domain streams into 
the channel and the ratio between attachment kinetics and mass transport decreases. Furthermore, the growth 
front becomes slightly more homogeneous since less difference in the supersaturation is present along the chan-
nel (Figure 6e) and the permeability in the flow channel decreases over time more slowly (Figure 6f). Note: 
The temporal permeability evolution shows a similar trend as the compact quartz case in Kling et al. (2017). In 
contrast, when a lower supersaturation is chosen, the potash alum crystals grow slower (lower crystallization 
driving force). The roughness of the growth front, the temporal and the spatial growth rate show a more homo-
geneous behavior. Due to the identical mobility of all crystals, a non-negligible deviation of the simulated micro-
structure from the experiment (Hilgers & Urai, 2002) can be recognized.

Furthermore, we observe a difference of the trends (of the plots) between the numerical and the experimental growth 
rate in the measurements of the temporal averaged crystal growth rate (Figure 6c). In the simulations the growth rate 
increases over time, while, in the experiment, the rate is almost constant (vexp. ≈ 2 mm/s). As the crystals grow, the 
fluid channel narrows. This increases the velocity in the remaining fluid and the concentration-rich fluid flows with 
almost csat to the growth front. This in turn increases the concentration gradient and the driving force for growth.

In the second case, a growth rate difference between the crystals is applied as in Figure 4c, where each crystal 
has a unique random mobility (Figure 7). We insert a randomly oriented grain package at the upper and lower 
boundary (Figure 7a), mimicking the initial structure of the flow experiment of Hilgers and Urai (2002). Since 
the grains are assumed to have different growth rate, the growth competition is stronger than before and slower 
grains are out-competed close to the rim, whereas faster crystals expand over them and become wider than in 
the previous case (Figure 5). Similar as before, the local concentration depletes due to the crystal growth, which 

Figure 6. Analysis of simulations from Figure 5. (a) Maximum flow velocity in stream direction increases over time. (b) 
Present supersaturation at different positions in Figure 5b. Supersaturation at grains is higher at inlet than at outlet and 
decreases along the channel. (c) Temporal and (d) spatial averaged crystal growth rate compared to experiments from Hilgers 
and Urai (2002) (see also Figure 8a). (e) Growth front at same time for different supersaturations and flow velocities. (f) 
Semilogarithmic plot of permeability evolution over time for the three cases. The permeability is normalized to the initial 
value of the open channel. Legend in bottom row refers to panels (c–f).
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Figure 7. (a) Setup of flow channel with alum grains at upper and lower boundary (color indicates orientation; see Figure 4a) with the applied boundary conditions (for 
fluid flow, phase field, and concentration) on left. Temporal evolution of (a) crystal structure, (b) supersaturation, and (c) fluid velocity are depicted from left to right. 
The open fracture seals over time, whereas the crystals at the inlet grow faster than the crystals at the outlet.

Figure 8. (a) Comparison of phase-field results to laboratory growth experiments from Hilgers and Urai (2002) of potash alum growth in a flow channel. Reprinted 
with permission from Hilgers and Urai (2002). (b) Spatial crystal growth rate compared to these experiments. (c) Supersaturation along dashed line in Figure 7b at 
different times (left to right in Figure 7). (d) Crystal growth rate of two facets of green crystal in Figure 7a facing in upstream and downstream direction. Growth rate is 
slower for downstream facet.
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leads to a decreasing supersaturation along the flow channel (Figure 7b) and larger crystals at the channel inlet. 
Furthermore, due to the rougher growth front compared with the previous case the fluid flow field becomes more 
inhomogeneous and tortuous during the crystal growth due to the evolving crystals (Figure 7c). The resulting 
microstructure (Figure 8a) exhibits a convincing agreement with the grain structure observed in the laboratory 
experiments from Hilgers and Urai (2002).

Additionally, we calculate the crystal growth rate of the grains on the upper and lower halves along the flow chan-
nel. The crystallization rate shows a similar trend than in the previous case (Figure 8b) and agrees with the crystal 
growth experiments of Hilgers and Urai (2002). Note: Similar to Figure 6c, we also observe here a deviation of 
the trend of the temporal averaged growth rates compared to the laboratory experiments.

Moreover, the temporal evolution of the supersaturation along the dashed line in Figure 7b is depicted in Figure 8c. 
Since crystals which are located in upstream direction deplete the supersaturation and partially block the fluid 
flow, the supersaturation decreases over time. Additionally, we measure the growth rate of two different facets 
of the green crystal (marked in Figure 7a), where one facet shows in upstream direction and the other facet is 
directed downstream. The upstream facet grows at a higher rate than the downstream facet (similarly as in Nollet 
et al. (2006)), since the upstream facet deflects the supersaturated fluid flow and the impact of the advective mass 
transport is lower than at the upstream facet (Figure 8d).

4. Discussion
The presented studies demonstrate the capability of the phase-field method to quantitatively describe crystal 
growth in domains where advective and diffusive mass transport is present. With the help of this modeling 
approach, experiment results (e.g., Hilgers & Urai,  2002) can be recreated while additionally quantities and 
coupled physical mechanisms can be described which cannot be easily resolved by laboratory experiments. The 
models enable new insights into microstructure formation under the influence of diffusion and advection and can 
therefore improve the understanding of the crystallization process by locally resolving fluid related quantities 
(e.g., supersaturation, fluid flow velocity in channel and its variability due to the shape of the growing crystals).

We chose this particular setup to enable a direct comparability to existing laboratory experiments and also show 
the applicability of the phase-field method to reactive flow and its interaction with a heterogeneous polycrystal-
line wall rock structure. The results can support field experiments by giving insights to the hydrological behavior 
of single fractures and its response due to THMC processes on small length scales and can then be up-scaled to 
simulations on larger length scales. This can be achieved for example, by calculating the effective growth prop-
erties on microscale and apply these rates and characteristics in simulations to study the behavior at larger time 
and length scale (e.g., Hilgers et al., 2004). The phase-field method is used here since it allows the modeling 
of polycrystalline systems with phase-specific parameters, whereas anisotropy formulations enable the depic-
tion of faceted growth kinetics. Additionally, the coupling of phase evolution with reactive fluid flow is possi-
ble and allows to describe crystal growth without an explicit remeshing technique. The presented phase-field 
framework uses a grand-chemical potential approach where phase changes appear when chemical potential is 
in non-equilibrium and it is easily possible to extend the present studies with the incorporation of thermody-
namic data obtained from phase diagrams and apply the precipitation of different minerals simultaneously due to 
multiple components. Furthermore, the phase-field framework enables to directly include effects of solid phase 
transport in multiphase-flow (e.g., detached particles clog fluid pathways; see Reder et al.  (2021)), or effects 
of mechanical fields can be included (e.g., crack formation: Prajapati, Herrmann, et al.  (2020)). Additionally, 
the phase-field approach and achieved simulation results show good agreement with natural crystal structures 
(e.g., quartz, calcite, cf. Ankit et al., 2015; Spruženiece et al., 2021) and the presented results show qualitative 
agreement to laboratory flow through experiments. This advocates the utilization of the phase-field method for 
describing reactive flow with precipitation. As the phase-field technique can include coupled physical processes 
and be extended to different mineral species, it is considered to enhance the modeling capabilities in subsurface 
systems. It is especially suited to assess contaminated groundwater interacting with the subsurface, water produc-
tion, wastewater storage, and geothermal applications.

The results in the presented system can improve the understanding of fracture sealing and the controlling factors 
of supersaturation and fluid flow velocity in natural environments. As the crystal growth rate is a function of the 
local flow velocity and supersaturation, a heterogeneous growth front can be established.
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For natural environments, the generalized outcomes are:

•  A low flow velocity in combination with fast reaction kinetics will result in a heterogeneous growth front (e.g., 
leading to localized blockage).

•  Surface coatings or crystal defects of the host rock will result in a heterogeneous flow path.
•  Crystal heterogeneity may record preferred fluid flow directions in incompletely sealed fractures.
•  Regions cut off from advective fluid transport, will record slower growth rates, and will subsequently alter the 

mechanical properties of the whole system (e.g., Späth et al., 2022b).

4.1. Agreement and Differences With Laboratory Results

In the presented work, we do not observe fluid inclusion as commonly noticed in natural vein microstructures 
or as in crystal growth experiments (Nollet et al., 2006). This could be attributed to either a high supersatura-
tion along the (comparatively small) flow channel, only modeling crystal growth (no alternating crack-sealing 
(Ramsay, 1980)), or a general limitation of the applied models. In future works this effect could be incorporated 
and applied for example, to investigate the effects of multiple fracturing events while using a concentration 
dependent driving force.

We apply two different supersaturations in the fluid phase (S = 1.09 and 1.14) and two flow velocities (Pe = 80 
and 160) in this work, which show a visible and quantitative agreement to laboratory experiments. The utilized 
parameters indicate a dominance of advective to diffusive mass transport and can explain a decreasing growth 
rate along the channel. These supersaturations cause only precipitation on wall rock crystals, whereas no nuclea-
tion of crystals in the fluid is observed, since the supersaturation is below the metastable region, where nucleation 
might occur (Barrett & Glennon, 2002). However, at higher supersaturations, a direct nucleation of a crystal in 
the fluid is expected to occur, which could also cause clogging of natural and experimental fractures. This effect 
of crystal nucleation is not incorporated in our modeling approach so far and could be addressed in future works 
discussing higher concentrations. In order to include the effect of crystal nucleation the presented phase-field 
model could be adapted with a nucleation mechanism. For example, parts of the work of Schoof et al. (2018) on 
phase nucleation could be extended with a criterion where nucleation is dependent on the present supersaturation 
and chemical composition of the fluid and is activated once the metastable region is reached.

In the experimental works of Hilgers and Urai (2002) and Hilgers et al. (2004) the formation of isolated long 
crystals into the fluid was observed at some positions in the flow channel, whereas in our simulations the growth 
front is more homogeneous. This could be attributed to the choice and (low) range of the assigned mobilities 
in our studies (see Figures 4 and 7). In the laboratory experiments the range could be larger due to either more 
present defects in the crystal lattices, a higher variability of crystal surface coatings, or a larger substrate size 
on which precipitation occurs, as larger substrate sizes correlate positively with the size of precipitating crystals 
(Busch et al., 2021; Lander et al., 2008). The presented approach of assigning phase-specific mobilities could be 
extended in future works by adapting the mobility of certain crystal facets which show defects or by resolving a 
surface coating with an additional inert phase between grain and liquid.

In the presented work, crystal growth is slower at the channel outlet compared to the inlet, as the solute concentra-
tion is continuously reduced due to precipitation and the supersaturation is therefore lower. This is also observed 
in laboratory flow through experiments (e.g., Busch et al., 2021; Hilgers et al., 2004), where precipitates located 
closer toward the flow inlet are larger and contain more mass. However, experimental setups can also show differ-
ent trends in the crystal size distribution, where precipitates are distributed uniformly, randomly or concentrated 
near the inlet or outlet. This heterogeneity in crystal sizes along the flow path can be attributed to the substrate 
size of the particles, on which the syntaxial precipitation occurs and may be another controlling factor to explain 
mixed results obtained in experimental flow through setups, as it is seldomly quantified. Larger substrate sizes 
result in larger crystal sizes of the precipitated material. A small substrate size located close to the inlet may 
likely form precipitates which are smaller than those formed on larger substrates further downstream (Busch 
et al. (2021), their Figure 13). The presented phase-field simulations allow to control these parameters explicitly 
and the rate of precipitated volume in relation to substrate size (grain size) is inherently included in the simulation 
workflow. In this work the substrate size is similar for all alum grains, to only highlight the effect of concen-
tration changes along the flow path, and to present the generalized effect of these changes on mineral precipi-
tation. Alternatively, the physico-chemical conditions (p, c, T) in experimental setups may not be as consistent 
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as assumed from the selective measurements at certain points along the flow path, which may again alter the 
precipitation rates and affect the solute concentration and therefore might also cause nucleation.

4.2. Limitations and Assumptions of the Model

The presented numerical studies are performed solely in 2D in order to limit computational costs for the coupled 
calculation of the phase-field equations, the concentration field, and the incompressible Navier-Stokes equations 
in the polycrystalline structures. Nevertheless, the model equations are formulated such that they are directly 
applicable in 3D, but an increase of computational costs arises. Even though the 2D simulations show a sound 
agreement with the laboratory experiments of Hilgers and Urai  (2002), an application of the methods to 3D 
would enable a more heterogeneous crystallographic orientation (in-plane rotation vs. full 3D rotation) and an 
incorporation of the third (out of plane) growth direction. Therefore, the 2D simulations are missing the addi-
tional growth competition with crystals from outside of the simulation domain. Additionally, once the crystals 
grow together into the channel center the flow is deflected from the largest crystals and the fluid connectivity 
is reduced. After two crystals touch in our simulative approach the crystal growth behind this touching point 
stops since the fluid flow is completely blocked, even though there still might be fluid connectivity in a 3D setup 
(similar as in laboratory experiments). Therefore, an extension to 3D seems reasonable to predict the crystal 
growth and permeability evolution in natural environments. Previous phase-field studies of crystal growth in 3D 
(e.g., Ankit et al., 2015; Spruženiece et al., 2021; Wendler et al., 2016) showed a visible good agreement with 2D 
simulations (see e.g., Figure 13d in Späth et al. (2021)). We expect that the obtained 2D results would not change 
fundamentally when extending the domain into 3D as long as the flow channel is not blocked.

Our modeling approach demonstrates promising results with potash alum and agrees with experimental data, 
however, we note that this approach seems to be mostly applicable in cases where the solubility of the present 
mineral is high (here 15.35 g/100 g H2O) and a comparatively high supersaturation is present (here S = 1.14). This 
leads to a significant depletion of the supersaturated fluid and a decrease of the driving force at the grain scale 
over a few millimeters. However, for minerals which frequently occur in nature (e.g., quartz) and for which the 
solubility is lower (e.g., ≈100 ppm (Okamoto et al., 2010) for quartz), the length scale of significant depletion and 
the decrease of supersaturation is occurring over a larger distance (e.g., Lee & Morse, 1999). Therefore, it still 
seems reasonable to utilize the assumption of constant supersaturation for these minerals at mesoscopic length 
scale (μm range). However, once computational resources improve and larger domains with a fully resolved 
grain  structure can be computed the presented model could also be applied to minerals as quartz and then be 
utilized to predict larger length scales.

4.3. Incorporation of Additional Effects into Crystal Growth Modeling

With the utilized modeling approach the effects of a depleting concentration along the flow channel can be 
described. Since the locally present supersaturation depletes during crystal growth and is advected the crystal 
growth rate decreases along the flow channel and depends on the prescribed fluid flow velocity and supersatu-
ration. However, previous studies (Colombani, 2008; Herman & White, 1985; Liu & Dreybrod, 1997; Opdyke 
et al., 1987) discuss the effect of a fluid flow velocity on the crystal evolution based on the thickness of a diffu-
sional boundary layer, whereas a thicker diffusional boundary layer occurs when fluid flow is slow and becomes 
thinner with higher flow velocities and results in a slower and faster crystal evolution respectively. This additional 
effect is to be incorporated in future studies by adapting the mobility to a dependency regarding the local fluid 
flow velocity.

In this work we focus on the evolution of crystals in a supersaturated fluid on the grain scale. This gives insights 
into the temporal and spatial development of the crystalline microstructure, while also visualizing the local distri-
bution of supersaturation and fluid velocity. Even though we did not explicitly investigate the effects of crystal 
growth on larger length scales (e.g., reservoir scale), the present simulative approach can be used in combination 
with upscaling techniques to understand the behavior of fractured or porous rocks on macroscopic length scales 
over geologic time scales.

5. Concluding Remarks
This work presents the modeling of supersaturation dependent driven crystallization in open fractures, where 
the phase-field evolution equation is coupled with a concentration equation and the Navier-Stokes equations. 
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The presented work highlights the versatility and capability of the multiphase-field method in modeling crystal 
growth in open fractures or flow channels, whereas the results show a sound agreement to laboratory experiments 
of Hilgers and Urai (2002), Hilgers et al. (2004), and Nollet et al. (2006). This approach enables the depiction of 
different crystal growth rates depending on the local supersaturation state and possible crystal defects or crystal 
surface coatings.

Our studies include that the crystal growth rate depends on the local supersaturation state, which in turn is 
controlled by the ratio of advective and diffusive mass transport to the attachment kinetics. The crystal growth 
rate decreases along the flow direction due to fluid depletion. A higher mass transport compared to the attachment 
kinetics results in a more homogeneous supersaturation and similar crystal growth rates, whereas inhomogeneous 
crystal growth rates occur when the mass transport is slower (Figure 2). In addition, the crystal growth rate and 
thus the resulting microstructure may depend on induced crystal defects or coatings on the crystal surfaces.

In future works the findings of this study can be extended into 3D to enable a fluid flow around crystals in all 
directions avoiding a blocking of the flow channel once crystals have touched. Moreover, an extension to larger 
domains with minerals frequently occurring in nature (e.g., quartz) in possible combination with multi-crack-
sealing (e.g., Späth et al., 2022a) and a potential collapse of the fracture (due to pressure loss). Additionally, 
the present modeling approach could also be used for upscaling the microstructural findings to reservoir length 
scales. This can help to gain a better understanding of the formation of vein microstructures in subsurface envi-
ronments and to discover unknown physical mechanisms in geothermal reservoirs or subsurface environments. 
Furthermore, the current approach of using a concentration field for the driving force of faceted crystal growth 
can be extended to incorporate additional subsurface processes in the modeling approach, such as pressure solu-
tion creep (Guével et al., 2020) or corrosion. Therefore, existing phase-field models which include mechanical 
effects into the phase evolution could be adapted to the presented work at microscale level and the outcome of 
those results containing strain and micro crack distributions could then be upscaled to larger length scale by 
incorporating the effective material properties in respective material laws (e.g., reservoirs).

Data Availability Statement
The software package Pace3D was used for the generation of the simulation data sets. The software license can 
be purchased at Steinbeis Network (www.steinbeis.de) in the management of Britta Nestler and Michael Selzer 
under the subject area “Material Simulation and Process Optimization.” The complete data set, on which this 
research article is based, can be accessed in the open-access repository at Späth et al. (2023).
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