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Abstract

A detailed understanding of the behaviour of lubricants under high con-

�nement is crucial for a range of medical and industrial applications. The

hydrodynamic framework provides accurate solutions when the contacting

bodies are su�ciently separated, however, at extreme operating conditions,

the departure from the Navier-Stokes-Fourier equations is eminent. Atomistic

e�ects can no longer be homogenized and the �uid can not be treated as a

continuum-�uid decoupled from the behaviour of its discrete particles. A

multiscale treatment of the problem becomes crucial as the �uid operates in

the boundary lubrication regime. In this regime, the lubricant is driven by

pressure gradients resulting from the gap height variation between the con-

tacts. Atomistic models usually rely on non-equilibrium molecular dynamics

(NEMD) simulations of periodic molecular representative volume elements

(RVE), where the lubricant �uid is con�ned between slab walls. Due to peri-

odicity, introducing pressure gradients in such models presents a hurdle. In

this thesis, the “pump” method was developed to introduce pressure gradients

in perodic RVEs by applying a local perturbation, based on linear momentum

conservation, that induces pressure-driven �ow of the lubricant. The inde-

pendent variable can be the pressure gradient, by �xing the force, or the mass

�ux, by �xing the current. The two variants are equivalent. The method was

tested on compressible and wetting �uids, and applied in conjunction with

di�erent thermostating strategies. Thermodynamic �eld variables of the �uid

lubricant including velocity, pressure, �ux, and temperature were measured

and reported down to con�nements of 3 molecular diameters. The pump

method can be applied to a channel of arbitrary geometry. This permits the

investigation of hydrodynamic cavitation, a phenomenon that is ubiquitous

in nature yet not widely investigated on the molecular scale. A sensitivity

analysis was conducted to optimize the channel geometry that promotes

cavitation. Subsequently, the cavitation lifetime, growth and collapse were

compared to the hydrodynamic theoretical predictions. Within a multiscale

framework, the pump method can act as the constraint on the molecular

system from the larger continuum scale.
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Kurzfassung

Ein detailliertes Verständnis des Verhaltens von Schmiersto�en in engen

Spalten ist für eine Reihe von medizinischen und industriellen Anwendun-

gen entscheidend. Die hydrodynamischen Grundgleichungen bieten genaue

Lösungen, sofern die kontaktierenden Körper ausreichend weit voneinander

entfernt sind. Unter extremen Belastungsbedingungen werden jedoch Abwei-

chungen von den Navier-Stokes-Fourier-Gleichungen beobachtet. Dies liegt

hauptsächlich an der Bedeutung atomare E�ekte, die eine homogenisierte Be-

trachtung im Rahmen von Kontinuumstheorien nicht mehr erlauben, sodass

die Flüssigkeit als Ansammlung diskreter Partikel behandelt werden muss.

Der multiskalige Charakter des Problems wird im Bereich der Grenzreibung

umso deutlicher. In diesem Regime wird das Schmiermittel durch Druckgra-

dienten angetrieben, die sich aus der Variation der Spalthöhe zwischen den

kontaktierenden Körpern ergeben. In der atomistischen Modellierung werden

üblicherweise Nichtgleichgewichts-Molekulardynamik (NEMD) Simulatio-

nen periodischer, repräsentativer Volumenelemente (RVE) verwendet, bei

denen der Schmier�lm von �achen Wänden eingeschlossen wird. Aufgrund

der Periodizität stellt das Einstellen von Druckgradienten in solchen Modellen

eine Hürde dar. In dieser Arbeit wurde die “Pump”-Methode entwickelt, um

Druckgradienten in periodischen Systemen einzuführen, indem eine lokale

Störung aufgebracht wird, die unter Einhaltung der Impulserhaltung einen

druckgetriebenen Fluss des Schmiermittels induziert. Dabei kann sowohl der

Massen�uss als auch der Druckgradient, durch Festlegen atomarer Kräfte, als

unabhängige Variable gewählt werden. Die Methode wurde für kompressible

Fluide mit unterschiedlichen Benetzungseigenschaften und in Verbindung

mit verschiedenen Thermostat-Strategien getestet. Dabei werden die ther-

modynamischen Feldgrößen Druck, Temperatur und Geschwindigkeit des

Schmiersto�s in Spalthöhen bis zu drei Moleküldurchmessern gemessen. Die

Pump-Methode kann auf Kanäle beliebiger Geometrie angewendet werden,

was die Anwendung zur Untersuchung hydrodynamischer Kavitation ermög-

licht – ein Phänomen, welches in der Natur allgegenwärtig ist, jedoch auf
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Kurzfassung

molekularer Ebene bisher kaum untersucht wurde. Dazu wurde die Kanal-

geometrie anhand einer Sensitivitätsanalyse optimiert. Anschließend wurde

die Lebensdauer der Kavitationsblasen, sowie deren Wachstum und Zusam-

menbruch mit den theoretischen, hydrodynamischen Vorhersagen verglichen.

Im Rahmen eines Multiskalenansatzes für Schmierungsprobleme kann die

Pump-Methode zur Einstellung der Randbedingungen eines molekularen

Systems im Einklang mit Kontinuumssimulationen verwendet werden.
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1. Introduction

1.1. Motivation

A profound understanding of tribological contacts is crucial for the design of

mechanical systems. This encompasses the study of the performance, reliabil-

ity and energy dissipation mechanisms for surfaces in contact. Understanding

the underlying thermodynamic conditions in conjunction with mechanical

loading can improve the e�ciency of contacting components and cut back

on substantial energy losses due to friction and wear [5].

Reducing friction through the use of lubricants is an ancient practice that

was performed to transport large structures, enhance the performance of

bearings on chariots and ships, and later on to build and develop more complex

machinery [5, 6]. Quanti�cation of friction took shape in the Renaissance

era by Leonardo Da Vinci, who introduced the concept of the coe�cient

of friction. In 1699, Amontons deducted that the friction force is directly

proportional to the normal load and is independent of the contact area. In

1781, Coloumb veri�ed Amontons’ �ndings and established a disctinction

between static and kinetic friction. The nineteenth century witnessed a

growing interest in tribology mainly accompanying the industrial revolution.

The scienti�c pursue resulted in the hydrodynamic lubrication framework,

which was made possible by Beauchamp Tower’s experiments and Osborne

Reynolds’ theoretical work.

Macroscopic tribological phenomena originate from microscopic interactions.

Therefore, a deeper insight on the atomic scale can provide a guideline for

engineering of lubricants and contacting surfaces. Atomic scale e�ects be-

come more pronounced when only a few layers of a liquid lubricant remain

between the contacts i.e. as we move from the hydrodynamic lubrication to

the boundary lubrication regime on the Stribeck curve [7].

1



1. Introduction

In the boundary lubrication regime, the mean lubricating �lm thickness ℎ

is much lower than the average height of the surface irregularities, more

speci�cally the composite standard deviation of surface roughness f . In this

regime, the lubricant �lm parameter Λ = ℎ/f < 1, as shown in Fig. 1.1. At

such high loads ? , low interfacial velocities # or low viscosities [, friction is

dominated by the interaction of few molecular layers of the �uid together

with solid-solid rough surface peaks (or “asperities”) contact.

Figure 1.1.: Stribeck curve: the lubricant �lm parameter Λ and coe�cient of friction as a function

of Hersey number [# /? . The curve shows di�erent lubrication regimes. Reprinted from Ref.[6].

The classical lubrication theory, originally developed by Reynolds [8], is

usually applied in engineering lubrication problems of contacts operating in

the hydrodynamic regime (su�cient contact separation and large lubricant

�lm thickness) to predict the lubricant’s pressure and load bearing capacity.

The theory can be generalized to include �uid compressibility [9], slip at the

walls, piezoviscosity as well as account for deviations from the Newtonian

behaviour [10]. However, when the �uid properties vary signi�cantly on

a scale comparable to a few molecular diameters of the �uid lubricant, the

2



1.1. Motivation

classical equations break down [11]. In order to understand the sources of

departure from the hydrodynamic framework, the implicit assumptions shall

be highlighted.

Starting from the Reynolds equation, the formulation is based on the thin �lm

approximation, which states that the lubricant �ow is laminar and inertia

is negligible. Another assumption is that the Navier-Stokes equations hold.

Navier-Stokes linear momentum equation can be derived by inserting the

constitutive relation between the applied stress tensor and the corresponding

deformation into the linear momentum conservation equation. Similarly, the

Navier-Stokes-Fourier energy equation is derived from inserting Fourier’s

heat conduction law into the energy conservation equation. Such constitutive

relations may not hold for highly con�ned �uids [11, 12].

Additionally, the core assumption in Navier-Stokes and Reynolds equations

is that the continuum description is valid, such that the ratio of the molecular

mean free path to the representative length scale or the “Knudsen number”

is low (Kn< 0.1) [5]. The break down of the hydrodynamic theory is in

essence due to the strong spatial inhomogenities and the non-locality of

thermodynamic, structural [13] and transport properties [14, 15] of highly

con�ned �uids. An appropriate example would be a liquid lubricant operating

in the boundary lubrication regime. In this case, the Knudsen number is large

(Kn>0.1) and Navier-Stokes-Fourier equations lose their validity.

The �ow of con�ned �uids is, therefore, highly non-continuum and to obtain

reliable numerical solutions, microscopic details have to be coupled with

the macroscopic description. The macroscopic problem can be solved with

continuum numerical schemes, which can relax some of the aforementioned

assumptions [9, 16, 17], while the microscopic resolution can be handled

with atomistic simulations. Such simulations can be classi�ed into stochastic

Monte Carlo (MC) and deterministic molecular dynamics (MD). The earlier

updates atomic positions after accepting (or rejecting) a random displacement

based on the change in the system’s potential energy, while the latter updates

atomic positions based on solving Newton’s equations of motion using a

�nite di�erence scheme. Since transport processes arise naturally in MD, it is

a prime candidate for understanding tribological phenomena. A collection

of historical and recent applications of molecular simulations to tribological

problems is reported in Ref. [18].

Studying systems in static equilibrium, for instance under certain pressure

and temperature, can be achieved with equilibrium MD. Similarly, for a
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1. Introduction

system under an external perturbation, for instance a liquid lubricant between

sliding contacts, non-equilibrium MD (NEMD) is the suitable tool. NEMD

simulations can provide valuable insight into the underlying interactions and

structural changes that occur in the boundary lubrication regime. Molecular

representative volume elements (RVEs) can be crucial tools for relating the

microscopic interactions to hydrodynamic properties. By reverting to the

microscopic scale, �xed constitutive laws can be avoided and one can rely on

the fundamental mass, momentum and energy conservation laws as well as

draw direct observations from atomistic trajectories.

Therefore, the ultimate goal of simulations of �uid �ow would be coupling of

MD and continuum scales for capturing the atomistic e�ects accurately while

bene�ting from the reduced computational cost of macroscopic solvers [19].

Boon and Yip [20] have put this aim in other words: ".. it is one of the basic
aims of research in nonequilibrium statistical mechanics to develop a uni�ed
theory of liquids which treats not only the processes in the hydrodynamic region
of low (:,l) but also molecular behavior which manifests at higher values of
(:,l)". The : and l referred to here, are the wavenumber and frequency,

respectively.

In this thesis, the focus would be on the atomistic scale with the greater aim in

mind that the presented MD methods are to be integrated into a scale-coupling

scheme. The second goal of the thesis is to investigate a phenomenon that is

usually discussed from a macroscopic prespective with little insight on the

microscopic behaviour, hydrodynamic cavitation.

In the last century, systematic studies on hydrodynamic cavitation started

to develop. The motivation to initiate those studies sprang from cavitation

relation to medical complications [21] and deleterious e�ects on hydraulic

machinery in maritime transport [22, 23]. The damage is mainly caused by

the violent collapse of bubbles on ship propellers.

Recent advances in the study of cavitation revealed how the cavitation phe-

nomenon can play a key role in bioengineering applications, e.g. to open the

blood-brain-barrier for enhanced drug delivery to the brain [24, 25] as well

as biomedical applications, e.g. in lithotripsy to break down kidney stones

[26] and to drive micro�uidic transport in blood and cells [27]. Redesigning

ship propellers [28] can be the key to avoid bubble formation and collapse

and their subsequent damage.
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1.2. Challenge statement

Industrial applications of cavitations are ample. Bubbles can be used in gas-

liquid reactors to increase the contact area between the phases [29]. This

is useful for homogenization and breaking down of suspended particles in

liquids. Cavitation can also be utilized in ultrasound cleaning devices.

Early experimental attempts to capture bubble evolution and dynamics were

met with the hurdle of the immense rapidity of the formation and collapse of

individual bubbles [30]. Another major dilemma was the lack of reproducibil-

ity of the exact same cavitation mechanism between di�erent test facilities

[31]. These issues could be easily circumvented with molecular dynamics

simulations.

1.2. Challenge statement

A crucial part of the coupling scheme is the accurate imposition of boundary

conditions on the molecular domain [32]. The molecular RVE is to represent

a region where the �uid �lm �ow is highly con�ned (down to few molecular

diameters) between two asperities. Due to the gap height variation, the �uid

experiences a pressure variation i.e. pressure gradients develop and the �ow

is pressure-driven.

(a)

(b) (c)

Figure 1.2.:Gravity-fed method a. schematic showing gravity force �6 applied on all �uid atoms

to induce the �ow. b. parabolic Poiseulle-like velocity pro�le along the gap height and c. pressure

pro�le along the stream direction. Data from NEMD simulation of liquid argon at 100 K and

external pressure of 50 MPa.

A conventional approach to induce pressure-driven �ow is the “gravity-fed”

method [33], where a gravity-like force is imposed uniformly on all the

�uid atoms. Although, the �uid velocity pro�le is parabolic i.e. agrees with
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1. Introduction

hydrodynamic Navier-Stokes solution for Poiseuille �ow, the method fails to

generate a pressure gradient, as shown in Fig.1.2.

The molecular RVEs are usually periodic in the �ow direction to mimic an

in�nite system. Sustaining pressure gradients in periodic systems with �at

walls (slab geometry) is not straightforward. Using non-�at walls could o�er

a solution to generating pressure gradients, however, the magnitude of the

gradient can not be directly controlled.

Therefore, it is the �rst objective of this thesis to develop a method to sustain

pressure gradients in periodic moecular domains. The second objective is to

provide an atomistic insight on cavitation dynamics since the phenomenon

is not widely investigated at the nanoscale in the context of hydrodynamic

�ow. Ultimately, the molecular simulations are to be coupled to the contin-

uum solution. Thus, a precursory scheme to the multiscale framework is

provided.
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2. Non-equilibriumMolecular
Dynamics of fluid flow

2.1. Molecular simulations

Non-equilibrium molecular dynamics (NEMD) originated from the need to

study transport processes within and beyond the linear regime, where the

�ux can depend linearly or nonlinearly on the driving force. In the linear

regime, transport coe�cients can be obtained from equilibrium simulations,

as they are related to �uctuations in the corresponding �uxes through Green-

Kubo or Einstein formalisms. However, equilibrium simulations have poor

signal-to-noise ratios, thus large dependence on system size and pronounced

statistical errors. NEMD relies on applying an external perturbation, where

the signal-to-noise ratio improves signi�cantly with the perturbation intensity.

Additionaly, NEMD simulations o�er an e�cient way to capture the transport

processes as they occur in nature.

Three classes of NEMD simulations are the boundary-driven method, si-

nusoidal transverse force (STF) and homogeneous perturbations. In the

boundary-driven method, a perturbation is applied physically by imposing it

directly on the system, for instance moving atomic slabs or walls to mimic

shearing. The pioneering work was presented in Ashurst and Hoover’s pa-

per [34] in 1975. The method o�ers a direct way to study non-equilibrium

processes as the driving forces, occuring in nature, are mimicked in the

simulation domain.

The STF method imposes a spatially periodic perturbation through an external

force, represented by a sinusoidal function to comply with periodic boundary

conditions. The perturbation is explicit in the equations of motion [35]. The

method was proposed by Gosling et al. [36] in 1973. Using STF method,

the computational expense of modelling walls is avoided, however, the heat
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2. Non-equilibrium Molecular Dynamics of �uid �ow

dissipation mechanism, the thermostat, in systems under such perturbation

is considered �ctitious [37].

Both boundary-driven and STF methods induce signi�cant inhomogenities

in the �uid’s thermodynamic properties due to the presence of walls and

due to the spatially inhomogeneous perturbation, respectively. Spatial in-

homogenities are intrinsic in nano-con�ned �uid �ows and therefore need

to be considered in simulations, however, if the aim is to investigate bulk

properties without surface e�ects, these inhomogenities become undesirable.

The third NEMD technique applies a spatially homogeneous perturbation by

modifying the equations of motion to include external forces in a periodic

system. The most prominent boundary condition used in this technique is

that of sliding bricks, known as "Lees-Edwards" periodic boundary conditions

[38] usually employed in conjunction with the SLLOD equations of motion

[39]. The SLLOD equations of motion are derived from a Hamiltonian that

includes a �ctitious external �eld term, which drives the �ow. The SLLOD

algorithm is the corrected form of the DOLLS algorithm propoesed by Hoover

[40].

In classical molecular dynamics, the atomic con�gurational energy is rep-

resented by a di�erentiable function of atomic coordinates. For molecular

systems, this function is typically written as the dependence on a set of in-

variant parameters such as the bond streching, bending of valence angles and

dihedral torsion [41]. These parameters constitute the bonded (intramolecu-

lar) interactions, while electrostatic, London dispersion and Pauli repulsion

forces constitute the non-bonded (intermolecular) interactions. The combina-

tion of the mathematical function and the parameters set is referred to as a

“force �eld”. Force �elds parameters are usually derived from experiments

and quantum mechanical calculations [42].

The set of equations to describe the force-�eld are

�bonded =
∑

bonds

 1 (1 − 10)2 +
∑

angles

 \ (\ − \0)2 + �dihedral + �improper (2.1)

�non-bonded =
∑
8

∑
9

[
4n8

(
(f/A8 9

)
12 − (f/A8 9

)
6

)
+ @8@ 9:4/A8 9

]
(2.2)
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2.1. Molecular simulations

�total = �bonded + �non-bonded (2.3)

The �rst term in Eq. (2.1) is the sum over all bonded pairs of atoms. 1, 10 and

 1 are the bond length, equilibrium bond length and sti�ness, respectively.

The second term is the sum over bond angles, it involves triplets of atoms.

The parameters \ , \0  \ represent the angle between two bond vectors, the

equilibrium angle and the angle sti�ness, respectively. The dihedral term

involves quadruplets of atoms and is usually represented by a cosine function.

The cosine function re�ects the periodicity of the dihedral rotation. Improper

torsions account for rotation of atoms attached around a central atom.

The non-bonded energy term (Eq. (2.2)) sums the van der Waals (�rst term

in large parentheses) and the electrostatic interactions between atoms in

separate molecules or atoms within the same molecule separated by three or

more bonds [41]. Van der Waals (pairwise) interactions consist of attractive

dispersion (1/A 6) term from the interaction between an instant dipole with an

induced dipole, and a steep repulsion (1/A 12) term from Pauli exclusion as the

atoms get progressively closer. The total pairwise energy becomes positive

for a separation A8 9 less than the van der Waals radius f . The prefactor n

determines the strength of the atomic pairwise interaction i.e. the depth of the

Lennard-Jones potential. Finally, the electrostatic interactions are described

by Coloumb’s law. @8 and @ 9 are the e�ective charges, while :4 is the Coloumb

constant.

United-atom (UA) force �elds treat the methine (CH), methylene (CH2) and

the methyl (CH3) groups as pseudoatoms, while the all-atom (AA) force �elds

describe the carbon and hydrogen atoms explicitly. Obviously, the use of UA

force �elds reduces the computational expense as the number of interaction

sites is reduced. However, this occurs at the expense of lack of accurate

prediction of viscosity for long-chain n-alkanes [18].

Throughout this work two force �elds were used, these are Groningen molec-

ular simulation force �eld, GROMOS [43] and the transferable potential

for phase equilibria force �eld, TraPPE [44]. GROMOS-54A7 was used as a

benchmark in equilibrium modelling of AA and UA =-pentane (Ch. 3) as well

to simulate model interactions within squalane (App. C), while TraPPE-UA

was used more extensively throughout the rest of the thesis to model UA

=-pentane. They mostly agree on the bonded interactions and how they are

speci�ed, for instance, both potentials include the interaction sites only at

9



2. Non-equilibrium Molecular Dynamics of �uid �ow

the atomic nuclei positions unlike TIP5P which considers also the lone pair

positions, where there are valence electrons not shared with other atoms [41].

However, these two force �elds do not agree on the dihedral term expression,

where GROMOS-54A7 uses a harmonic function,

�dihedral =
∑

dihedrals

:j [1 + cos
(
=j − f

)
] (2.4)

where j ,  j , = and f represent the dihedral value, energy barrier height,

multiplicity and phase, respectively. In TraPPE-UA, the dihedral motion is

described with the optimized potentials for liquid simulations (OPLS) [45]

UA force �eld,

�dihedral =
∑

dihedrals

:1 [1 + cos
(
j
)
] + :2 [1 − cos

(
2j

)
] + :3 [1 + cos

(
3j

)
] (2.5)

In GROMOS, the improper torsion energy is a quadratic function of the

improper dihedral value. TraPPE-UA does not specify any improper rotations

simply because it was designed for straight-chain alkanes. The non-bonded

1,4 (between 2 atoms in the same molecule 3 bonds away) LJ interactions are

scaled di�erently. In TraPPE-UA, these interactions are switched o� while

in GROMOS-54A7, they are scaled by 0.5. Coloumb interactions are treated

similarly.

2.2. Pressure-driven flow in NEMD

Various approaches have been developed to generate pressure gradients or

Poiseuille �ow in periodic and non-periodic RVEs. In systems with non-

uniform geometries, a hydrostatic pressure di�erence can be generated by

implementing an external �eld on the �uid through a channel with varying

gap height, such as the nozzle model [46], a converging-diverging channel

[47], or a membrane-reservoir setup [48, 49]. Instead of applying a constant

force, another approach involves setting the global �ow rate or center of mass

velocity of the system, typically using Gaussian constraints [50]. However,

in slab geometries with �at walls, applying an external �eld or constant �ow

rate would only produce uniform pressure along the �ow, despite driving

continuous Poiseuille �ow.

The external �eld method, usually referred to as the “gravity-fed” method,

which involves applying a constant force on all �uid atoms, has been widely
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2.2. Pressure-driven �ow in NEMD

used in molecular dynamics simulations [33, 51, 52] due to its simplicity and

low computational cost. While this method can produce a force-driven �ow in

�at channels and its results align with certain hydrodynamic predictions for

velocity and temperature, it does not generate a pressure gradient (see Fig. 1.2).

To address the issue of generating pressure gradients in slab geometries, vari-

ous approaches can be categorized into particle insertion/deletion algorithms

(reservoir method) [53–55], re�ecting particle method [56], and boundary-

driven non-equilibrium molecular dynamics (NEMD) simulations.

Methods based on particle insertion/deletion introduce a pressure gradient by

keeping �uid regions of particle insertion (the source) at a constant density,

higher than regions of particle deletion (the sink). As a result, the �uid is

pressure-driven from the source to the sink, and a physical pressure gradient

induces the �ow. The drawback of this technique is the computational burden

of inserting particles, particularly when it is applied to dense �uids. An

example of this computational load is visible in the particle insertion algorithm

USHER [57], where a steepest descent scheme is employed to locate sites that

represent minima in the potential energy landscape.

The re�ecting particle method utilizes an arti�cial membrane to promote �ow

in the direction of streaming, while hindering �uid motion in the opposite

direction. To achieve this, the method assigns a probability of acceptance, ? ,

to �uid motion to the right of the membrane, while it opposes movement to

the left by elastically re�ecting the particles o� the membrane, or accepting

the move with a probability of 1−? . This approach is successful in computing

the transport coe�cients of water through carbon nanotubes (CNTs), as

mentioned in Ref. [58], where the results correspond to continuum predictions

in regimes where the continuum theories are applicable. The main drawback

is the lack of direct control over either the mass �ow rates or the pressure

di�erences, which are indirectly adjusted with the selected probabilities ? .

Boundary-driven NEMD methods use perturbations that replicate the physical

disturbance of the system, producing more realistic results [35]. Zhu et

al. [59] applied a force to a subset of water molecules to generate �ow

through in�nite periodic tubes of carbon nanotubes (CNTs). Despite some

sampling challenges, this approach showed promising results in reproducing

real permeation events. Similarly, a technique, that involves applying a force

only to a part of the domain, was employed in a reservoir-membrane assembly

to simulate �ow through nanopores. This approach was used to measure the

�ow rate [60] and di�usivity [61]. For a �uid con�ned within slab walls, Liang
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2. Non-equilibrium Molecular Dynamics of �uid �ow

et al. [62] pioneered applying local gravity not over the whole simulation

domain, but only within a region of the �uid which they called the “pump”.

They tested the method on monoatomic compressible and incompressible

Lennard-Jones �uids with di�erent channel geometries.

Strong and Eaves [63] utilized an analogous method to regulate mass �ux

within nano-constricted channels. They employed an acceleration � that min-

imizes the cost function determined by Gauss’s principle of least constraint.

The constraints included in the cost function are the constant mass �ux and

the thermostat constraint, where the standard deviation of the thermal ve-

locities follows the equipartition theorem. Physically, � is the acceleration

�eld which maintains the desired mass �ux by applying the force<� , while

mathematically it is the constraint’s Gaussian multiplier.

In this thesis, the pump method is implemented and its applicability for long-

chain �uids is demonstrated. In addition to applying a perturbation using a

�xed force (FF), this idea is extended to �x the particle current (FC) over a

localized region of the �uid to pump the �ow. This allows to control either the

pressure di�erence (thermodynamic force) or the mass �ux (thermodynamic

current) directly.

2.3. Thermodynamic properties

2.3.1. Velocity

The one-dimensional steady state solution to Stokes �ow for a pressure-driven

�uid gives a parabolic Poiseuille velocity pro�le along the gap height ℎ,

D (I) = 1

2[

m?

mG
(I2 − ℎI) + Dshear

ℎ
I + Dslip (2.6)

where [ is the dynamic viscosity, Dshear is the wall-shearing velocity and Dslip

is the slip velocity de�ned as the velocity of the �uid at the walls relative to

the wall velocity. The lower and upper walls are located at I = 0 and I = ℎ,

respectively. In the absence of shearing, Dshear is zero, therefore the third

term vanishes and the velocity varies quadratically with the height. In the

absence of pressure gradients, the �rst term becomes zero. Therefore, sliding

the walls results in the linear Couette velocity pro�le.
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2.3. Thermodynamic properties

In NEMD simulations, the streaming velocity is the center of mass (COM) ve-

locity DCOM and is calculated in spatial bins along the gap height as follows

DCOM,bin =
1

#bin

#bin∑
8

¤G8 (2.7)

where ¤G8 is the G-component velocity of molecule 8 and #bin is the number of

molecules in the bin. The velocity pro�les obtained from NEMD simulations

together with the hydrodynamic pro�les are shown in Fig. 2.1.

(a) (b)

Figure 2.1.:Velocity pro�les from a. pressure-driven and b. shear-driven NEMD simulations (x

markers) �t to the hydrodynamic solutions (solid lines) of Poiseuille and Couette �ow pro�les,

respectively. The light gray and dark gray shaded regions represent the walls and the depletion

regions in the �uid, respectively. These pro�les show that slip (quanti�ed through the slip length

1) becomes signi�cant for nanocon�ned �ows.

2.3.2. Temperature

Within the hydrodynamic framework, the classical Navier-Stokes-Fourier

equation predicts can predict the �uid temperature. Starting from Newton’s

law of viscosity, which is expressed in tensorial form for an incompressible

�uid as,

f = 2[∇®E (2.8)
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2. Non-equilibrium Molecular Dynamics of �uid �ow

where f is the full stress tensor (hydrostatic and viscous terms - refer to

Eq. (A.5) in App. A) and ∇®E is the skew symmetric part of the velocity gradient

tensor. Fourier’s law of heat conduction is written as,

®94 = −_∇) (2.9)

where ®94 , _ and ∇) are the heat �ux vector, thermal conductivity and tem-

perature gradient, respectively. The energy conservation equation can be

expressed as,

d
d4

dC
= −∇ · ®94 − f) : ∇®E (2.10)

By substituting Newton’s law of viscosity (Eq. (2.8)) and Fourier’s law of

heat conduction (Eq. (2.9)) into the energy conservation equation (Eq. (2.10)),

one obtains the hydrodynamic prediction for the temperature across the gap

height. For Poiseuille (pressure-driven) �ow in one dimension it becomes,

) (I) = )0 −
(m?/mG)2

2[_

(
I4 − ℎI3 + ℎ

2

4

I2 − ℎ
3

4

I

)
(2.11)

where )0 is the temperature at the walls. The temperature is shown to vary

quartically with the elevation in the channel I. Note that the velocity pro�le

used here is that of Eq. (2.6) with the condition that the sliding and slip

velocities are zero. The boundary conditions are that ) = )0 at the lower

(ℎ = 0) and upper (ℎ = I) walls.

Additionally, the heat �ow rate from the walls with an area � | | can be ex-

pressed as a function of the temperature pro�le as follows

¤& = 94I� | | = −_
m)

mI
� | | (2.12)

where 94I is the heat �ux in the I-direction. The second relation is obtained

from Fourier’s law of heat conduction. For Poiseuille �ow, by substituting

) (I) from Eq. (2.11) into Eq. (2.12) at I = ℎ, the heat �ow rate ¤& becomes

¤& =
5

8[

(
m?

mG

)
2

ℎ3� | | =
5

2

[ ¤W2ℎ� | | (2.13)

Therefore, the heat �ow rate generated by the viscous shear in a �uid �ow

varies quadratically with the shear rate.
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2.3. Thermodynamic properties

In NEMD simulations, the temperature of the �uid is de�ned from the kinetic

theory as,

)bin =
1

3#bin :B

∑
8

<8 (®¤A8 − ®ECOM)2 (2.14)

where the streaming velocity ®ECOM is the vector form of the center of mass

velocity (Eq. (2.7)) and :B is the Boltzmann’s constant. By subtracting the

streaming velocity ®ECOM from the particle’s lab frame velocity ®¤A8 , one obtains

the peculiar (or thermal) velocity, which is thermostated. At equilibrium, the

net �ow is zero, thus, the center of mass velocity is zero and the temperature

is computed directly from the lab frame velocities which are, in this case,

equivalent to the thermal velocities.

2.3.3. Virial andmechanical stress tensors

The two expressions for measuring the stress in molecular dynamics are

thermodynamic and mechanical. The thermodynamic de�nition of stress is

based on Clausius’ virial theorem [64]. The stress tensor can be written as,

f
virial

=
1

+

[
# �) +

1

3

〈, 〉
]

(2.15)

where+ , # and) represent the volume, number and temperature of particles

that consitute the domain (or subdomain)., is the internal virial tensor and

the 〈..〉 denotes an ensemble average. The internal virial can be expressed

as

〈, 〉 = −
#∑
8, 9<8

®A8 9 ·
m*8 9

m®A8 9
(2.16)

where ®A8 9 represent the interatomic separation between atoms 8 and 9 and*8 9
is the total energy from their pairwise, bond, angular, dihedral and improper

energy contributions. The �rst and second terms in Eq. (2.15) represent the ki-

netic and intermolecular force contributions to the stress tensor, respectively.

A similar expression was also derived by J. H. Irving and J. G. Kirkwood [65],

where the kinetic term is computed from the atomic velocities

f
virial

=
1

3+

[∑
8

<8 ®E8 ®E8 + 〈, 〉
]

(2.17)
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2. Non-equilibrium Molecular Dynamics of �uid �ow

From the equipartition theorem, Eq. (2.15) and Eq. (2.17) are equivalent. Note

that ®E8 is the thermal velocity of particle 8 , therefore, in a �owing �uid, the

streaming velocity has to be subtracted. The virial pressure % is computed

from the average of the diagonal components

% = tr(f
virial
) (2.18)

Figure 2.2.: Fluid (blue and red) and wall (yellow) atoms exerting stress on a plane.

The mechanical de�nition of the internal stress tensor can be derived from

the sum of interatomic forces acting per unit area of the surface and the

rate of change of momentum �ux through the surface. Consider a plane in

the wall (Fig. 2.2) with a cross-sectional area �G~ , atoms 8 and 9 are atomic

pairs interacting across the plane and : atoms passing through. The applied

mechanical stress vector on the G~-plane is,

®fmech =
1

�G~

(∑
8 9

®58 9 +
∑
:

d(<: |F: |)
dC

)
(2.19)

where ®fmech = (fGI, f~I, fII), ®58 9 is the force on solid atom j due to the

pairwise interactions with a �uid atom i andF: is the I-compnent of velocity

of atom 8 or 9 . Since the wall atoms oscillate about their equilibrium positions

and �uid atoms do not di�use into the walls, there are no atoms crossing the

plane i.e. the second term becomes zero. The discussion can be extended to

three planes for three dimensional analysis, in this case ®fmech becomes the full

stress tensor f . However, here we consider only the applied mechanical stress
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2.3. Thermodynamic properties

on the G~-plane that separates the solid and the �uid, as shown in Fig. 2.2.

Considering that the �uid is con�ned between two walls, ®fmech becomes the

average of the top (t) and bottom (b) walls,

®fmech =
1

2�G~

[(∑
8 9

®58 9
)

t

−
(∑
8 9

®58 9
)

b

]
(2.20)

The thermodynamic and mechanical stress de�nitons are equivalent. How-

ever, there are disparities in the local stress between the two methods in

regions of atomic inhomogenities e.g. free surface regions [64, 66]. The me-

chanical stress applies to a system with arbitrary boundary conditions while

the virial expression is valid only where there are structural �uctuations (or

disorder) like in a liquid. Near a free surface, the virial expression shows

large oscillations which deviate from the uniform stress distribution of the

mechanical expression. For that reason, in this work, the thermodynamic

virial was used for computing the pressure of the con�ned �uid away from

the surface i.e. in the �uid bulk, while the mechanical stress was used for

measuring the stress on the walls.

2.3.4. Surface tension

The surface tension W of a liquid-vapour interface is a principal parameter

for the computation of the nucleation rate of a void according to the classical

nucleation theory as well as the calculation of the bubble radius from the

macroscopic relations. It is de�ned as the force per unit length that resists the

expansion of the liquid. For the canonical (NVT) and Gibbs (NPT) ensembles,

W is de�ned as [67],

W =

(
m�

m�

)
N,V,T

=

(
m�

m�

)
N,P,T

(2.21)

where � , � and � are the Helmholtz and Gibbs energies and the surface area

of the interface, respectively. For an arbitrary interatomic potential, Gloor et

al. [68] developed the “test-area” method to compute W from Eq. (2.21). By

applying an in�nitesimal perturbation to the surface area Δ� of a reference

system, while keeping the volume �xed, the di�erence in Helmholtz energy
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2. Non-equilibrium Molecular Dynamics of �uid �ow

between the unperturbed (0) and the perturbed (1) systems can be expressed

in terms of the di�erence of their con�guration energy Δ* as

Δ� = −:B) ln〈exp
(
−Δ* /:B)

)
〉 (2.22)

Therefore,

W = lim

Δ�→0

(
Δ�

Δ�

)
= −:B)

Δ�
ln〈exp

(
−Δ* /:B)

)
〉 (2.23)

where ) is the temperature and Δ* = *1 − *0. To perform a test-area

computation of the surface tension, the energy of the uperturbed system*0

is computed, the positions of the unperturbed system are then scaled and the

perturbed system energy*1 (and so Δ* ) is obtained.

For the case of a pairwise additive potential, the surface tension can be

expressed in terms of the normal and tangential components of the virial

tensor. Normal and tangential are de�ned with respect to the interface surface.

For a planar interface between the liquid and vapour phases at equilibrium,

the o�-diagonal components of the stress tensor are zero while the diagonal

components are non-zero. Considering an interface in the G~-plane, the

normal component is ?N = fII and the tangential component ?T is the

average of the other two diagonal components i.e. ?T = 1

2
(fGG + f~~). The

liquid-vapour surface tension becomes

W =
1

2

∫ !I

0

〈fII −
1

2

(fGG + f~~)〉 dI (2.24)

where the integral is over the domain length in the I-direction !I . A factor

of 1/2 is used to account for 2 liquid-vapour interfacial surfaces. The stress

tensor used here is the virial tensor computed from the Irving-Kirkwood

expression, Eq.(2.17), where atoms 8 and 9 contribute to the pressure tensor

in a certain region only if the line joining them intersects that region [67].

As mentioned earlier, the virial expression gives large oscillations at free

surfaces, however, the contribution of theses oscillations is limited only to a

small region in space, thus does not a�ect the time-averaged values of the

stress components signi�cantly.

2.4. Transport properties

The transport coe�cients describe the relaxation of dynamical variables

on the macroscopic scale [42]. Mechanical and thermal transport coe�-
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2.4. Transport properties

cients, which appear in the hydrodynamic equations, can be obtained using

mechanical methods [69]. They could be obtained from equilibrium and

non-equilibrium MD simulations.

For a system at equilibrium, transport coe�cients are related to time correla-

tion functions through linear response theory [42]. Green-Kubo and Einstein

relations relate the transport coe�cient W to equilibrium �uctuations of the

thermodynamic variable �. The Green-Kubo relation reads

W =

∫ ∞

0

〈 ¤�(C) ¤�(0)〉C0 dC (2.25)

while the Einstein relation is

W = lim

C→∞
d

dC

1

2

〈(
�(C) −�(0)

)
2
〉
C0

(2.26)

where < .. >C0 indicates an average over several time origins.

In systems away from equilibrium, NEMD simulations can be employed to

compute the transport coe�cients by utilising the linear constituitve relations

between the �ux of a conserved quantity to the gradient in the density of that

quantity (for instance Eq. (2.8)). Both the �ux and the gradient are directly

measurable from a NEMD simulation. NEMD methods can be superior to their

equilibrium counterparts in calculating transport coe�cients. One reason

is that the transport coe�cients computed from equilibrium simulations,

especially from the Green-Kubo integral, are more prone to accumulation of

statistical errors [70]. This is mainly rooted in accumulation of errors in the

time integration of the auto correlation functions and the di�culty to verify

convergence of the integral. Moreover, NEMD allows direct observations (for

instance of structural changes) to be performed.

In this work, equilibrium simulations in conjunction with the Green-Kubo

relations were performed to provide the zero-shear viscosity. At equilib-

rium, the Green-Kubo relation to obtain the shear viscosity is expressed as

follows,

[ =
+

:B)

∫ ∞

0

〈f8 9 (C)f8 9 (0)〉C0 dC (2.27)

where f8 9 are the o�-diagonal component of the virial stress tensor. It has

been shown that averaging over all stress components and over only the

three o�-diagonal components, yields similar results [71].
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2. Non-equilibrium Molecular Dynamics of �uid �ow

In NEMD simulations, the interfacial shear rate ¤W was obtained from the

derivative of the parabolic pro�le at I = 0,
mD
mI
|I=0. The �uid viscosity at the

interface was obtained from the constituitve relation fGI = [ ¤W , where fGI is

the wall shear stress.

Fluid slipping against the walls is an important hydrodynamic phenomenon

that re�ects on the physical and chemical properties of the wall-�uid inter-

face. In the continuum framework, the no-slip boundary condition is usually

assumed i.e. the relative �uid-wall velocity is zero. However, for nanocon-

�ned �ows on smooth surfaces or hydrophobic capillaries, slip can exceed

the length scale of a molecular diameter by orders of magnitude [72], thus

impacting the �uid transport signi�cantly. Slip was also observed experimen-

tally [73]. Understanding and controlling slip in nano�uidics can increase

the e�ciency of energy harvesting.

Slip is quanti�ed by the slip length1, which is the extrapolation length (Navier

length) in the wall where the velocity pro�le vanishes. For a Newtonin �uid,

the slip length is related to the slip velocity Dslip through Navier boundary

condition and to the dynamic viscosity through a surface friction coe�cient

:F as follows,

1 = Dslip/¤W = [/:F (2.28)

In NEMD simulations, the global slip length 1 at a certain wall is obtained

from the linear extrapolation of the velocity pro�le to zero, as shown in Fig. 2.1

for shear- and pressure-driven �ows. This is according to the de�nition of 1 in

Eq. (2.28), where ¤W is evaluated at the wall. The slip velocity can be obtianed

from Eq.(2.28) if 1 is known or simply the relative velocity at the wall-�uid

interface.

2.5. Structural properties

Near the walls, the �uid atoms possess an ordered structure induced by the

walls. The static structure factor quanti�es the degree of in-plane ordering in

the �uid. It can be expressed as the sum of Fourier components of the density

[13, 74],

( (®:) = 1/#;
����∑
9

exp

{
8®: · ®A 9

}����2 (2.29)
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where #; is the number of the �uid atoms in the investigated layer,
®: and

®A 9 are the two-dimensional wave vector
®: = (:G , :~) and position vector

®A = (G 9 , ~ 9 ). The summation is over 9 atoms in the layer of interest.

In analogy to the transport coe�cients being related to the time correlation

functions of certain thermodynamic variables, the structure factor is related

to the density autocorrelation function. In other words, it quanti�es the

density response of a system at equilibrium to a weak external perturbation

of wavelength 2c/: [75].

2.6. Thermostating strategies

By default, MD trajectories sample microstates in the microcanonical ensem-

ble [76]. However, dissipating the viscous heating of the con�ned �owing

lubricant requires a temperature control strategy. Selecting an appropriate

temperature control algorithm, a “thermostat”, for the con�ned �uid �ow

system is essential for accurate representation of the �ow dynamics and

consequently accurate evaluation of the transport coe�cients.

Thermostat algorithms

Generally, thermostats modify the system’s Hamiltonian or equations of

motion [42]. This is done through extending the system’s Lagrangian equation

of motion, weak-coupling or stochastic-coupling to a thermal bath. For

reference, one can write the unmodi�ed Hamiltonian (H) equations of motion

in terms of the generalized coordinates A8 and momenta ?8 as follows [77],

®¤A8 =
mH
m®?8

=
®?8
<8

and ®¤?8 = −
mH
m®A8

= ®�8 (2.30)

where ®�8 is the force acting on particle 8 from interatomic interactions with

the surrounding particles. Thermostating can be applied locally or globally

[78, 79]. Local thermostats couple indvidual particle energies to a thermal

bath, where the energy dissipation/addition from/to the particle occurs based

on the particle’s velocity. Global thermostats control the temperature through

uniform energy dissipation/addition according to a globally-de�ned tempera-

ture.
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2. Non-equilibrium Molecular Dynamics of �uid �ow

Thermostats can operate in a stochastic or deterministic manner. For stochas-

tic thermostats, the momentum part of the equation of motion can be written

in the form of the Langevin equation,

®¤?8 = ®�8 − Z8 ®?8 + f ®' (2.31)

where ®', f , Z8 are a stochastic (random) force, a parameter that determines

the strength of the random force and atomic damping coe�cient, respectively.

The second and the third terms in Eq. (2.31) are the deterministic and the

stochastic elements, respectively.

For deterministic thermostats, the stochastic force is discarded so the equation

of motion becomes,

®¤?8 = ®�8 − Z ®?8 (2.32)

Note that the damping coe�cient Z expressed here as the same for all atoms

i.e. global scaling, however, deterministic thermostats can also apply local

scaling.

Throughout this work, the focus is only on three thermostats. The �rst is

stochastic, namely the Langevin thermostat and the others are determin-

istic, namely the Berendsen and the Nosé-Hoover thermostats. Therefore,

a brief description is provided here and their shortcomings/strengths in a

non-equilibrium setting is demonstrated in Ch. 4 and a detailed discussion is

provided in App. B.

First, the Langevin thermostat [80] uses Eq. (2.31) to simulate a system in-

teracting with a thermal bath. The equation of motion is Eq.(2.31), with the

random force ®'8 being Gaussian with zero mean. The parameter f is related

to Z through the �uctuation-dissipation theorem,

f =
√
2Z:B) =

√
2<W:B) (2.33)

where W is the damping constant per unit mass. The generated trajectory sam-

ples the canonical ensemble at temperature ) . The dynamics resulting from

Eq.(2.31) are very smooth, such that the velocity trajectory is continuous, but

time-irreversible [76]. The thermostat does not conserve the total momentum

i.e. Langevin thermostat is not Galilean invariant. If the thermostat is applied

directly on a shearing �uid or a sliding wall, one can recover the invariance

by switching o� the thermostat in the shearing direction.
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2.6. Thermostating strategies

Berendsen thermostat [81] o�ers a weaker formulation of the velocity scaling

algorithm. The momentum equation of motion can be written as

®¤?8 = ®�8 − Z ®?8 using Z =
1

2g

(
1 − )0

)

)
(2.34)

where Z is the damping coe�cient that acts here as a Lagrangian multiplier

for the Gaussian constraint of ¤) = 0. Note that Z =<W still holds as for the

Langevin thermostat. The equations of motion are not time-reversible.

At each time step, the momenta are scaled by the scaling factor _ expressed

as following,

_ =
®? ′
®?
=

√
1 + XC

g

(
)0

)
− 1

)
(2.35)

where XC is the time step, g is a parameter representing the strength of

coupling the system to the thermal bath and )0 is the desired temperature.

As g → 0, the equilibrium distribution of particle postions ®A and momenta ®?
approaches the isokinetic form and as g →∞, the distribution is closer to the

microcanonical form. Therefore, the thermostat does not capture the correct

canonical �uctuations.

Nosé [82] used an “extended system” technique to include an arti�cial co-

ordinate B with mass & and an associated momentum ?B . The additional

degrees of freedom represent that of a reservoir. The equations of motion

for the extended system sample the canonical ensemble of the real system

[42]. Hoover [40] converted the extended system variables to the real system

variables in order to avoid time scaling issues. The Nosé-Hoover equations

of motion for the real and extended systems are [42],

®¤?8 = ®� − Z ®?8 using Z = ?B/& (2.36a)

¤?B = ®? · ®?/< − 3:B) (2.36b)

where 3 is the number of degrees of freedom. These equations are smooth and

time-reversible, however they are non-Hamltonian (although still Lagrangian)

but they preserve a Hamiltonian-like quantity. The parameter & governs

the coupling to the thermal reservoir. As & → ∞ (weak coupling), the

microcanonical distribution is recovered and as & → 0, high-frequency

temperature oscillations will occur [76]. Finally, the Nosé-Hoover thermostat

su�ers from lack of ergodicity in some cases where the canonical distribution
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2. Non-equilibrium Molecular Dynamics of �uid �ow

might not be sampled correctly or is obtained only after long equilibration

time.

Thermostating a confined fluid in non-equilibrium

For �uid systems undergoing shear �ow, the dynamics of the system are not

only dependent on how the equations of motion are modi�ed (i.e. on the

thermostat algorithm) but also on how and where the thermostat is applied.

The �rst question deals with whether the thermostat assumes a certain stream-

ing velocity pro�le, a “pro�le-biased thermostat” (PBT) or it does not assume

a certatin form “pro�le-unbiased thermostat” (PUT) [83]. To further explain,

a typical momentum thermostated equation in a non-equilibrium setup is

written as,

®¤?8 = ®�8 − Z<(®¤A8 − ®ECOM) (2.37)

At equilibrium, there is no �ow and therefore ®ECOM is zero. Away from equi-

librium, it is non-zero and can be computed on the basis of an assumed pro�le

like the linear Couette pro�le (PBT) or self-consistently during the simula-

tion (PUT). The PUT can be incoporated with any of the aforementioned

thermostats. Since the main motive behind a PUT is to simulate �ows with

high Reynolds numbers ('4 = 10
3 − 105) and this is beyond the scope of this

work, a PBT was su�cient.

Secondly, a thermostat can be applied on the con�ned �uid, on the walls or

on both. These con�gurations yield di�erent temperature pro�les, especially

thermostating-only-the-walls (here referred to as TW) and thermostating-

only-the-�uid (TF) systems. It has been shown that TW systems generate the

correct dynamics for a �uid undergoing high shear rates. This strategy was

even superior to TF systems with a pro�le-unbiased and -biased Nosé-Hoover

[79, 84] and to TF systems with a stochastic algorithm such as the Langevin

and DPD thermostats [79]. Toton et al. [85] demonstrated that for tribological

systems, a stochastic thermostat, applied in all directions to a portion of atoms

in the sliding walls, is the most appropriate strategy. They compared this

setup to a stochastic thermostat applied to both the �uid and the walls in the

perpendicular-to-load perpendicular-to-�ow direction and in all directions.

Finally for TW systems, thermostating the wall atoms can be performed on the

layer(s) in contact with the �uid while the outermost atoms are rigid or on the

middle layer(s) between outermost rigid atoms and innermost thermostat-free
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(i.e. NVE) atoms [86, 87]. The main di�erence between the two arrangements

is in the thermal transport between the �uid and solid interfaces or more

speci�cally the thermal (Kapitza) resistance [88, 89]. However, this does

not a�ect the heat �ow rate from the �owing �uid. This is demonstrated in

App. B.

2.7. Hydrodynamic Cavitation

Liquids exhibit an elasticity in addition to their �uidity. Liquids are more

akin to solids than to gases in terms of thermal motion of the molecules

and their small amplitude vibrations about a quasi-equilibrium position [90].

In analogy to void formation when a solid is undergoing di�usion creep, a

pocket of vapour can form in a liquid under tension for a certain period of

time as soon as it yields.

The spontaneous nucleation of such pockets of vapour or “bubbles” occurs

when a liquid experiences a local pressure drop below the vapour tension of

the liquid. The process is known as “cavitation”, which is a nucleation process

controlled by stochastic events. Cavitation is similar to boiling physically such

that both infer liquid rupture but both proccesses di�er thermodynamically.

A clear distinction can be drawn from the fact that the respective regimes on

the phase diagram are di�erent (see Fig. 2.3).

In boiling, bubble nucleation occurs when the liquid temperature overcomes

the saturation temperature at a roughly constant pressure while in cavitation

it occurs when the liquid pressure drops below the saturation pressure at a

roughly constant temperature. A cavitating liquid is a subcooled liquid i.e.

a vapour phase exists even below the boiling point, while a boiling liquid is

superheated. Latent heat �ow is minor and the liquid’s inertia control the

dynamics in the cavitating liquid and the opposite is true for the boiling liquid

[91]. Indeed the temperature of the liquid can promote or hinder cavitation

[29]. As apparent from Fig. 2.3, the pressure at which the transition from

liquid to vapour takes place, the “saturation pressure”, becomes lower at lower

temperature. Complex cavity geometries may arise around ship propellers

or in pumps. A detailed and visual summary of di�erent con�gurations is

summarised in Ref. [92].
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2. Non-equilibrium Molecular Dynamics of �uid �ow

Figure 2.3.:A typical phase diagram. Reprinted from Ref.[90]

The two main classic�cations for cavitation are stable and inertial cavitation.

Stable cavitation can be generated from ultrasonic excitation [25] with repet-

itive expansion and contraction of the bubble and can be characterized by

subharmonic/ultraharmonic emissions [24]. Inertial cavitation is the culprit

behind cavitation damage. It is characterized by wideband emissions and

results from an asymmetric contraction and expansion of a bubble followed

by a violent collapse. The bubble can be driven by an ultrasonic wave like

a shock wave propagating in the �uid [27] or as a product of the �uid �ow

through a constriction thus experiencing a drop in pressure at the expan-

sion. The latter is usually refered to as “Hydrodynamic cavitation” and is the

subject of investigation in this thesis.

2.7.1. Cavitation Inception

A drop in the local pressure of the �owing liquid below its vapour pressure

(?l < ?v) can cause hydrodynamic cavitation. Therefore, the usual setup

to investigate cavitation involves a liquid �ow through a channel of non-

uniform geometry, for instance on a rough surface or through a venturi or an

ori�ce. According to Bernoulli’s principle, as the cross section is narrower

(in the constriction or in the converging region), the �uid pressure drops as it
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accelerates. The one-dimensional relation between the �uid’s pressure and

velocity ignoring dissipation losses can be expressed as follows,

%1 +
1

2

dD2
1
= %2 +

1

2

dD2
2

(2.38)

where the subscripts 1 and 2 denote either a narrow or a wide region.

The degree of cavitation development is characterized by the cavitation index

 [90],

 =
?∞ − ?v ()∞)

1

2
d;D

2

∞
(2.39)

where ?∞ and D∞ are the pressure and velocity of the liquid away from the

bubble, respectively. While d; and ?v are the density and vapour pressure of

the liquid at temperature )∞. A large  means a non-cavitating single-phase

liquid �ow. As  becomes smaller, cavitation becomes more favorable and

occurs at the incipient cavitation number  i. Above  i, the hydrodynamic

parameters (such as lift, drag and e�cienct) are independent of  [23].

The bubble growth and collapse are largely a�ected by the thermodynamic

properties of the liquid and vapour phases as well as the geometry of the

bounding surfaces. Regarding the thermodynamic aspect, the liquid-gas

transition is a �rst order transition, characterized by a discontinuity in the

derivative of the Gibbs free energy with respect to a thermodynamic variable.

The energy barrier Δ� to bubble nucleation can be expressed as

Δ� = 4cA 2W − 4

3

cA 3Δ? (2.40)

where Δ? = ?v − ?l, W is the surface tension and A is the bubble radius. The

�rst term represents the energy stored in the bubble surface and the second

term is the work done on/by the bubble volume. The critical energy Δ�c or

the energy of formation is derived from substituting A with a critical radius,

at which the bubble nucleation occurs. The critical energy for nucleation is

expressed as

Δ�c = 16cW3/3Δ?2 (2.41)

According to the classical nucleation theory (CNT), the probability of thermal

�uctuations leading to the formation of a bubble is related to the kinetic energy
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of the molecules :B) through Gibbs number �1 such that �1 = Δ�c/:B) .

Finally, the nucleation rate � takes the form

�CNT = �0 exp

{
−16cW3

3:B) (?l − ?v)2

}
(2.42)

where the prefactor �0 = =

√
2W

c<
as suggested by Blander and Katz [93], where

= and< are the number density and the mass of the molecule, respectively.

In molecular dynamics, the nucleation rate can be extracted from the mean

lifetime method suggested by Baidakov and Tipeev [94]

�MD = _/+ = (g+ )−1 (2.43)

where + is the total �uid volume and g is the expectation time for the ap-

pearance of the cavity nucleus. The nucleation rates measured in MD were

reported to be 8-20 orders of magnitude higher than those obtained from

CNT at temperatures below the triple point temperature [95, 96].

Experimental attempts to study cavitation [97–99] could only access the

lengthscale of microbubbles. Hence, molecular dynamics could provide valu-

able insight on cavitation in nanocon�ned �uids.

2.7.2. Cavitation Dynamics

The �rst analysis on cavitation dynamics in a liquid was performed by Lord

Rayleigh in 1917, who solved the problem of pressure in a liquid at the collapse

of a spherical cavity [100]. This problem was originally presented by Besant

in 1859. In 1949, Milton S. Plesset wrote down the equation of motion of such

cavity [101].

Lord Rayleigh [100] derived a second-order di�erential equation which de-

scribes the motion of a spherical cavity in an in�nite homogeneous �uid,

d [' ¥' + 3

2

¤'2] = ?v − ?∞ = constant (2.44)

where ', ¤' and ¥' are the cavity radius, interface velocity and acceleration.

?∞ is the pressure in the liquid far from the cavity. This equation entails the

dynamics of nucleation and collapse of a spherical bubble.
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Milton S. Plesset [101] extended Eq. (2.44) by including the bubble’s surface

tension. Additionally, he relaxed the assumption of a constant liquid pressure.

The Rayleigh-Plesset (RP) equation describes the bubble dynamics on the

hydrodynamic scale and can be written as

d [' ¥' + 3

2

¤'2] = ?v − ?∞ (C) −
2W

'
(2.45)

The pressure ?v − ?∞ is the driving term for bubble growth. It can also be

thought of as the the tensile strength of the liquid.

Plesset summarized the approximations considered as follows: The bubble

is acted upon by a spherically symmetric pressure �eld. This is not the

case due to the presence of pressure gradients. He anticipated that these

gradients are the source of asymmetry in the bubble shape. Secondly, The

bubble is in an in�nite liquid medium. The rami�cation of this assumption

would be an exaggerated liquid ineria ¤'2. Thirdly, The bubble’s vapour

pressure ?v and temperature are constant, however, there is heat transfer

into the bubble during growth and from the bubble during collapse. It is also

assumed that the liquid and vapour are Newtonian and incompressible. The

incompressibility assumption becomes invalid especially approaching the

collapse as ¤' approaches the gas acoustic velocity. Additionaly, an inviscid

�uid is assumed i.e. the e�ects of viscosity are ignored, although viscosity

counteracts the bubble growth. Finally, the bubble is free of any dissolved

gas.

In the review paper by Plesset and Prosperetti [91], they got rid of the last

two assumptions. The full dynamical equation that included viscous e�ects

and the partial pressure of the non-condensable gas ?g inside the bubble was

expressed as,

d [' ¥' + 3

2

¤'2] = ?v − ?∞ (C) + ?g (C) −
2W

'
− 4[

¤'
'

(2.46)

?g accounts for the pressure exerted by the dissolved gas contained in the

bubble. This originates from the migration of gas through the bubble surface

by di�usion [92]. It is only signi�cant at the very early stages of formation or

late stages of collapse. Gilmore [102] introduced the compressibility e�ects

for the evolution of spherical bubbles.

The surface curvature corrections X by Dzubiella [103] and Block et al. [104]

allows the use of the liquid-vapour planar surface tension W∞ from Sec. 2.3.4
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for spherical or cylindrical shapes. The surface tension W in Eq. (2.45) for

spherical and cylindrical bubbles can be expressed as,

W/W∞ = 1 − 2XT/' (for spheres) (2.47a)

W/W∞ = 1 − XT/' (for cylinders) (2.47b)

where the higher order terms were truncated. XT is the Tolman length which

is a measure of the deviation of the curved surface W from the planar limit

[67].

At equilibrium, the RP equation, Eq. (2.45), reduces to the Young-Laplace

equation by ignoring the dynamical terms and assuming a bubble that contains

only the vapour of the liquid, i.e. considering only the static interface and

neglecting ?g,

?v − ?∞ (C) =
2W

'
(2.48)

The Young-Laplace equation (Eq. (2.48)) with curvature e�ects for a spherical

cavity can be written as,

?v − ?∞ =
2W∞
'

(
1 − 2XT

'

)
(2.49)

which describes an unstable equilibrium between the liquid and the vapour.

Notice that the pressure ?∞ here is assumed constant in time. The Young-

Laplace equation was found valid at the nanoscale from simulations of pres-

surized water pressed out of nanopore [105] and for solid-liquid interfaces

[106].

2.7.3. Modelling of Cavitation

Continuum description

Reynolds equation fails to capture the hydrodynamic cavitation phenomenon.

It predicts negative pressures, that if one decides to set these negative pressure

to the cavitation pressure will lead to unpreserved mass [107]. Approaches

that act as a remedy to this problem are discussed below.

A mass-preserving cavitation theory was developed by Jakobsson, Floberg and

Olsson (JFO) [108, 109] through a set of self-consistent boundary conditions
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to the Reynolds equation. These boundary conditions originate from applying

the mass conservation at the full-�lm/cavitation boundary [110]. They are

known as rupture and formation boundary conditions. The JFO procedure

is based on the assumption of a constant pressure in the cavitated region i.e.

∇% = 0. The domain is assumed to consist of regions of either saturated liquid

with pressure ? > ?2 or cavitated regions with pressure ? = ?2 . The di�culty

arises when cavitation is encountered multiple times in the lubricant �lm

[111].

Elrod and Adams (EA) [112] avoided the complexities of locating the cavi-

tating regions. They rather modi�ed the Reynolds equation with a universal

di�erential equation that employs a switch function in the pressure-density

relation to remove the Poiseuille portion of the mass �ux in the cavitated

region. This is needed since the pressure in cavitated regions is assumed

constant (i.e. ∇% = 0) from the continuum prespective. Also the cavitaing

�ow is assumed to be due to the shear-driven contribution [107].

Elrod [110] then rede�ned the pressure-density relation (with the switch

function encoded) in a way that describes the �uid as incompressible in the

saturated zones and as a homogeneous compressible gas-liquid mixture in the

cavitated zones. Obtaining a converged numerical solution can be challenging

in some cases [111]. Vijayaraghavan and Keith [107] developed a continuous

interpretation of the EA algorithm. They implemented a more robust �nite

di�erence scheme which also includes the e�ect of compressibility of the

�uid.

In all the aforementioned models, the pressure-density relation is based on a

constant bulk modulus assumption, which is valid in a limited pressure range

[10]. Sahlin et al. [113] developed a cavitation model that accounts for a

variable bulk modulus and uses a more complex equation of state namely the

Dowson-Higginson equation of state [114], which relates the �uid density to

pressure as follows,

d

dc

=
�1 +�2 (? − ?c)
�1 + ? − ?c

(2.50)

where d2 and ?2 are the cavitation density and pressure, �1 and �2 are

lubricant-dependent coe�cients. Sahlin et al. used the EA algorithm with

the switch function to suppress the Poiseuille term.

A model that treats the liquid and vapour as a homogenized mixture was

presented by Bayada and Chupin [115]. The ppressure-density relation is
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a smooth function that can be used in the entire domain of three distinct

regions: pure liquid, pure vapour and a mixture of both. Considering a void

fraction U = (d − dl)/(dv − dl), the cavitation pressure can be written as

?cav = dv2
2

v
− # log

(
d2

v
22

v

d2
l
22

l

)
with # =

dv2
2

v
dl2

2

l
(dv − dl)

dv2
2

v
− dl2

2

l

(2.51)

where d and 2 denote the density and speed of sound in the respective liquid

(l) or vapour (v). The pressure-density relation is expressed as follows

? (d) = 22
v
d ifU > 1 (2.52a)

? (d) = ?cav + (d − dl)22l ifU < 0 (2.52b)

? (d) = ?cav + # log

(
dv2

2

v
d

dl (dv2
2

v
(1 − U) + dl2

2

l
U)

)
if 0 < U < 1 (2.52c)

In this work, the equations of state used in the continuum calculations were

the cubic and Dowson-Higginson with a realization of the Elrod-Adams

algorithm. Additionally, the Bayada and Chupin EoS was utilized as an

advanced model to depict cavitation.

Atomistic models

Macroscopic models treat the lubricant cavitated and non-cavitated regions

either as distinct regions or as a homogeneous compressible �uid. Conse-

quently, the speci�c occurrences within the cavitation region are missing.

Furthermore, the surface tension and mass transfer between vapour and

liquid are not included.

This indeed can be remedied with a separate description of the dynamics

using for instance the Rayliegh-Plesset equation. However, that still lacks

a complete description of the bubble dynamics, especially at the �nal stage

of collapse [29], when the bubble radius diminishes to zero and the violent

collapse releases a shock wave.

Attempts to study cavitation have been focused on creating the bubble arti�-

cally within a monoatomic �uid medium. A cavity can be created by removing

atoms within a certain radius from the center of a cubic box and the collapse

32



2.7. Hydrodynamic Cavitation

can then be monitored as the liquid �lls the void [103, 116, 117]. Hołyst et

al. [116] formed a cavity in large molecular domains using this method and

reported that the collapse of the cavity agrees with the RP equation. They

noted that, for argon �uid interacting with a truncated Lennard-Jones poten-

tial, neither the surface tension nor the viscous term a�ected the dynamics

signi�cantly. An obvious shortcoming of this “void creation” method is that

the bubble formed is inertial, rather than in a hydrodynamic �ow scenario,

in addition to that, only the collapse dynamics can be monitored.

Similarly, Lugli et al. [29] initialized a cavity within cubic boxes of water

using a repulsive Lennard-Jones potential. To study the collapse, the repulsive

LJ potential is switched o� while applying a constant pressure. They reported

a violent collapse of the bubble where the radius evolves according to the

expression,

'(C) = '0 [(Cc − C)/Cc]2/5 (2.53)

where '0, Cc are the initial radius and the time of collapse. In the bubble’s

lifetime, '0 is the crtitical bubble radius, after which the collapse starts.

Eq. (2.53) is derived from integrating ' ¥' + 3

2

¤'2 = 0, which represents the

collapse of a spherical void. They also concluded that the collapse is dominated

by the velocity term 3/2d ¤', while the surface tension and viscosity play a

minor role in the collapse dynamics, a similar conclusion to Ref.[116].

The entire process of bubble nucleation and collapse can be monitored by

heating the �uid in a local region [118]. Although this is considered boiling

rather than cavitation, the dynamics involved are the same. Okoumra et al.

[118] found that the nucleation and collapse of the heated nano bubble agree

with RP equation.

Another attempt to create a cavity was achieved by representing a bubble

as a particle with low mass and no charge [119], where the "bubble particle"

interacts with the rest of the liquid through a time-dependent Lennard-Jones

potential. The Van der Waals radius f (C) is replaced with the bubble radius

'(C) and it is represented by a sinsuoidal function that undulates between

minimum and maximum radii to represent nucleation and collapse events.

The low mass condition allows the bubble to translate. The viscosity was

obtained as a �tting coe�cient from �tting the RP to the bubble radius time-

series MD data.

In this thesis, cavitation is rather a product of the presssure-driven �uid �ow.

This provides a more realistic approach to study cavitation as they occur
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2. Non-equilibrium Molecular Dynamics of �uid �ow

in reality. The measurement of the bubble radius was possible through the

“alpha-shape” algorithm [120]. The probe radius used was set to 6Å, which

was adquate to capture the bubble’s surface details.
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3. Equilibrium properties of the
lubricant

The purpose of this chapter is to provide benchmark simulations to the NEMD

simulations. Two systems reported here are a bulk �uid (with no walls) and a

�uid con�ned between walls. Equilibrium simulations of the former are used

to describe the thermodynamic and transport properties of the �uid, while

the latter can tell about the structural changes induced by the walls on the

�uid as well as liquid-vapour interface within the con�ned �uid.

The thermodynamic properties of interest from bulk �uid simulations include

the isochoric ? () ) and isothermal ? (d) equations of state in addition to the

liquid-vapour surface tension. The shear viscosity is obtained using linear

response theory and provide the zero-shear (Newtonian) properties of the

�uidic system.

For systems with walls, simulations of drops on a slab can show the e�ect

of the interatomic potential on wetting. The same wall-�uid interaction

parameters are used later on, in the pressure-driven �ow simulations. While

simulations of bubbles in a con�ned �uid system and simulations of liquid-

vapour interfaces can provide an insight on the statics of cavitation.

3.1. Molecular model

The �uid lubricant molecules are represented by a set of randomly positioned

atoms (equivalently atoms initialized with random velocity) either con�ned

between two slabs of solid (Fig. 3.1a) or in a fully periodic system, i.e. a bulk

system (Fig. 3.1b). The text below describes the constituents of the system,

including the lubricant and walls, as well as the interatomic potentials used.

A detailed account of a typical equilibrium simulation and post-processing

procedures is also provided.
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3. Equilibrium properties of the lubricant

3.1.1. Materials

The lubricant used mainly in this work is the normal alkane, =-pentane. Alka-

nes are organic acyclic (aliphatic) hydrocarbons with single bonds between

the carbon atoms, their general formula is CnH2n+2. For =-pentane, = = 5. In

contrast to branched alkanes, normal alkanes have no side chains.

=-pentane is not a common lubricant. It is rather a component in natural

gas, lique�ed petroleum gas and hydrocarbon fuels that is commonly used in

geothermal power plants, referigeration cycles and insulating materials [121].

Nevertheless, using =-pentane as the lubricating �uid in this work validates

the pressure-driven �ow method for molecular systems. The methods and

simulations procedures followed here are ideally transferable to more complex

�uidic systems.

(a)

(b)

Figure 3.1.:Molecular domain of liquid lubricant molecules (in gray) a. con�ned between solid

atoms (in yellow) and b. in a bulk system. The �uid shown here is =-pentane with a united-atom

representation. The dashed region in the walls is the thermostated region and the cyan region

de�nes a bulk region equidistant from the walls, where bulk �uid properites are measured.

The solid surfaces are represented by a slab geometry of two (111) surfaces

of FCC gold, with a lattice constant of 4.08 Å. A primitive unit cell consists

of 3 atomic layers in the I-direction. In the current setup, two unit cells

are used in the I-direction to represent each wall, thus the slab thickness is

the thickness of 6 atomic layers in addition to the interlayer spacings. The

three outermost layers are spatially �xed mimicking rigid walls, and the three

innermost layers are vibrating about their equilibrium lattice positions. To

ensure that the walls were in a solid state, the temperature of the walls was

kept much lower than the melting point of gold. No additional springs were

used to tether the wall atoms.
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3.1. Molecular model

TraPPE-UA GROMOS-54A7

Pseudoatom n (Kcal/mol) f (Å) n (Kcal/mol) f (Å)

CH - - 0.0268 5.019

CH2 0.0914 3.93 0.0981 4.070

CH3 0.195 3.75 0.2073 3.748

Table 3.1.: The Lennard-Jones potential parameters for di�erent pseudoatoms using TraPPE-UA

and GROMOS-54A7 force �elds.

3.1.2. Interatomic potentials

The short and long range interactions for the �uid were described with

the TraPPE force �eld [44] with a united-atom (UA) representation and the

GROMOS-54A7 force �eld [43] with UA as well as all-atom (AA) representa-

tions. For TraPPE and GROMOS potentials, geometric combining rules for

both n8 9 and f8 9 were used such that n8 9 =
√
n8n 9 and f8 9 =

√
f8f 9 , where 8 and

9 are di�erent atomic species.

The long range liquid-liquid, liquid-solid and solid-solid interactions are

described with the Lennard-Jones (LJ) potential. The LJ potential is shifted

such that the potential energy becomes zero beyond the cuto� radius. The

non-bonded Lennard-Jones and bonded interatomic parameters are listed in

tables 3.1 and 3.2, respectively.

The pseudoatoms in =-pentane have zero net charge. The cuto� radius Ac for

the LJ potential is 14Å, except for multiphase �uid simulations with liquid and

vapour phases coexisting Ac = 24Å was used. Increasing Ac is required because

force truncation signi�cantly a�ects the interfacial properties compared to

the bulk properties [67].

The LJ parameters for gold are 5.29Å and 2.655 Kcal/mol for the Van Der

Waals radius f and the potential depth n , respectively [122]. The wall-�uid

interaction between the walls and each of the �uid species is evaluated accord-

ing to the geometric combining rules. For cases where the �uid wettability

is varied, the parameter n8 9 , where 8 is a solid atom and 9 is a �uid atom (for

instance a CH2 or CH3 pseudoatom), is tuned with a prefactor of 0.01, 0.2

and 1 representing the non-wetting, intermediate-wetting and wetting �uids,

respectively.
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3. Equilibrium properties of the lubricant

TraPPE-UA GROMOS-54A7

Bond stretching :1 10 :1 10
1000 1.54 299.8 1.52

Angle bending :\ \0 :\ \0
124.2 114 55.13 109.5

- - 55.11 111

Dihedral torsion :1 :2 :3 :j f

1.411 -0.271 3.145 1.415 3

Improper torsion :i ji0 :i ji0

- - 40.02 35.26

Table 3.2.:Bonded interaction parameters for TraPPE-UA and GROMOS-54A7 force �elds. These

parameteres are used together with equations Eq. 2.1, 2.4 and 2.5 to describe the intramolecular

interactions

.

3.1.3. Simulation & post-processing details

The simulation box for the bulk system (Fig. 3.1b) is periodic in all directions

whereas for the con�ned �uid simulations, the box (Fig. 3.1a) is periodic only

in the length and width. i.e. G- and ~- directions.

Integration of the equations of motion was carried out with the velocity Verlet

integration scheme. The time step ΔC was set to 1 fs and the neighbour list

was updated every time step. The choice was based on the time step that

results in the minimum total energy with no drift during a microcanonical

simulation of the bulk �uid. For the rigid regions in the wall, the solid-solid

interactions were switched o� and exlcluded from neighbour list to reduce

computational cost.

The initialization of the con�ned �uidic system started by replicating the

gold primitive unit cell to create a slab. =-pentane molecules were inserted on

an equally spaced grid, between two gold slabs. The separation between the

slabs determines the gap height. For bulk systems, only =-pentane molecules

were inserted in the box. The number of molecules # and the �uid density d

were speci�ed and the box size was adjusted accordingly.

To generate a �uid con�guration, the atoms were given a velocity drawn

from a Gaussian distribution. In calculations that involve walls, only the

innermost layers of the upper and lower walls, in contact with the �uid, were
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3.2. Equation of state

thermostated with the Langevin thermostat while the outermost layers as

well as the �uid atoms were thermostat-free i.e. sampled the NVE ensemble.

The damping constant for the Langevin and Berendsen thermostats is 100 fs.

For simulations in the NPT ensemble, Nosé-Hoover barostat and thermostat

were used. The barostat damping constant is 1000 fs.

In bulk liquid simulations (Sec. 3.2 and Sec. 3.3), the thermodynamic quanti-

ties were summed over all atoms and averaged over time. In liquid-vapour

coexistence simulations (Sec. 3.4), the simulation box was decomposed into

144 spatial bins along the I-direction to compute the variation in density (see

Fig. 3.4). To compute the structure factor for the con�ned �uid (Sec. 3.5), the

reciprocal space was decomposed into 200 and 16 discrete wave vectors in the

longitudinal G- and transverse ~- directions, respectively. Finally, to compute

the thermodynamic bulk properties of the con�ned �uid (Sec. 3.6), the �uid

density and virial pressure were measured only in the bulk region, the cyan

region in Fig. 3.1a.

3.2. Equation of state

The equation of state (EoS) describes the relationship between the macro-

scopic variables such as pressure, volume and temperature, and allows the

prediction of the thermodynamic state of the system under certain condi-

tions. In the context of this thesis, the ischoric EoS describes the pressure-

temperature relation ? () ) and was obtained to compare di�erent force �elds

in addition to di�erent molecular representations. The isobaric EoS describes

the pressure-density relation ? (d) and was necessary for estimating the bulk

density changes under loading, which is a crucial step before conducting

the NEMD simulations. Additionally, the isobaric EoS de�ne the material

pressure-density relation needed for the continuum calculations in Ch. 5.

The isochoric EoS was obtained from equilibrium simulations in the canonical

(NVT) ensemble using the GROMOS-54A7-UA and TraPPE-UA force �elds.

Additionally, the GROMOS-54A7-AA force �eld is presented for comparing

AA and UA representations of =-pentane. The simulation box consisted

of 60 molecules i.e. 300 pseudoatoms and 1020 atoms with UA and AA

representations, respectively. The �uid density was �xed at 0.673 g/cm3

which corresponds to a box of size 22 × 22 × 22Å
3

.
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3. Equilibrium properties of the lubricant

The simulation proceeded by a �rst equilibration for 0.01 ns using the Berend-

sen thermostat followed by a production equilibration with the Nosé-Hoover

thermostat for 1 ns. The initial equilibration is done with the Berendsen

thermostat since it is very e�cient at relaxing the �uid rapidly to the target

temperature. The pressure values within the �rst equilibration period are

discarded from the time-average. The results, shown in Fig. 3.2a, indicate

that a UA representation can provide accurate predictions of the thermody-

namic properties. Explicit inclusion of the hydrogen atoms does not improve

the results signi�cantly at least in the range of temperatures and pressures

presented here.

(a) (b)

Figure 3.2.: Equations of state for =-pentane: a. Isochoric EoS using UA and AA GROMOS-54A7

[43] in addition to TraPPE-UA [44] force �elds with experimental values from Ref. [123]. b.
Isothermal EoS using TraPPE-UA force �eld with experimental values from Ref. [124]

The isothermal EoS was obtained from simulations in the isothermal-isobaric

(NPT) ensemble using only the TraPPE-UA force �eld which is the main force

�eld used throughout this thesis. 2880 =-pentane molecules were initialized

and equilibrated at 300 K.

The initial equilibration lasted for 0.06 ns with only the Berendsen thermostat

activated, followed by a production equilibration for 2 ns with the Nosé-

Hoover thermostat and barostat. From Fig. 3.2b, TraPPE-UA prediction of

the �uid density agrees with experimental values. The coe�cients for the

cubic EoS: �1, �2, �3 and �4 are 12.36 Pa/(kg/m3)3, -1.74 × 104 Pa/(kg/m3)3,
8.04 × 106 Pa/(kg/m3) and −1.22 × 109 Pa, respectively.
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3.3. Shear viscosity

3.3. Shear viscosity

Computing the shear viscosity from equilibrium simulations provides the zero-

shear (Newtonian) viscosity value. The simulation setup and post-processing

analysis performed here, to obtain the shear viscosity from the Green-Kubo

relation, adhere to the guidelines reported by Maginn et al. [125].

Brie�y, the work�ow followed is a sequence of simulations in the NPT ensem-

ble followed by switching o� the barostat i.e. performing NVT equilibration

and �nally the thermostat is switched o�, thus the production equilibration is

in the NVE ensemble. The length of each equilibration step was 1.1 ns. In the

�nal step (NVE simulation), temperature and pressure �uctuated around the

mean values set from the initial NPT simulation. Measurement of the viscos-

ity directly in the NPT ensemble was avoided since barostats and thermostats

interfer with the system dynamics. In this study, the �uid box consisted of

2800 molecules.

A total of 10 replicates of the system were generated before the �rst NPT

equilibriation step. A replicate is de�ned by the random number seed used for

velocity initialization. The bootstrapping technique mentioned in Ref. [125]

was employed, to obtain the uncertainty of the computed viscosity at a 95%

con�dence interval.

For each replicate, a running integral over the correlation time C was per-

formed for the autocorrelation function to get the viscosity from Eq.(2.27).

This is shown in Fig. 3.3a. To improve the precision, the auto correlation

function was averaged over multiple time origins within C . The �nal viscosity

was obtained from the time-average within the �rst plateau region, 0.01 to

0.04 ns in Fig. 3.3a.

To validate the Green-Kubo calculations, the viscosity was measured at di�er-

ent pressures at 303 K and compared with experimental values from Ref.[126],

see Fig. 3.3b. The TraPPE-UA under predicts the viscosity by 10 − 30% [127].

Therefore, to enable comparison, the presented results were normalized with

the respective maximum shear viscosity [0. The disparity between experi-

mental and MD simulations presents a caveat when interpreting transport

properties using the TraPPE-UA force �eld.
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3. Equilibrium properties of the lubricant

(a) (b)

Figure 3.3.:The shear viscosity of=-pentane from equilibrium simulations using the Green-Kubo

relation (Eq. (2.27)). In a. the viscosity computed at (303 K, 100 MPa) for 10 replicates and

their average (black) are plotted against the correlation time C . b. The change of viscosity with

pressure at 303 K from equilibrium simulations (normalized by the [0 measured at 100 MPa) and

from experiments Ref.[126].

3.4. Surface tension

Quantifying the liquid-vapour interface properties in equilibrium provides

an estimation of the surface tension W in addition to the density and pressure

of each of the coexisting phases. The values obtained here can be further

used in comparing the dynamics of vapour bubbles acquired from NEMD

simulations of cavitation to the hydrodynamic theory.

The approach to compute the liquid-vapour surface tension proceeds by

creating a simulation box elongated in the I-direction with three regions

of equal thickness, as shown in Fig. 3.4. The middle region comprises 2800

molecules in the liquid (high density) phase sandwiched between two regions

of 150 randomly positioned molecules in the vapour (low density) phase.

Finite size e�ects, force truncation e�ects and long-range corrections to the

potential have to be handled carefully. A guide to understanding the e�ect of

these parameters on the measured W can be found in Ref. [67]. In this study,

the cuto� radius Ac used was 24Å with no long-range corrections.
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3.4. Surface tension

First equilibration, for 0.01 ns, of the enitre system was performed by running

the dynamics in the canonical ensemble using the Berendsen thermostat.

A second equilibration, for 3 ns, was then performed by switching to the

Nosé-Hoover thermostat. The �rst 1 ns was discarded from the time-averged

density and virial stress components calculation.

Figure 3.4.: Liquid-vapour coexistence simulations to obtain the planar surface tension. The

interface (cyan surface) of liquid (slab in the box center) and vapour (scattered around the liquid)

at equilibrium. The density pro�le was time-averaged along the simulation box I-direction. The

color grading from blue to red indicate increasing temperature.

The interface surface (cyan) in Fig. 3.4, remained stable after the initial equili-

bration and throughout the simulation time. This indicates that both phases

were stable and coexisted at the range of temperatures examined. By changing

the temperature of the liquid-vapour system, the coexistence curve, Fig. 3.5a

can be extracted.

The system density, Fig. 3.4, is inhomogeneous as the box segregates into a

liquid slab con�ned between regions of gas. As the temperature increases up

to the critical point (the red point on the coexistence curve in Fig. 3.5a), the

density of the liquid phase drops while the vapour phase density increases.

At the critical point and beyond, the multiphase system homogenizes to form

a single phase.

The calculated coexistence curve, Fig. 3.5a, shows agreement with experimen-

tal data [128] and Monte Carlo simulations [44]. The critical properties can

43



3. Equilibrium properties of the lubricant

be extrapolated from weighted linear �ts to the subcritical data. The critical

temperature )c is obtained from the density scaling law

dl − dv = 0() −)c)V (3.1)

while the critical density dc was obtained from the law of rectilinear diame-

ters

1/2(dl + dv) = dc + 1 () −)c) (3.2)

where 0 and 1 are �tting coe�cients. dl and dv are the liquid and vapour

densities while V = 0.32 is the critical exponent [44], a universal quantity that

describes physical behavior near phase transition. The critical point from

MD simulations is at dc,)c = (0.241 g/cm3, 464.4K) and from experiments

[128] at dc,)c = (0.232 g/cm3, 469.70 K). In conclusion, the TraPPE-UA shows

excellent performance in the liquid-vapour coexistence simulations. This is

not surprising since TraPPE was originally developed for phase equilibria by

�tting to saturation curves of =-alkanes.

(a) (b)

Figure 3.5.: Liquid-vapour a. coexistence curve of =-pentane obtained from molecular dynamics

calculations compared to experiments from Ref. [128] and Monte Carlo simulations from Ref. [44],

and b. surface tension change with temperature compared to experiments from Ref. [129]. The

red markers in a. represent the critical point.

The surface tension as a function of temperature is shown in Fig. 3.5b. There

is an underestimation of the surface tension from molecular dynamics cal-

culations as compared to experimental values. The surface tension can be

described with the function form [130],

W = W0 (1 −) /)c)3 (3.3)
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3.5. Surface wetting & layering

where W0, )c and 3 are �tting coe�cients. )c was determined to be 444 K.

Therefore, the two �gures in Fig. 3.5 present two di�erent ways to compute

)c. According to the results reported here, the coexistence curve provides a

more precise estimate.

The surface tension computed here is the planar surface tension W∞. For

including curvature e�ects of a bubble (or similarly a drop), the surface

tension needs to be corrected with a prefactor. This will be discussed further

in the last section of this chapter.

3.5. Surface wetting & layering

The wall-�uid interaction strength can be tuned to determine the degree of

hydrophobicity of the surface (or wettability of the �uid). The con�ned �uid’s

wettability plays a major role in the total �ow mass �ux and velocity slip

along the walls.

To demonstrate the sensitivity of wetting to the wall-�uid interaction strength,

simulations of a drop of 860 =-pentane molecules on gold (111) surface, con-

sisted of 34450 atoms, were performed. The LJ potential depth n8 9 between

the �uid and the solid was changed as mentioned in Sec. 3.1.2. The e�ect of

changing n8 9 on the potential energy and the resulting drops are shown in

Fig. 3.6. The Berendsen thermostat was applied on the �uid for the �rst equi-

libration for 0.2 ns and for the remaining 6 ns, the thermostat was switched

o� and the �uid atoms trajectories sampled the NVE ensemble.

The contact angle can be obtained directly from a simulation of a droplet on

the surface, Fig. 3.6. Although \ is a macroscopic quantity which is di�cult

to accurately measure at the nanoscale [105], attempts to calculate \ usually

involve cylindrical binning to �nd the equimolar dividing surface, followed

by �tting to a circle and extrapolating the �t to the surface [131, 132].

For a wetting �uid con�ned between solid walls, the �uid atoms in the vicinity

of the walls exhibit large attraction energy to the walls and inherit structural

order from the surface. Fluid ordering or epitaxial locking [13] imprint is

evident in modulations in the �uid’s density and velocity pro�les along the

gap height. This will be shown in detail in the next chapter.
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3. Equilibrium properties of the lubricant

(a)

(b)

Figure 3.6.: Fluid wettability tuned through the surface-�uid interaction energy. a. Left to right:

Wetting, intermediate-wetting and non-wetting �uid on a solid surface. b. The corresponding LJ

interatomic potential of the �uid-wall interaction.

Fluid ordering can be quanti�ed through the structure factor ( (®:) (Eq. (2.29)).

Equilibrium simulations of the �uid con�ned between two surfaces, Fig. 3.1a,

were performed and ( (®:) was computed in the �uid within the boundary

layer only. As a benchmark, ( (®:) was also measured in the solid boundary

layer (Fig. 3.7b). The 2-dimensional structure factor, along the longitudinal

and transverse wave vectors, for the wetting and non-wetting �uids is shown

in Fig. 3.7c and Fig. 3.7d, respectively.

The degree of surface induced ordering increases as the �uid-wall interaction

becomes stronger. The boundary layer of a wetting �uid is highly ordered

as shown in the snapshot in Fig. 3.7a. The locked layer could be thought of

as a solid phase wetting the walls [13] as the �uid atoms tend to position

themselves within the hollow sites of gold atoms surface [74]. Therefore, the

spacing between the ordered �uid layer molecules is dependent on the lattice

constant of the solid.

The sharp Bragg peaks in Fig. 3.7b to 3.7d are similar to those observed in

neutron or X-ray scattering experiments [13]. The peak in the solid structure

factor, Fig.3.7b, corresponds to the �rst reciprocal lattice vector :~ = 2.10Å
−1

.

In real lattice, using
®: = 2c/®A , where ®A = (G,~), therefore ~ = 3Å, which is

close to 2.85Å, the distance to the nearest neighbour along the ~ direction

in the (111) FCC gold surface. The amplitude of the peak gets progressively

smaller for larger vectors until the peak fades out. Note that the peak at

®: = (0, 0) was omitted for visualization purposes.
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3.5. Surface wetting & layering

(a)

(b)

(c) (d)

Figure 3.7.: a. Epitaxial locking of the �uid boundary layer atoms (in blue and red) to the solid

wall (in yellow). Atomic ordering is quanti�ed through the structure factor ( ( ®:) . ( ( ®:) was

measured at the boundary layer of the b. solid, c. wetting �uid and d. non-wetting �uid. Note

that that (:G , :~ ) = (0, 0) is not shown here. The peaks are highlighted with yellow circles for

visualization.

The structure factor computed for the wetting and non-wetting �uids, Fig. 3.7c

and Fig. 3.7d, show slighlty shifted peak positions from that of the solid. This
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3. Equilibrium properties of the lubricant

con�rms that the �uid atoms are sitting in the hollow sites of the solid ordered

lattice and that the solid induces order on the wetting as well as the non-

wetting �uids.

For the non-wetting �uid (Fig. 3.7d), there is broader distribution within ( (®:).
This suggests that there is still order in the non-wetting �uid near the walls.

The circular ridge at | ®: | = 2c/f persists from the short-range �uid ordering.

In the bulk of the wetting and non-wetting �uids, ( (®:) gets smeared out and

shows no peak. Hence, far from the walls, the �uid retains its disorder.

3.6. Bubble radius

The aim of this section is to quantify the radius of a vapour bubble, at equilib-

rium with the liquid, by performing simulations of a non-planar liquid-vapour

interface. Before characterizing the cavitation size and dynamics in a hydro-

dynamic �ow (NEMD) setup, comparing static conditions of the cavity with

the Young-Laplace equation can act as a reference point.

The con�ned �uid setup was used, Fig.3.1a. The density of the �uid was

reduced to a fraction of the saturation density (dsat = 0.62 g/cm3
) at 300 K in

order to ensure the coexistence of liquid and vapour phases (see Fig. 3.5a). The

simulation box aspect ratio !~/!G = 0.72 was used. The initial equilibration

was performed by applying a Berendsen thermostat on the �uid for 0.06

ns. For the remaining 2 ns, the �uid atoms sampled the microcanonical

ensemble. The vibrating portion of the walls was thermostated with Langevin

thermostat for the whole simulation time. The volume of the box was also

kept constant.

Sampling of thermodynamic properties, bulk density and virial pressure,

started only in the last 1 ns. For visualizing the �ngerprint of the bubble,

the spatial binning was performed along the length !G and the width !~
dimensions. Averaging was performed along time (from the sampling point)

and height (only the �uid bulk). The radius was measured measured every

0.01 ns from the beginning of the simulation.

A spherical cavity nucleated, expanded but remained immobile in the channel,

similar to the planar liquid-vapour interface simulations. This allowed a

domain decomposition into liquid and vapour regions, as shown in Fig. 3.8d.

To get the radius from the Young-Laplace equation (Eq. (2.48)), ?v, ?l and W are
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3.6. Bubble radius

(a) (b)

(c)

(d)

Figure 3.8.: Spherical vapour bubble a. density map (red lines de�ne the bubble contour), b.
virial pressure map, c. radius along time and d. in the simulation box (the upper wall has been

discarded for visualization purposes). The Cyan surface in d. is the surface mesh of the cavity

from the U-shape algorithm [120].

required. At 300 K, the vapour pressure ?v for =-pentane is 73 KPa [133] and

the planar surface tension, obtained from Sec. 3.4, is W∞ = 12.5 mN/m. The

liquid pressure ?∞ was measured in the liquid region away from the cavity.

More speci�cally, it was measured within !G = 2.5→ 5 nm and !~ = 3→ 5

nm in Fig. 3.8b. The pressure in the liquid is negative, which is reasonable

because according to the Young-Laplace equation, ?v − ?∞ has to be positive

since W and ' are always positive.
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3. Equilibrium properties of the lubricant

The Young-Laplace equation overestimates the bubble radius. Eq. (2.47a) was

used to correct for the surface curvature. The Tolman length X) was assumed

to be the molecular diameter (5.02Å), as reported in Ref.[103]. Whether X)
should be negative or positive is still an unsolved issue [67]. Results from

density functional theory and other MD simulatons reported negative values

[134] while in other cases [135], it was reported positive. The correction

computed here can be used in the context of hydrodynamic cavitation.

The bubble nucleation site depends on the surface wettability. A homogeneous

nucelation took place with hydrophophillic surfaces while heterogenous

nucleation occured for hydrophobic walls. For hydrophobic walls, there was

no distinct bubble rather a thicker depletion gas layer between the �uid and

the solid.
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4. Pressure-driven flow

4.1. The Pumpmethod

The method utilises the Reynolds tansport theorem introduced in App. A by

applying a perturbation along the stream-wise direction (G-direction) only

within the control volume, the “pump”. The perturbation can be in the form

of either a force or a mass �ux, applied at each time step.

First, the continuum formulation is translated to the molecular domain. A

detailed description of the implementation of the pump method in molecular

simulations, to generate pressure-driven �ow, is provided. Subsequently, a

compilation of results from applying the method is presented.

4.1.1. Fixed Force

The net G-component force within the pump can be derived from Eq. A.8,

where the external force is the pump force,

�pump =

∫ [
m?

mG
− mgGG

mG
−
mgG~

m~
− mgGI

mI

]
d+ +

∫
out

dD2 d~ dI −
∫

in

dD2 d~ dI

(4.1)

where the volume integral describes the balance of the G-component forces

within the pump volume + and the second and third terms are the momen-

tum �ux out�ow and in�ow from the pump surfaces in the G-direction (see

Fig. 4.1a). d and D are the �uid density and G-component of the velocity,

respectively.
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4. Pressure-driven �ow

The sum of G-forces within the pump can be written as,

�pump =

∫
out

(? − gGG ) d~ dI −
∫

in

(? − gGG ) d~ dI −
∫

front

gG~ dG dI

+
∫

back

gG~ dG dI −
∫

top

gGI dG d~ +
∫

bottom

gGI dG d~

+
∫

out

dD2 d~ dI −
∫

in

dD2 d~ dI

(4.2)

The integral domains are shown in Fig. 4.1a. The walls are in the G~ plane

and the �ow is in the ~I plane. The stress components gG~ , acting on the front

and back faces (colored green in Fig. 4.1a) in the third orthogonal (GI) plane,

are considered insigni�cant and thus omitted from the analysis. Additionally,

only the hydrostatic part of the stress tensor is considered in the �ow direction

i.e. gGG = 0. If we denote the cross-sectional area perpendicular to the �ow

and the area along the �ow parallel to the walls as �⊥ and � | | , respectively,

then Eq. (4.1) can be rewritten as,

�pump = Δ?�⊥ − ΔgGI� | | +
∫

out

dD2 d�⊥ −
∫

in

dD2 d�⊥ (4.3)

where Δ here refers to the di�erence between two opposite faces. Finally, the

applied pump force is expressed as

�pump = �p + �wall +
∫

out

dD2 d�⊥ −
∫

in

dD2 d�⊥ (4.4)

where �p and �wall are the pressure-di�erence force and the �uid-wall friction

force, respectively. The integral terms represent the net momentum �ux. A

schematic of the �nal force representation within the pump in the molecular

RVE is shown in Fig. 4.1b.

The pressure-di�erence force results from the pump inlet-outlet pressure dif-

ference. Δ? is then the independent variable to control the pressure gradient.

If the pump is applied in a region with a non-uniform cross-section, i.e. in-

clined walls, the pressure di�erence force can be written as ?out�out−?in�in.

The friction force is that imposed on the �owing �uid from the walls, it

is obtained by summing over the G-component of the �uid-wall pairwise

52



4.1. The Pump method

(a) (b)

Figure 4.1.:A schematic of linear momentum balance in the pump shown on a. control volume

element and on b. a molecular representative volume element. In b., the prepressure-di�erence

force �p and the friction force �
wall

act opposite to the �nal applied pump force �pump (highlighted

in green). In this schematic ?out > ?in.

forces in the pump region. Force decomposition is possible if the wall-�uid

interaction is described with a pairwise potential

�wall = −gGI� | | = −
�uid∑
8

wall∑
:

58:,G (4.5)

where 58:,G is the G-component of the force imposed by atom : from the walls

on atom 8 from the �uid.

The net momentum �ux in the pump can be computed in upstream and

downstream regions relative to the pump. Both regions are of equal length

and are much smaller than the pump itself. Within both regions, the total

densities d , velocities D and the corresponding forces are computed as a

moving time-average of the last = timesteps and imposed on the = + 1 step.

The resulting net force is only added to �p and �wall after some stabilization

time. Liang and Tsai [62] showed that for an incompressible �ow, where

the density (or velocity) does not change signi�cantly along the stream-wise

direction, i.e. these forces have minor contribution to the total pump force.

In a NEMD simulation, the force on an atom 8 in the pump, is the sum of

the gradient of the interaction potential* with neighboring atoms and the
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4. Pressure-driven �ow

external force. Without considering thermostatng, the G-compnent of the

equation of motion of a �uid atom in the pump can thus be written as,

<8 ¥G8 = −
m*

mG
+
�pump

#pump

(4.6)

where �pump is averaged over the number of �uid atoms in the pump region,

#pump. Outside the pump, in the pressure-driven region, the �uid atoms

undergo free dynamics i.e. �pump = 0.

4.1.2. Fixed Current

A similar approach of applying a perturbation to achieve a pressure gradient

can be implemented through controlling the mass �ux rather than the forces.

The mass �ux can be set as a constraint through �xing an acceleration (or

current) applied to all atoms in the pump.

The G-component of the linear momentum conservation equation for a �uid

under a �xed G-direction acceleration 0pump, can be written as

d 0pump =
m?

mG
− mgGG

mG
−
mgG~

m~
− mgGI

mI
+ 1

+

[ ∫
out

dD2 d�⊥ −
∫

in

dD2 d�⊥

]
(4.7)

Therefore, the applied acceleration in the pump would result in a pressure

gradient. In a simulation, the acceleration 0pump is applied only on atoms in

the pump in the form of an G-component center of mass velocity, which is

added to the atomic velocities before the second half integration of the Verlet

time step.

Similar to the pressure di�erence Δ? being the boundary condition in the FF

variant, the G-direction mass �ux 9G (or G-direction mass �ow rate ¤<G ) is the

boundary condition in the FC variant. The mass �ux 9G and �ow rate ¤<G are

related to DCOM through

DCOM =
9G �⊥ !∑

8<8

=
¤<G !∑
8<8

(4.8)

where the relation 9G = dD was used. The quantities ! and

∑
8<8 represent the

length of the pump region and the sum of atomic masses in the pump. During

the NEMD simulation, the gap height �uctuates, therefore, DCOM changes
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4.2. Molecular model

with the gap height, which is encoded in �⊥. To �x DCOM, the mass �ow rate,

rather than the mass �ux, is preferred as the boundary condition.

The pump formulation, Eq. (4.4) and Eq. (4.8), show how the macroscopic

momentum balance can be used to apply atomic scale perturbation to achieve

pressure gradients in nano�uidic domains. The mass �ow rate ¤<G measured

from an FF simulation and imposed as a boundary condition in an FC sim-

ulation shall result in the same pressure gradient. Similarly, for a pressure

di�erence Δ? measured in an FC simulation. This is due to the macroscopic

force-�ux duality which is persistent on the nanoscale.

4.2. Molecular model

The aim from the set of simulations in this chapter is to test the pump method

and to understand and quantify the thermodynamic and transport changes

of the nanocon�ned �uid. Therefore, it is reasonable to start from a set of

�uid molecules representing the liquid lubricant con�ned between two �at

solid surfaces (slab geometry), as shown in Fig. 4.2.

As in the previous chapter, the lubricant used for testing the pump method is

the straight-chain (normal) =-pentane con�ned between two FCC gold (111)
surfaces. For =-pentane, the cuto� radius for the LJ potential was reduced

from 14 to 10Å to minimize the force computation burden of large neighbour

lists. The LJ potential is shifted as mentioned in Sec. 3.1.2. The intra and

inter species interactions are treated as previously for �uids and walls with

di�erent wetting conditions.

4.2.1. Simulation & post-processing details

The simulation box, Fig.4.2, is periodic in the stream-wise G and span-wise

~ directions. The domain is partitioned into regions of applied perturbation

(pump region), measurement of bulk properties away from the walls (bulk

region) and measurement of properties away from the pump (sampling region).

The pump region is de�ned a priori to the NEMD simulation and it spans the

whole gap height and a portion of the box length in the stream-wise direction.

The bulk and sampling regions are de�ned in the post-processing step.
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4. Pressure-driven �ow

Figure 4.2.:Molecular domain of liquid lubricant molecules (in gray) con�ned between solid

atoms (in orange). The pump, bulk and sampling regions are highlighted in red, blue and green,

respectively. The �uid shown here is=-pentane within a united-atom representation. The dashed

region in the walls is the thermostated region.

The bulk region spans the whole box length and is equidistant from the walls,

i.e. centered in the gap height, while the sampling region is equidistant from

the pump. The thermodynamic properties measured in the bulk region are

the virial pressure and the �uid bulk density. The velocity pro�les and mass

�ow rate are measured in the sampling region. The total �uid density and

temperature are measured in the whole �uid region. For measurement of

stresses in the wall, only the solid atoms in the rigid (outermost) portion of

the wall were considered. Integration of the equations of motion was carried

out with the velocity Verlet integration scheme.

To prepare the system for the NEMD simulation, two pre-simulations are re-

quired: a canonical (NVT) equilibration to control the �uid/wall temperature

followed by equilibration in the NAPzT ensemble, where � and %I are the

box (slab) surface area and external pressure in the I-direction. The second

step involves loading the upper wall with a uniform force to control the

hydrostatic external pressure ?ext on the system at a certain temperature.

In the �rst equilibration step, the Berendsen thermostat was applied on the

�uid for the �rst 0.06 ns and then switched o� for the remaining 2 ns to

sample the microcanonical (NVE) ensmeble. For the solid, the innermost

layers of the wall were thermostated with a Langevin thermostat for the

whole equilibration period, 2.06 ns. The thermostating strategy was based on

thermostating only the walls for reasons that will be justi�ed in Sec. 4.3.4 and

App. B. The damping constant W (Eq. (2.31) and Eq. (2.32)) for the Langevin
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4.3. Results

and Berendsen thermostats was 100 fs and the target temperature was set to

300 K.

Starting from the NVT-equilibrated con�guration, an external load of magni-

tude ?ext!G!~ was imposed uniformly only on the rigid portion of the upper

wall to control the pressure. The number of atoms and temperature were kept

�xed hence, NA?extT statistical ensemble. The pressure coupling algorithm

used here is that reported by Pastewka et al. [136]. To mimic the inertial

and elastic bulk response to an external pressure, the top rigid layer move-

ment was described by a damped harmonic oscillator with a spring constant

: = 0.01 kcal/mol.Å
2

and a dissipation constant of value

√
2": , where "

is the mass of the imaginary damper. The loading lasted for 3 ns to ensure

convergence to the desired pressure (or equivalently density). The external

load ?ext was set to 250 MPa.

The �nal loaded con�guration served as the starting point for the NEMD

simulation of lubricant �ow. To induce the �ow of the lubricant, the �uid

atoms were driven by a pressure gradient through the activation of the pump.

The pump length used here was 0.2!G . The thermodynamic quantities were

sampled during the post-processing step. The initial 5 ns of the NEMD

simulation were discarded from time-averaging to ensure that the system

reached a steady state following the perturbation. The production simulation

lasted for 35 ns.

Post-processing of the simulation data ivolved projecting the molecular tra-

jectory onto a spatial grid of �xed size. The bin size is dependent on the

simulation box dimensions and, unless otherwise stated, was set to 144 bins

in the G- and I- directions. Due to large statistical errors, the �rst and last

bins in the G-direction as well as the �rst and last 2 bins in the I-direction

were excluded from the analysis.

4.3. Results

4.3.1. Force-Flux equivalence

The �uid is under a perturbation from the constraint applied in the pump

region in the stream-wise direction, and is undergoing free-dynamics in the

pressure-driven region (outside the pump). This results in an increasing
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(adverse pressure gradient) within the pump and a declining (favourable

pressure gradient) as the �uid leaves the pump. This pressure gradient drives

the �uid �ow. The variation in pressure along the box length can be seen in

Fig. 4.3a.

(a) (b)

(c) (d)

Figure 4.3.:Variation of a. pressure b. density and c. velocity G-component along the stream-

wise direction and d. velocity G-component along the gap height (only half the gap height is

shown due to symmetry around the channel centerline) using FF and FC variants of the pump

method. The vertical dotted lines in a. to c. mark the pump region bounds.

Fixing the force yields the same pressure pro�le as �xing the current. This

demonstrates the force-�ux duality on the nanoscale, as well as establishes
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4.3. Results

the method’s �exibilty to accommodate either a pressure di�erence or a mass

�ux as the independent variable.

The �uid pressure measured in the bulk was calculated according to the

virial expression Eq. (2.18) and is equivalent to the mechanical stress tensor

component fII measured at the walls from Eq. (2.19), as seen in Fig. 4.3a for

the Δ? = 250 MPa simulation. The viscous components of the virial stress

tensor fvirial,GI and the wall fmech,GI are also equal (not shown here).

The density variation along the stream (Fig. 4.3b) shows that the �uid is under

compression in the pump. Nevertheless, the �uid can be considered to be

incompressible as the variation in density is ≤10%. As the pressure reaches its

maximum value at the pump outlet, so does the G-component of the velocity

reach its lowest value (Fig. 4.3c).

The velocity pro�les along the gap height, in Fig. 4.3d, agree with the hydro-

dynamic solution Eq. (2.6). These pro�les can be �t to a quadratic function,

and a linear extrapolation to the �tting curve can be used to evaluate the slip

length 1 (and velocity Dslip). It is observed from the �gure that at Δ? ≤ 100

MPa, the �uid can be considered not slipping against the walls compared to

the case of Δ? of 250 MPa, where slip becomes more signi�cant. At Δ? = 250

MPa, the slip velocity Dslip and slip length 1 are ∼ 12 m/s and ∼ 0.2 nm,

respectively.

4.3.2. Compressible flow

As the applied perturbation gets larger, the incompressibility assumption

becomes less valid. At Δ? = 500 MPa, the �uid density and velocity change

signi�cantly (∼ 25%) along the stream, as shown in Fig.4.4a. The �ow remains

laminar as Reynolds number is 1.33.

It is evident from Fig. 4.4a that
mD
mG

and
md

mG
are≠ 0. From the continuity equation

at steady state, the one-dimensional mass balance becomes d mD
mG

= D
md

mG
, which

is also valid in MD. The velocity pro�les measured in four regions outside the

pump, labeled I to IV in Fig. 4.4b, show that the centerline velocity increases

along the stream compared to overlapping pro�les for the incompressible

�uid (not shown here).

The net force from the linear momentum equation, the last two terms in

Eq. (4.4), contribute slightly to the total force applied in the pump, ∼ 3.5% as
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(a) (b)

Figure 4.4.: a. Density variation along the length at low Δ? = 50 MPa and high Δ? = 500 MPa

using the FF pump. b. Velocity pro�le evolution along the stream for the Δ? = 500 MPa case.

shown in Fig. 4.5. In spite of the signi�cant variation of the �uid properties

along the stream, the contribution of the momentum �ux terms remains small.

This agrees with the �nding of Liang et al. [62], where they concluded that

ignoring these terms still resulted in a pressure di�erence that did not deviate

from the target value.

The �uctuations in the pump force are dominated by the �wall �uctuations.

However, the major contribution to �pump is from the pressure di�erence �p

force. The fact that �p does not deviate by far from the time-average indicates

that the gap height does not vary signi�cantly during the �ow simulation i.e.

hydrodynamic lift is small. The gap height was measured along the whole

NEMD simulation time to evaluate hydrodynamic lifting. Only an increase

of 4.4% was observed.

Applying larger Δ? (or ¤<) is possible, however, the liquid beomes susceptible

to cavitation as the tensile strength is reached once the pressure drops be-

low the vapour pressure. Hence, the pump becomes the nucleation site for

cavitation.
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4.3. Results

Figure 4.5.: Time series of the forces in the pump using the FF method using Δ? = 500 MPa.

Dashed lines are the time-averges of the respective quantities.

4.3.3. Wall-fluid interaction

The aim of this section is to validate the pump method for �uids with di�erent

wetting conditions and quantify the e�ect of the wall-�uid interaction on the

�uid transport.

The wall-�uid interaction strength (or hydrophobicity) can be tuned with

the Lennard-Jones parameter nij, as described in Sec. 3.1. The lower the

interaction energy, nij, the more hydrophobic the surface becomes (or the

more non-wetting the �uid is).

The pump was applied on three �uids with di�erent wettabilities with a

perturbation of Δ? = 50 MPa in the FF pump (and its equivalent ¤< in the

FC variant). Fig. 4.6.a shows that the velocity vanishes near the walls for

the wetting �uid. However, for the intermediate and non-wetting �uids, slip

against the walls becomes more pronounced. The slip velocity Dslip is larger

than the di�erence between the centerline velocity and the �uid velocity at

the walls.
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The velocity data of the three �uids can still be �t to the quadratic hydrody-

namic function. Since the velocity pro�le is symmetric around the channel’s

center, the slip length is the same on upper and lower walls.

Figure 4.6.: a. Velocity and b. density pro�les along the gap height ℎ (only half ℎ is shown)

for non-wetting, intermediate-wetting and wetting �uids. Inset: the �uid pressure variation in

the pressure-driven region for the wetting and non-wetting �uids. Snapshots of the box with

the wetting and non-wetting �uids to show the formation of a monolayer near the walls in the

former but not the latter.

For the wetting and the intermediate-wetting �uids, the density pro�les

(Fig. 4.6b), shows sharp peaks. Due to the high surface-�uid attraction, the

�uid population near the wall is higher and more ordered, thus forming a

distinct monolayer represented in the �rst density peak. In equilibrium, this

high degree of ordering was evident from the structure factor evaluation. This

ordering or layering persists even at higher pressure gradients and manifests

in oscillations in pressure and temperature pro�les near the walls, see Fig. 4.4b

and Fig. 4.9.
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The density pro�les show a second peak representing a second monolayer

and approaching the �uid bulk, the density smears out and the oscillations

dampen. Similar pro�les were reported in Refs. [13, 137, 138].

As the interction becomes weaker, the �uid and solid become decoupled and

the �uid near the walls behaves similar to the bulk �uid i.e. less ordered. For

the non-wetting �uid, the �rst peak has smaller amplitude and larger width

than the other �uids. The dampening of the oscillations occurs closer to the

walls and the density reaches the same bulk density as the other �uids.

The �uid pressure, measured in the bulk, is evaluated for the wetting and

non-wetting �uids, shown in Fig. 4.6.b inset. The average virial pressure as

well as the shear stress at the walls fGI (not shown here) are independent of

the wall-�uid interaction.

Wall Slip & transport

For pressure-driven �ow, the transport properties of the �uid vary along

the gap height due to the parabolic nature of the velocity pro�le. Therefore,

the transport properties ([, ¤W ) are only reported at the interface. Transport

properties for �uids with di�erent wettabilities are shown in table 4.1. The

mass �ow rate was measured in the sampling region as follows,

¤<G =

∑#
8 <8D8

!
(4.9)

where ! and # are the sampling region length and the atom count.

n8 9/n0
¤W

(10
9B−1)

[

(mPa.s)

1

(nm)

Dslip

(m/s)

¤<
(10
−10

g/s)

0.01 9.13 0.50 4.28 34.3 4.68

0.2 8.32 0.54 2.89 23.4 2.81

1 7.13 0.60 0 1.88 0.52

Table 4.1.: Fluid transport properties, slip and mass �ow rate for di�erent wall-�uid interaction

strengths. The potential depth n8 9 is normalized by n0, which is obtained from the geometric

combining rules for n8 �uid pseduatom and n 9 solid atom.

Near the walls, the non-wetting �uid experiences a higher shear rate and

a lower shear viscosity relative to the wetting �uid. A strong correlation
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between wetting and slip is observed, this was also reported in Refs. [13,

74]. For the non-wetting �uid, the slip length exceeds the time-averaged

channel height (ℎ ∼ 4.2 nm). The slip length 1 does not increase signigicantly

with shear rate. Simulations of the wetting �uid at a shear rate ranging

from O(109) to O(1011), showed an increase in 1 from 0 to 0.4 nm. This

observation agrees with the deduction of Martini et al. [139], who argued

that for non-rigid walls, 1 becomes independent of ¤W due to friction forces,

which become dominant at high shear rates.

Slip enhances the �uid transport in con�ned channels. The mass �ow rate is

larger for the non-wetting �uid due to the reduced friction with the walls.

This can also be deducted from the macroscopic Hagen-Poiseuille relation,

which de�nes the mass �ow rate as the integral of the velocity pro�le. From

the NEMD simulations at di�erent
m?

mG
, the mass �ow rate varied linearly with

the pressure gradient. The results agree with the continuum prediction when

slip is accounted for, in the Hagen-Poiseuille equation.

For nanocon�ned wetting �uids, the evaluation of transport properties be-

comes complicated due to layering, as illustrated in Fig. 4.7.

Figure 4.7.: Correlation between density and velocity for the wetting �uid. Layering a�ects

transport coe�cients along the gap heigh, where WB is the shear rate evaluated between the �rst

and second monolayers and W
2

nd is the shear rate at the second monolayer. The �uid is under a

pressure di�erence Δ? = 500 MPa in the FF pump.
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As the gap height ℎ becomes larger, we approach the hydrodynamic assump-

tion of no-slip boundary condition. The e�ects of slip and layering becomes

smaller when 1 << ℎ.

4.3.4. Thermostating the fluid-wall system

During the NEMD �ow simulation, work is done continuously on the �uid

and viscous heating is inevitable. In this study, the objective is to monitor

the temperature of the �uid following the pump perturbation, compare the

NEMD temperature pro�les with the hydrodynamic predictions and deter-

mine the most appropriate thermostating strategy compatible with the pump.

To achieve the last objective, four di�erent thermostating techniques were

employed in order to provide a presepctive on how di�erent thermostating

strategies can result in di�erent temperature measurements.

In all four strategies, the pump is under FF conditions. The �rst three strate-

gies were based on thermostating only the walls. The walls were stationary,

therefore there is no sliding velocity bias and the thermostat was coupled to

all three cartesian directions. The thermostats used were the Langevin ther-

mostat (TW-LGV), the Nosé-Hoover thermostat (TW-NH) and the Berensen

thermostat (TW-BE). The fourth strategy is to apply a Nosé-Hoover ther-

mostat directly and only on the �uid (TF-NH) in the perpendicular-to-�ow

perpendicular-to-load direction i.e. the thermostat was applied only in the

~-direction to avoid the �uid streaming bias. For the TF thermostat, the wall

atoms were rigid.

In all of the aforementioned strategies, the initial equilibration of the �uid, 0.06

nanoseonds, was carried out with a Berendsen thermostat. In the production

equilibration, 2 ns, and untill the end of the NEMD simulation, the Berendsen

thermostat was switched o�. In the TW systems, the �uid then sampled NVE

dynamics and in the TF system, a Nosé-Hoover thermostat was imposed on

the �uid.

For the solid in the TW systems, the initial and production equilibrations (as

well as NEMD simulations) were conducted in the NVT ensemble with the

respective thermostat. The damping constant for all thermostats was 100 fs

and the target temperature was 300 K.

At low pressure gradients (at Δ? = 50 MPa and Δ? = 250 MPa), the �uid

temperature (solid lines in Fig. 4.8) slightly increases due to the imposed force
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(a) (b)

(c) (d)

Figure 4.8.: Temperature pro�les along the stream-wise direction at Δ?= 50, 250 and 500 MPa

using the FF pump. Thermostating strategies are: a. TW-LGV, b. TW-BE, c. TW-NH and d.
TF-NH. The vertical dotted lines represent the pump bounds and the dashed-dotted horizontal

line is the target temperature.

in the pump and drops in the pressure-driven region. As for the temperature

measured in the walls (dashed lines in Fig. 4.8a to c), the TW-LGV (Fig. 4.8a)

controls the temperature perfectly in the walls unlike the determinstic ther-

mostats TW-BE (Fig. 4.8b) and TW-NH (Fig. 4.8c), where they both show a

similar temperature pro�le to the �uid. This implies that the �uid tempera-

ture pro�le could be a result of thermal di�usivity from the walls. For the
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TW-LGV system, the temperature in the walls and in the �uid is uniform and

does not increase in the pump.

At high pressure gradients (Δ? = 500MPa) for all the systems, the temperature

gradient in the �uid becomes more prominent. The determinstic thermostats

still induce a temperature gradient within the solid wall. The TW-LGV keeps

the temperature uniform in the solid while a temperature gradient develops

in the �uid. A detailed discussion and analysis of this �nding is given in

App. B

The TF-NH (Fig. 4.8d) system shows a temperature variation in the �uid even

at the intermediate pressure gradient (at Δ? = 250 MPa). The temperature

gradient becomes more signi�cant at larger shear rates. The Nosé-Hoover

thermostat fails to set the �uid temperature in each bin along the gap height

to 300 K. However, the median of the whole �uid temperature remains at 300

K.

At the lowest pressure gradient, the temperature pro�les along the gap height,

in Fig. 4.9, are uniform in the �uid bulk for all systems. As Δ? increases

to 50 MPa, the data can be �t to the quartic function in Eq. (2.11). The

bulk temperature is of the same magnitude for all thermostating strategies

except the TW-NH system, which shows slightly higher �uid temperature. At

Δ? = 500 MPa, the quartic pro�le becomes more visible for the TW systems.

The TW-NH system still gives a higher �uid temperature than the TW-LGV

and TW-BE systems. For the TF system, at large pressure gradients, the

pro�le becomes parabolic with a minimum in the center of the channel. This

pro�le was reported by Bernardi et al. [84] to be unphysical.

A common feature in the temperature pro�les along the gap height, in Fig. 4.9,

is the oscillations near the wall. These oscillations are related to density

oscillations (or the layering e�ect) shown in the previous subsection.

The simulations reported so far were performed on a �uid under a con�nement

of ∼ 4.2 nm, i.e. a con�nement equivalent to 7 molecular diameters. As the

gap height ℎ increases, the temperature and velocity pro�les approach the

hydrodynamic solution further. Conversely, a deviation becomes noticeable as

ℎ decreases i.e. as we approach the boundary lubrication regime. Simulations

of the �uid under di�erent levels of con�nement were performed by halving

and doubling the number of �uid atoms to reach ℎ ∼ 2 nm and ℎ ∼ 8 nm

under the same external pressure ?ext = 250 MPa. The target temperature

was set to ) = 300 K for all simulations using the TW-LGV thermostat. The
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(a) (b)

(c) (d)

Figure 4.9.: Temperature pro�les along the gap height (only half is shown) at Δ?= 50, 250 and

500 MPa using the FF pump. Thermostating strategies are: a. TW-LGV, b. TW-BE, c. TW-NH

and d. TF-NH.

number of spatial bins in the I-direction was proportional to the gap height,

72, 144 and 288 bins were used along the gap height for the ℎ = 2, 4, 8 nm

simulations, respectively.

These set of simulations were performed at similar shear rates ¤W , which was

tuned through Δ? in the FF pump. Given the linear relation ¤W ∝ ℎ
2[

m?

mG
at

I = ℎ from the Poiseuille velocity pro�le (Eq. (2.6)), by doubling the gap

height, the pressure di�erence was halved. Due to slip, ¤W is not expected to be
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(a) (b)

Figure 4.10.: a. Temperature and b. velocity pro�les along the gap height for �uids under

di�erent con�nements using the FF pump and the TW-LGV thermostating strategy. The distance

in the I-direction is normalized by the gap height.

exactly the same in all simulations. The shear rates measured at the wall were

¤W = 3.4 × 1010B−1, 3.9 × 1010B−1, 3.2 × 1010B−1 for ℎ = 2, 4, 8 nm, respectively.

From Fig. 4.10a, the temperature and velocity pro�les for the intermediate

and large gap heights can be �t to the quartic and quadratic functions (the

hydrodynamic solutions), respectively. However, for the smallest gap height

(ℎ = 2 nm), a deviation from the hydrodynamic solution is prominent. At this

level of con�nement, the constituitve equations might not hold as transport

coe�cients become highly nonlocal in space.
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5. Hydrodynamic cavitation

In the previous chapter, the pump introduced a pressure gradient along the

�ow. Due to the use of �at walls, the minimum pressure in the channel is

always at the pump inlet while the maximum pressure is at the pump outlet.

If the liquid pressure ?l drops below the vapor pressre ?v or more speci�cally

?l < ?v − 2W/', where W and ' denote the liquid-vapor surface tension and

bubble radius, respectively, the liquid "breaks" [29]. This creates a void or

bubble in the liquid i.e. leads to cavitation nucleation.

With the pump method implemented in a slab geometry, cavitation can only

occur at the pump inlet, where the pressure is lowest. Therefore, the bubble

nucleates in the pump region, where the perturbation �eld is applied. In order

to study the bubble dynamics, the bubble nucleation site should be shifted

away from the perturbation. In other words, the pressure pro�le should be

manipulated such that the minimum pressure is not at the pump inlet rather

at an arbitrary location in the pressure-driven region.

To achieve this goal, the wall geometry needs to be changed to allow for a

local velocity and pressure variation such that the pressure drop occurs at an

expansion following a constricted cross-sectional area e.g. venturi nozzle or

an ori�ce. Therefore, a converging-diverging wall setup was used here. The

�rst part of this chapter is focused on the geometrical parameterization of

the channel walls in order to manipulate the bubble nucleation site.

The second part of the chapter focuses on understanding cavitation dynam-

ics in a non-equilibrium scenario. In equilibrium, the bubble radius was

compared to the static Young-Laplace equation (Sec. 3.6). The nucleation-

collapse behaviour in a �owing liquid can be compared to the hydrodynamic

Rayleigh-Plesset equation.

The interaction potentials as well as the NEMD simulation procedure used in

the previous chapters for =-pentane were also used here. The focus of the

study is to investigate the e�ect of geometry on the pumped �uid pressure,
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rather than computing the �uid temperature. Therefore, the following simula-

tions involve a Nosé-Hoover thermostated �uid con�ned between rigid walls.

This presents a caveat if one is interested in computing the �uid temperature

especially for measuring the temperature of the bubble. Although, as reported

in Sec. 4.3.4, the Nosé-Hoover thermostat showed unphysical temperature

pro�les and di�erent thermostats can give di�erent temperature pro�les, the

pressure pro�les of all thermostating strategies are identical (see App. B).

Therefore, the thermostat does not play a major role in how the pressure

develops in the channel i.e. the pressure pro�le and so the bubble nucleation

site should not be dependent on the thermostat used. However, care should

be taken when interpreting the bubble dynamics with the thermostat applied

directly on the �uid (further details in Sec. 6.2).

5.1. Nucleation site

Using Bernoulli’s principle (Eq. (2.38)), a pressure drop (and an increase in

velocity) in the �uid occurs as the �uid �ows through a constriction. Change

in pressure is possible by changing the wall geometry from slab walls to

a venturi, ori�ce or dimple geometries. In the following simulations, the

FC pump was favoured since the gap height encoded in the FF formulation

(Eq. (4.4)) is changing in the channel and so the measured Δ? di�ers from the

imposed in the FF pump. On the other hand, the mass �ow rate imposed in

an FC pump is independent of the channel geometry.

For the �rst iteration of the channel geometry, a venturi of a wide-narrow-

wide setup was initialized. The pump lengh is 0.1!G and was positioned once

in the narrow and once in the wide region in order to study the e�ect of the

pump location on the �uid pressure pro�le. The external pressure on the

upper wall was 250 MPa and the applied mass �ow rate was 5 × 10−10 g/s,

which resulted in an intermediate pressure di�erence (Δ? = 300) MPa in the

slab geometry of ℎ = 4 nm and !G = 36 nm. The pressure reported here (and

for the rest of the chapter) is the bulk pressure measured in a central region

of constant thickness equidistant from the converged walls. The result is

shown in Fig. 5.1.

The pressure drop in the curved regions is non-linear and becomes linear in

the �at portion of the channel, as shown in Fig. 5.1. The peak pressure in the
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5.1. Nucleation site

Figure 5.1.:E�ect of pump location on the pressure pro�le in a venturi. The dotted lines highlight

the bounds of the pump region.

pump is lower for the case of the pump in the converged region due to the

di�erence in the mass �ux.

By positioning the pump in the constricted region, the lowest pressure in the

channel is concentrated at the pump inlet. On the other hand, pumping in

the wide region creates a region of low pressure where bubble nucleation

could be favourable. This can be seen in the linear drop within the second

wide region, from 25 to 36 nm on the curve with blue markers. Based on

this analysis, the pump shall not to be located in a highly constricted region

within the converging-diverging domain.

The e�ect of geometrical features is evident from Fig. 5.2. Two geometries

were used to analyse the pressure variation due to a gentle expansion (dimple

geometry) and a sudden expansion (ori�ce). The upper wall is under a pressure

of ?ext = 50 MPa, which is higher by three orders of magnitude than the vapor

pressure (?v = 0.073 MPa) of =-pentane at 300 K. Therefore, no cavitation is

expected.
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5. Hydrodynamic cavitation

At the same imposed ¤<, a pressure di�erence Δ? of 25 MPa and 60 MPa

is obtained in the pump using the dimple and ori�ce, respectively. For the

dimple geometry, Fig. 5.2a, the pressure drop is steep in the �at regions and

very smooth and constant (Δ? = 0) in the dimple region. Using the ori�ce,

the pressure drop exhibits a gradual decrease in the �at regions and a sharp

drop occurs within and beyond the ori�ce (in between the dashed lines in

Fig. 5.2b) owing to the abrupt change in geomtry.

(a) (b)

Figure 5.2.:Converging-Diverging geometry implementation and the corresponding virial pres-

sure in molecular domains with a. surface dimple and b. ori�ce. The dottend and dashed lines

indicate the pump and the geometrical discontinuity bounds, respectively.

To avoid the computational expense and tedium of iterating through nu-

merous geometry permutations to �nd a con�guration where cavitation

nucleates outside the pump, a solver based on continuum �uid mechanics

can be employed for optimizing the wall geometry.

5.1.1. Continuum solution

The calclations were carried out with the continuum solver by Holey et al. [17].

The algorithm is based on a height-averaged two-dimensional solution to the

�ux function to obtain the densities of the conserved variables e.g. density

and momentum. The continuum solver uses a �nite volume discretization of

the domain and an explicit time integration scheme (MacCormack’s scheme
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[140]) to solve for the densities of the conserved variables. To directly relate

to molecular simulations, the timestep and the domain dimensions are in

the order of fs and nm. The timestep is adaptive based on the choice of the

Courant-Friedrichs-Lewy (CFL) number, here CFL=0.02. A low value was

chosen to ensure the stability of the solver and that the numerical solution

captures the dynamics of the system accurately at this length scale. The

domain was discretized into 100 grid points in the �ow direction.

The boundary conditions are speci�ed in terms of pressure (or equivalently

density) at the inlet and the outlet boundaries of the channel in the stream-

wise G-direction i.e. Dirichlet boundary conditions were used. The channel

is periodic in the span-wise ~-direction. The lower wall in the continuum

solver is assumed to be �at. This is to simplify the source term computation

[17]. To compare directly with atomistic simulations, MD domains were also

initialized with a lower �at wall, as shown in Fig. 5.3.

The compressibility of the �uid is accounted for through the equation of

state, where the pressure-density relation is encoded. To represent =-pentane

in the continuum solver, the cubic equation of state (see Fig. 3.2b) with a

realization of the Elrod-Adams approach was used. The Bayada and Chupin

EoS (Eq.(2.52)) was also used for comparison. The speed of sound in the

liquid 2; and vapor 2E are 1386 m/s [121] and 189 m/s [141], respectively. The

liquid and vapor densities at 300 K obtained from Fig. 3.5 were 625 kg/m3

and 2.19 kg/m3
, respectively.

5.1.2. Molecular & Continuum profiles

The molecular geometries were implemented into the continuum solver in

order to compare the continuum solution with the pressure-driven molecular

simulations. The molecular domain geometry was replicated only in the

pressure-driven region, i.e. the pump was omitted in the continuum calcula-

tions. The pump ?out and ?in are replaced here with the pressure values ?1
and ?2 at the boundaries of the continuum domain. This is shown in Fig. 5.3

for the pocket, dimple and ori�ce geometries.

Cavitation was controlled through the external pressure ?ext. For the non-

cavitating �ows, ?ext was set to 50 MPa while for cavitating �ows, ?ext
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was 5 MPa. In all the pressure-driven MD simulations (cavitating and non-

cavitating), the applied ¤< was set to 3.8 × 10−11 g/s, which is a low ¤< value

according to the slab geometry setup.

Figure 5.3.:Molecular dynamics and continuum pressure pro�les of non-cavitating �ow for the

a. pocket, b. dimple and c. ori�ce channels. d. to f MD pressure pro�les of the cavitating �ow

for the same geometries. The MD pressure pro�les are shown for the FC pump in molecular

dynamics simulations and pressure boundary conditions (?1 and ?2) in the continuum solver.

Note that the red highlighted region is the pump which is omitted in the continuum calculations.

The black solid lines on the geometries represent the corresponding 2-dimensional geometries

implemented in the continuum solver.

The continuum solution for pressure is almost identical to the virial pres-

sure computed from the pressure-driven �ow molecular simulations, Fig.5.3.

Conforming with Fig. 5.2, the largest pressure di�erence is obtained when

the ori�ce is employed (Fig. 5.3c). With the ori�ce geometry, the MD pres-

sure pro�le undergoes the lowest pressure excursion within and beyond the

constriction.

Roughly, cavitation occurs when the liquid pressure drops below ?v − 2W/'.

One common feature in the plots in Fig. 5.3d and e, is the monotonous drop

in pressure. The pressure drops to negative values and recovers in the pump

(omitted). For the pocket and dimple geometries, there was no distinct bubble

rather an ensemble of bubbles with small radii and a short lifetimes. This
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is similar to “bubbly �ows” [92]. For the ori�ce geometry, a large bubble

nucleated at a distance of ∼ 14 nm beyond the constriction (at the dip in

pressure in Fig. 5.3f). The bubble extended to the pump region and did not

collapse or migrate in the channel. The results indicate that these geometries

were not successful in shifting the cavitation nucleation site away from the

pump.

The continuum calculations for cavitating �ows are not shown here as the

exact pressure ?2 is unknown. One can use the negative pressures obtained

from MD, however, that can result in ambiguous densities according to the

EoS. Since MD and continuum agreee to a great extent in non-cavitating

�ows, we can rely solely on the continuum solver for tuning the geomtry to

aid cavitation outside the pump in the molecular domain.

5.1.3. Sensitivity analysis

Channel geometry optimization was achieved with the continuum solver.

In this study, a mineral oil represented by the Dowson-Higginson EoS was

used instead of =-pentane due to improved numerical stability especially near

the abrupt geometrical changes. The EoS coe�cients for Eq.(2.50) used were

?c = 61 KPa, �1 = 2.22 × 1010 and �2 = 1.66. The coe�cients were chosen

according to the values used by Sahlin et al. [113] to �t to the compressibility

data of a mineral oil except for�1 which was chosen to be 1 order of magnitude

larger to model an incompressible �uid. This was to ensure convergence and

avoid reduce pressure oscillations near the geometrical discontinuities.

For a systematic study of the e�ect of geometrical features on the pressure pro-

�le, a senstivity analysis can be performed by changing four main parameters

of the channel geometry. These are:

• Diverging-converging gap height ratio �/3

• Narrow region inlet angle U

• Narrow region outlet angle V

• Narrow region length (or throat length) ;t

Since the aim of the study is to investigate the in�uence of the geometrical

parameters on the �uid pressure, the inlet and outlet pressure where chosen
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to be 80 and 25 MPa, repectively, which are much higher than that of ?v. In

other words, the liquid did not cavitate in any of these calculations.

The results shown in Fig. 5.4 demonstrate how the liquid pressure develops

as it exits the pump and �ows in a wide-narrow-wide channel. Therefore,

the venturi geometries shown in the �gure would be entirely in the pressure-

driven region in the molecular domain. The range of �/3 investigated was

from 2 to 6, while ;t ranged from 6 to 30 nm. The inlet U and outlet angles

V were varied from 7
◦

to 90
◦
. The sharp change in the geometry results in

numerical instabilities. As a consequence, large pressure oscillations occured

at V = 90
◦

and was replaced with V = 60
◦
.

The pressure pro�les in Fig. 5.4 show a change of the pressure gradient slope

from a slight drop in the wide regions to the steeper drop in the narrow

region. It can be deducted that a pressure drop in the wide region can be

maximized by increasing the �/3 ratio (Fig. 5.4a), increasing V (Fig. 5.4b) and

decreasing U (Fig. 5.4c). The last two parameters have a slight in�uence on

the pressure pro�le compared to the �/3 parameter.

The throat length has a minimal impact on the pressure drop, but it does

in�uence the slope of the pressure gradient. Li et al. [142] obtained similar

�ndings using computational �uid dynamics calculations concluding that

�/3 and V have the greatest in�uence on the �uid pressure variation in a

venturi.

The results from the continuum calculations act as design guidelines for

the molecular RVEs to aid in a larger pressure drop at the wide region and

consequently lead to cavitation nucleation.

5.1.4. Geometry for cavitation in MD

From the continuum analysis, the MD channel was modi�ed to implement

a large �/3 for the �uid when exiting the restriction. The MD geometry

combined an ori�ce followed by a region of expansion, which is susceptible

to cavitation. The corresponding pro�les are shown in Fig. 5.5.

The applied ?ext was 5 MPa and a constant current was applied in the whole

region before the constriction i.e. the FC pump length was 0.49!G . In Fig. 5.5,

the pressure drop in the wide region from the sudden expansion is similar

in shape to the pro�le obtained from the continuum calculations, Fig.5.4a.
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(a) (b)

(c) (d)

Figure 5.4.: Sensitivity analysis with the continuum solver by changing a. the diverg-

ing/converging gap height ratio, b. the outlet angle, c. the inlet angle and d. the throat

length of the narrow region. The arrows point to the desired design guideline to achieve a larger

pressure drop, therefore facilitating cavitation nucleation.

The �ow remained laminar in the whole channel, Reynolds number < 1. The

cavitation index  reached its lowest value after the �ow constriction, where

the G-component of velocity drops at the expansion. All of these simulations

resulted in cavitation nucleation taking place outside the pump, beyond the

constriction, but in varying ways.

For the nozzle and dimple geometries, the bubbles had small radii and a short

lifetimes. This is again similar to Fig. 5.3d and Fig. 5.3e i.e. bubbly �ows.
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(a) (b) (c)

Figure 5.5.:MD con�gurations with cavitation outside the pump. Cyan surfaces represent the

resulting surface mesh for the �uid highlighting the cavities. Vertical dotted lines highlight the

pump boundaries and horizontal dashed-dotted lines are at ? = ?v

However, for the nozzle with the extended wide region, Fig. 5.5c, the bubble

nucleation is reminiscent of a “traveling bubble cavitation”. In Ref. [92], this

is de�ned as an isolated cavitation that grows from cavity nuclei and moves

along the free stream.

The bubble in Fig. 5.5c travels from its nucleation location, as it is pushed by

the upstream jet from the constriction, to the pump inlet where the pressure

recovers (higher pressure zone) and collapses there.

5.2. Cavitation Dynamics

The nucleation and collapse of the bubble in Fig. 5.5c can be monitored and

compared to the hydrodynamic Rayligh-Plesset (RP) equation. Eq. (2.45)

rather than the full form Eq. (2.46) was used since there is no dissolved air or

contaminant gas in the bubble i.e. only ?v − ?l pushes the bubble boundary

to grow. Additionally, the viscosity e�ects are discarded in this analysis.

The nucleation-collapse occurs multiple times during the course of the sim-

ulation. Each nucleation event is accompanied with a hydrodynamic lift as

the bubble pushes the walls counteracting the applied ?ext. This is shown in

Fig. 5.6 where a bubble growth (inset) results in hydrodynamic lifting.
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Figure 5.6.:Channel average (narrow and wide) gap height. Inset: bubble radius monitored in

the timeframe highlighted on the gap height pro�le.

To understand the dynamics of a single nucleation-collapse event, the RP

equation can be solved with the initial bubble radius and interface velocity

('0, ¤'0) as the boundary conditions. The pressure ?∞ is not known a priori.

Assuming that pressure in the liquid away is the same as the applied hydro-

static pressure ?∞ = ?ext, results in a strong deviation of the MD data from

the hydrodynamic RP prediction.

To clarify, consider a small bubble initial nucleus radius '0 = 0.1Å with an

initial velocity of ¤'0 = 0.05 Å/fs within =-pentane (liquid-vapour surface

tension W = 12.5mN/m at 300 K). The choice of ¤'0 is simply to match the

MD data slope 3'/3C during nucleation. Using ?∞ = ?ext = 5 MPa, the RP

equation predicts that the bubble does not grow i.e. the vapour phase is not

stable.

Reducing ?∞ by 2 orders of magnitude (from 5 MPa to 0.0736 MPa) such that

?∞ − ?v = 560 Pa, the lifetime of the bubble matches the MD data, as shown

in Fig. 5.7. The RP overestimates the critical radius, the radius after which the

bubble starts collapsing. Moreover, the RP estimates that the bubble will start

collapsing once the critical radius is reached. On the other hand in molecular

simulations, the bubble radius remains constant the majority of its lifetime.
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Figure 5.7.:Bubble radius from MD in comparison with the ODE solution to the Rayleigh-Plesset

with the boundary conditions ('0, ¤'0).

The cavity accelerates near collapse. In Fig. 5.7, the initial and �nal velocities

were omitted in order to visually inspect the change in velocity without

these extremes. The nucleation and collapse slopes are identical, thus ¤'0 =
¤'collapse = 5000 m/s. Experimental measurements of ¤' for micrometer-sized

bubbles in water at room temperature ranged from 1200 to 1600 m/s [143].

Ignoring the liquid-vapour surface tension does not a�ect the RP model sig-

ni�cantly. This �nding agrees with Refs [29, 116]. Including 2W/', elongates

the bubble lifetime slightly. This is expected since the surface tension term

accelerates the motion of the bubble.

The larger the applied ¤<, the larger the pressure drop at the expansion and

the more frequent cavitation occurs. Fig. 5.8a shows that increasing ¤< by a

factor of 2 increases the maximum bubble radius from ∼ 20Å to ∼ 30Å and

decreases the bubble lifetime. The RP solutions were obtained as previously,

by assuming '0 = 0.1 Å, �tting '0 to the collapse slope and adjusting ?l to �t

the cavity lifetime from MD data. The nanobubble nucleation and collapse

is still comparable to the hydrodynamic description although the bubble is

cylindrical. The RP always predicts a larger cavity radius.
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(a) (b)

Figure 5.8.: Bubble radius change with a. mass �ow rate at 300 K and b. temperature at 1.0 ¤<.

The solid black lines in a. are obtained from the Rayleigh-Plesset solution by choosing '0 = 0.1Å,

�tting ¤'0 to the nucleation slope and choosing ?; that matches the bubble lifetime.

A decrease in the liquid temperature from 300 to 200 K prolongs the lifetime

of the cavity by ∼ 2.9 ns, as seen in Fig. 5.8b. A similar observation was

also reported by Lugli et al. [117] for water systems. Although, they started

from a spherical cavity collapse in equilibrium. By reducing temperature,

the bubble takes longer time to grow and its nucleation and collapse become

highly asymmetric. Beyond the critical temperature () >∼ 470 K), no cavity

nucleation takes place rather single phase supercritical �uid �ow.
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6. Discussion

The aim of this chapter is to present a discussion on the results obtained from

the pump method, how the method can be adapted to other �ow scenarios

and other �uids. Additionally, the possible limitations are highlighted. The

hydrodynamic cavitation results are revisited and further explained in the

context of the juxtaposition of the microscopic and macroscopic descriptions

of cavitation in addition to the evolution of bubbles from atomistic simulations

and hydrodynamic formulation. Finally, a brief overview of how the molecular

simulations can be integrated within an MD-continuum coupling scheme is

provided.

6.1. Evaluation of the pumpmethod

The main motivation for using the pump method is to induce a pressure-

driven �uid �ow in periodic molecular domains with slab geometries, as well

as any arbitrary geometry. The interest in slab geometry stems from the

fact that a single molecular RVE is to model a macroscopic asperity without

the need for an explicit speci�cation of the geometrical features rather the

pressure variation about it.

In the pump region, a perturbation is applied, the �uid gets perturbed and

in the pressure-driven region, it undergoes constraint-free dynamics. Fluid

compression-expansion can be seen in Fig. 4.3a to c, where an increase in the

hydrostatic pressure (and bulk density) at the pump outlet leads to a drop in

the stream velocity. This is equivalent to a �uid �ow through a channel with

varying gap height.

Molecular models do not need an explicit imposition of mass and momentum

balance in the domain. At steady state, the mass �ux along the �ow direction

9G converges to a constant value. Mass conservation is realised such that the
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increase in density in the pump (Fig. 4.3b) is balanced by the drop in velocity

(Fig. 4.3c).

As the imposed pressure gradient (or mass �ux) is ramped up, ¤W increases

and the �uid becomes more compressible. This results in a non-isothermal

�ow even when an appropriate thermostating strategy is used (see Fig.4.8a).

The stability of the method is demonstrated in Fig. 4.5, where the applied

force converges rapidly even at high Δ? . The large �uctuations in the friction

term �wall originate from the thermal �uctuations in the pairwise forces

between the solid and the �uid in the pump. These �uctuations dominate the

�uctuations in the total pump force, however they do not a�ect the average

imposed force.

The pump method is superior to the conventional methods of imposing

a constant force on all atoms for a crucial reason. Although the gravity-

fed method induces �uid �ow in con�ned channels, the �uid is not driven

by a pressure gradient rather a constant force. Therefore, the �uid is con-

stantly under a perturbation that biases the dynamics and limits the study of

transport properties and physical phenomena. The pump method is robust,

computationally-inexpensive and converges faster than particle insertion-

deletion methods.

The pump supports a large range of shear rates. For =-pentane, this was from

10
8

to 10
11 B−1. Beyond the upper limit, the �uid reaches its tensile strength

and cavitates. Below the lower limit, the pump �eld becomes indistiguishable

from the thermal motion. Lower shear rates are accessible by increasing the

system size or longer sampling time. Although the shear rates used in simula-

tions are considered high relative to experiments, they are comparable to the

actual shear rates encountered in high performance lubrication applications

[144].

6.1.1. Force or Current field

A pivotal advantage of the method is the interoperability, where the non-

equilibrium ensemble the thermodynamic �ux (# ,+ ,) ,� ) or the thermody-

namic force (# ,+ ,) ,� ) are the state variables. The latter approach has been

employed extensively in literature [59–62]. If the target is to perform a sim-

ulation at a certain
m?

mG
, the FF provides a straightforward implementation

where only the pressure di�erence Δ? is the required input for the speci�c
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domain length. However, there are three main scenarios where a pump based

on imposing a force falls short.

First, when the separation of forces in cartesian coordinates is not possible,

for non pairwise-potentials e.g. many body potentials [145]. Consider solid

walls described with an embedded atom model (EAM) potential [146], the

evaluation of the friction term (58:,G in Eq. (4.4)) becomes complicated. The

current implementation of the FF pump allows only pairwise interaction

between the �uid and wall atoms. However, the FC pump does not su�er

from such limitation thus allows a more accurate representation of the walls

and hence the wall-�uid interaction.

Second, when the pressure gradient is not known a priori. This is the case for

modelling systems in nature where the particle current through a nanotube

or a membrane [50] is known rather than the pressure gradient. Using the

current as the constraint is also useful in a multiscale modelling scheme,

where the mass �ux is thought of as the thermodynamic constraint imposed

from the continuum model in a recursive continuum-atomistic scheme. This

will be further explained in the multiscale coupling algorithm, Sec. 6.3.

The FF pump formulation includes the gap height in the �p term, which

limits its application to �at channels. In converging-diverging geometries,

the measured Δ? di�ers substantially from the imposed values. The FC pump

is independent of geometry and can be applied in an irregular portion (rough

surface) in the domain. The steady state mass �ow rate will converge to the

imposed value.

Moreover, the FC method reaches steady state faster than FF. The time it

takes to reach a converged mass �ux is much shorter than the time needed to

reach a converged pump force at the same pressure gradient in the channel

(see Fig. 6.1). However, for long enough simulation time, this does not present

a hurdle.

6.1.2. Surface wetting

Tuning the wall-�uid interaction strength can model the surface hydropho-

bicity (or �uid wettability). This can be useful to mimic lubrication on coated

surfaces e.g. hydrophobic diamond-like carbon [147] or liquids con�ned in

nanoporous medium [148]. As the surface becomes more hydrophobic, the

�uid dynamics become more di�usive near the walls thus increasing the slip
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Figure 6.1.:Mass �ux time series for the �xed force and �xed current variants of the pump.

length. Slip could be due to the formation of a gaseous layer from shearing

against the walls [72].

For hydrophilic surfaces, wall-induced ordering is remarkable and manifests

in the formation of �uid monolayers, Fig. 4.6. Layering is prominent in tem-

perature and pressure pro�les along the gap height, Fig. 4.9. For gap heights

larger than 5 molecular diameters, the transport properties are weakly depen-

dent on the wall-�uid interaction strength because transport is dominated by

the bulk behavior.

Ordering is expected to diminish with increasing temperature and can be

enhanced with commensurable �uid and wall densities [13] since more �uid

atoms can �t themselves between the solid. Mismatch between the wall

lattice constant and the nearest neighbor in the adjacent �uid layer can also

facilitate ordering [74].

At a certain distance from the walls, the wall-�uid interaction plays a minor

role in the properties of the �uid. If the thermodynamics quantities are

averaged on scales larger than the mean free path (van der Waals radius f of

the �uid), the oscillations’ e�ect diminish and we recover the macroscopic

picture of a constant viscosity and shear stress as well as a perfectly parabolic

Poiseuille velocity pro�le.
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6.1.3. The lubricant molecule

The atomic force (or acceleration) in the pump is independent of the size and

the charge of the lubricant molecule. The applied perturbation is derived

from mass and momentum conservation equations which hold at any length

scale.

For charged molecules, the electrostatic long range forces are handled with

the Ewald sum or particle-particle particle-mesh (PPPM) method [149]. These

interactions are added to the force �eld potential of all �uid atoms in the

domain. Therefore, the relative force, �pump, between the pumped and free

atoms is not a�ected. App. C demonstrates the functionality and equivalence

of the FF and FC pump variants on the lubricant molecule, squalane.

Modelling of �uid mixtures can give an insight on the chemical activity of

lubricants. The lubricant’s physical and chemical properties can be controlled

by tuning the chemical composition of the base oil [150]. This approach

allows for a more comprehensive investigation of the properties of lubricants

and their performance in various applications. modelling mixtures allows,

for instance, determining the e�ect of additives on the viscosity index of a

lubricant or on the load bearing capacity of the lubricant �lm. The pump

�eld can be applied not only on a pure �uid but also on a �uid mixture, see

App. C.

6.2. Cavitation

The small length and time scales involved in the bubble collapse render molec-

ular dynamics well-suited for investigating cavitation. Advanced continuum

models which use homogenized equations of state are yet simpli�cations

of the complex phase transition and thermodynamic changes in the �uid.

Moreover, the macroscopic hydrodynamic theory incorporate approximations

that could be valid for a macroscopic �ow but fall short to cover the highly

�uctuating nature of vapour bubbles.

The mechanical and thermodynamical drive for cavitation growth is the

pressure di�erence ?v − ?l. Hence, a low ?ext shifts the pressure pro�le below

the vapour pressure (Fig. 5.3), allowing the liquid to reach its tensile strength
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and cavitate. This leaves us still with the nucleation site problem, where the

shifted pressure pro�le minimum is yet at the pump inlet.

Counterintuitively, using the pump in a converging-diverging channel does

not necessarily imply cavitation will occur outside the perturbed region. With

the con�gurations in Fig. 5.3, the pressure either drops monotonously or do

not drop below ?v at the expansion rather close to the pump inlet. This could

be remedied by adjusting the geometry as evident from the channels with the

large �/3 ratios. However, as interpreted from Fig. 5.5, this provides a partial

solution. Although, the cavitation nucleation was successfully shifted, the

bubble still migrates to the pump, therefore, tainting the collapse dynamics.

This could manifest in arti�cial collapse pro�les. The steep collapses at lower

temperatures (Fig. 5.8b) could be an example of the cavity dynamics being

a�ected by the pump perturbation �eld. For evaluating the cavity dynamics

correctly through its entire lifetime, the collapse should also take place outside

the pump. Moreover, the dynamics studied so far in Sec. 5.2 involved only a

single cavity among many that nucleated and collapsed in a simualtion run.

For improved statistical representation, multiple nucleation/collapse curves

should be averaged for several cavities.

For nucleation and collapse to occur outside the pump, the �uid pressure

has to recover before entering the pump. This can be possible by attaching a

wide region before the pump inlet in Fig. 5.5c. The quasi-constant pressure

in Fig. 5.5 at the abrupt expansion (outlet angle V = 90
◦
) can be attributed to

back�ow e�ects due to losses from the sudden expansion.

Two main improvements to the current MD model are applying the ther-

mostat on the walls while the �uid undergoes constraint-free dynamics and

using a larger cuto� radius or adding long range corrections for the LJ in-

teractions. Applying the thermostat on the �uid could dampen the bubble

dynamics and reduce its velocity as it migrates in the channel. Therefore, to

capture the bubble dynamics without thermostated equation of motion, the

thermostat is to be applied on the walls. Thermostating only the walls has

been demonstrated, for �ows for slab channels, to be the correct strategy.

The LJ cuto� radius plays a signi�cant role in the liquid-vapour interface sim-

ulations at equilibrium, Sec. 3.4. In the liquid-vapour equilibrium simulations

A2 was 24Å while in NEMD simulations, A2 = 10Å. A small cuto� radius

underestimates the surface tension at the bubble as force truncation e�ects

adversly a�ect the interfacial properties. Hydrodynamic bubbles would show
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a similar behaviour. A larger LJ cuto� radius would increase the bubble

surface tension and promote bubble growth.

Relation to the hydrodynamic formulation

The Rayleigh-Plesset equation in its simpli�ed form used here, assumes

certain idealized conditions, such as spherical symmetry, uniform pressure

and temperature. In contrast, MD simulations take into account the complex

interactions between individual atoms, which lead to deviations from the

idealized behaviour. These deviations can lead to di�erences in the predicted

bubble radius compared to the results obtained from MD simulations.

A fundamental di�erence between the molecular simulations presented here

and the hydrodynamic equations is the shape of the cavity. Macroscopi-

cally, the void is perfectly spherical. As shown in liquid-vapour equilibrium

simulations (Fig. 3.8) and nonequilibrium simulations (Fig. 5.5c) the bubble

shape can di�er based on the simulation domain dimensions and boundary

conditions. For periodic systems in the stream-wise and span-wise directions,

a cylindrical void is more likely to form in domains of high aspect ratio while

a spherical void is expected to nucleate in domains of low apsect ratio. This

can be related to which state has the lowest free energy [151]. To relate the

Rayleigh-Plesset or Young-Laplace equations to MD, a simulation box of low

apect ratio is favourable. Nonetheless, due to the thermal atomic �uctuations,

the bubbles are never perfect spheres or cylinders. The bubble growth in

Fig. 5.7 from MD shows a constant bubble size between the nucleation and

collapse events. This could also be a consequence of the gemoetrical boundary

conditions as well as the �nite size of the domain.

One di�culty in evaluating the bubble radius, is that the cavity surface is

highly irregular. The bubble does not remain as a sphere or a cylinder due to

thermal atomic �uctuations. Therefore, the MD data provide only an estimate

of the bubble radius. More sophisticated tools [152] can be used for a more

precise characterization of the bubble.

The RP solution was obtained without accounting for the �uid viscosity,

which inhibits the bubble dynamics. The RP predicted radius deviation from

MD can be also attributed to the fact the RP exaggerates the inertia ¤'2 term.

This is rooted in the assumption of bubble growth in an in�nite symmetric
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liquid �eld. The assumption of a constant temperature and vapour pressure

of the bubble surface might not be valid on the molecular scale.

6.3. Multiscale framework

For a large range of pressure gradients and for a con�nement down to 6

molecular diameters, the hydrodynamic equations are still valid. This is par-

ticularly evident from the parabolic �ts to the MD velocity pro�les, Fig. 4.3d.

This implies the Navier-Stokes solution validity in nano-con�ned �ows. For

extremely con�ned �uids (2 − 3 atomic layers), the velocity and temperature

pro�les deviate from the hydrodynamic predictions, see Fig. 4.10a. The main

reason for such deviation is the density oscillations owing to layering. At this

level of con�nement, there is a rapid variation in the strain rate, Fig. 4.7, that

induces a high nonlocality in the transport properties. At high con�nement,

the Navier-Stokes equations are no longer applicable.

The ultimate goal of the current work is to solve lubrication problems by

relying on the mass and momentum conservation equations rather than

constitutive relations which may not hold for highly con�ned �uids. The

algorithm should exploit the low computational cost of the continuum numer-

ical algorithm in conjunction with the molecular precision. The continuum

�ow model is well-suited for regions of low con�nement while in highly

con�ned regions, we revert to the molecular resolution.

Therefore, the pump method presented here is in fact an approach to impose

thermodynamic boundary conditions (e.g. ¤<G or 9G ) passed on from the macro

scale. The continuum-�uid solver provided by Holey et al. [17] is a suitable

candidate as the macroscopic solution is agnostic of the constitutive lubricant

bahaviour and is rather formulated in terms of the densities of conseved

variables.

The solver computes the densities of conserved variables from the divergence

of the �ux functions as follows [17],

m

mC

(
d

®9

)
= −∇ ·

(
®9

1

d
( ®9 ⊗ ®9) + f

)
(6.1)

where ®9 is the mass �ux vector and f is the stress tensor (Eq. (A.5)). The

�rst row denotes mass conservation while the second row denote the linear
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momentum conservation. The algorithm is described brie�y in Algorithm

1.

Algorithm 1 Multiscale recursive scheme

1: Initial training data for the GPR model

2: while A ≤ N do
3: Get the macroscopic solution for f at a selected ®9
4: while var(f) > n do
5: Perform NEMD simulation at 9G and acquire the corresponding f

6: Use the NEMD f to correct for ®9 in the continuum scale

7: Perform GPR analysis on the new f

8: end while
9: Advance the macroscopic solver C + ΔC and A + ΔA

10: end while

with GPR: Gaussian process regression, N : domain size, n : uncertainty thresh-

old, C : time, A : position.

For the initial GPR training data, NEMD simulations are performed in ar-

bitrary locations in the domain and the corresponding f is computed. At

the macroscale, we obtain the solution for the stresses from Eq. (6.1) at a

certain mass �ux. The interpolation could be performed by Gaussian process

regression (GPR) similar to Ref. [19]. The NEMD simulations are performed

using the pump by setting 9G as the boundary condition.

A crucial aspect of this scheme is that modelling of atomistic e�ects such as

slip, layering, cavitation, nonlocal viscosities and stresses is not be required

in the macroscopic description. Only the coupling parameters, the mass �ux

and the stress tensor, need to be speci�ed.
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7.1. Conclusions

In this study, non-equilibrium molecular dynamics simulations were em-

ployed to capture the details of a �uid lubricant �ow in nanocon�ned channels.

The procedures followed and methods developed are transferable to various

�ow conditions and a wide range of materials. The presented method of intro-

ducing pressure gradients in periodic molecular domains, the “pump” method,

could be a crucial tool to impose thermodynamic constraints passed on from

the continuum scale. Thus, facilitating scale coupling and development of

multiscale solutions to lubrication problems.

The method applies the fundamental conservation of linear momentum to

generate pressure gradients in molecular representative volume elements.

It is less computationally demanding relative to particle insertion-deletion

algorithms and since the applied perturbation �eld is con�ned to a local

region, the method allows investigating the �uid transport, physical and

chemical changes purely from Newtonian dynamics.

To achieve a pressure-driven �ow, the pump allows imposing either a constant

force (the pressure gradient is the independent variable) or current (the mass

�ux is the independent variable). The former was dicussed in literature while

the latter was not previously introduced in their context. The �xed current

variant is agnostic of the interatomic potential and the channel geometry. Fast

convergence as well as relevance to natural phenomena where the particle

�ux is measurable, grant the �xed current approach an advantage over the

�xed force approach. With the pump, a range of 3 orders of magnitude of

shear rate, from 10
8

to 10
11 B−1 was possible. Fluid compressibility, wetting

and layering near the boundaries do not a�ect the method’s functionality.

Atomistic simulations agree with the Navier-Stokes solutions down to a few

molecular diameters. As the �ow gets more con�ned, deviations from the
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hydrodynamic solution occur as molecular e�ects of layering dominate. Fluid

layering leads to a disparity in the transport properties along the gap height.

Thermostating the wall/�uid system should be imposed only on the walls

with a stochastic algorithm to allow evaluating the correct �uid temperature

and capture the unbiased �uid dynamics.

Applying the pump in converging-diverging channels permits the study of

hydrodynamic cavitation. The voids or bubbles and their migration paths

could be directly visualized from the atomic trajectories. A systematic investi-

gation on the optimal channel geometry to control the cavitation nucleation

site was conducted with the continuum-�uid solution. The gap height ratio

�/3 was found to be the most crucial parameter to aid the pressure drop at

the diverging portion of the channel. The cavity’s lifetime was monitored and

evaluated through measuring the radius and interfacial velocity. The hydro-

dynamic Rayleigh-Plesset equation overestimates the radius compared to the

atomistic calculations. Reducing the mass �ux and increasing the temperature

have adverse e�ects on the radius and the lifetime of the cavity.

7.2. Outlook

This work has focused on the physical properties of the �uid lubricant, without

attention to the chemical properties including oxidation, solvency and other

chemical changes to the lubricant. Deformation of the solid walls including

corrosion and wear were also not considered. These factors are crucial to a

complete modeling of the boundary lubrication regime.

The bubble dynamics in the collapse phase should be inspected in the free dy-

namics region. This will allow a more precise characterization of the bubbles

for instance by measuring the energy released during collapse, a quantity that

is not considered in the Rayleigh-Plesset equation. Many industrial processes

rely on mixtures, such as emulsions, suspensions, and slurries, which are

often subject to cavitation. Understanding the behavior of cavitation in these

mixtures can help optimize industrial processes and prevent damage to equip-

ment. Finally, realizing the MD-continuum recursive scheme could open

prespectives for on-the-�y modelling of complex systems, such as natural

(synovial �uid) and industrial lubricants (lubricant oils), from a continuum

prespective while preserving their atomistic nature.
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A. Reynolds transport theorem

By formulating a control volume analysis for any arbitrary region in the

�uid �ow, the �ow conditions away from such volume becomes irrelevant.

Reynolds transport theorem converts from system to control volume analysis

[153, 154].

Consider a quantity � with its intensive value V = 3�/3<, where< is mass.

Reynolds transport theorem states that the rate of change of � within the

system is equal to the rate of change of V within the control volume volume

+ in addition to the net �ow of V from/to the control volume surfaces with

area �. This can be written as

d�

dC
=

d

dC

( ∫
+

Vd d+

)
+

∫
out

Vd®E d� −
∫

in

Vd®E d� (A.1)

where in and out refer to the inlet and outlet of the control volume opposite

surfaces. ®E is the velocity vector relative to an inertial coordinate system and d

is the �uid density. The �rst term can be neglected for a �xed control volume,

d+
dC

is zero. It can also be neglected when the �ow is steady, i.e. neither V nor

d change with time. If we consider the quantity in question to be the mass,

i.e. V = 1, we get,

d<

dC
=

∫
out

d®E d� −
∫

in

d®E d� (A.2)

which is the mass conservation or continuity equation. For linear momentum

balance, the quantities � and V become <®E and ®E , respectively. At steady

state, Reynolds transport theorem reads,

d(<®E)
dC

=
∑
®� =

∫
out

d®E2 d� −
∫

in

d®E2 d� (A.3)

Reducing to one-dimensional analysis in the stream-wise G-direction,∑
�G =

∫
out

dD2 d~ dI −
∫

in

dD2 d~ dI (A.4)
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where D is the velocity component in the G-direction. This relation summa-

rizes that the net force on any arbitrary region along the stream is equal to

the net momentum �ow.

Now, we focus on the left hand side of Eq. (A.4). The force �G is the sum

of body and surface forces. A body force acts in the form of a �eld such as

gravity, electric or magnetic �elds. In the current context, they are ignored.

The surface forces arise from stresses on the sides of the control surface

namely the hydrostatic pressure ? and viscous stresses g ,

f =


−? + gGG gG~ gGI
g~G −? + g~~ g~I
gIG gI~ −? + gII

 (A.5)

The G-component of the total force, ignoring the body forces, acting on an

arbitrary element is written as∑
�G =

∫ [
mfGG

mG
+
mfG~

m~
+ mfGI

mI

]
d+

=

∫ [
− m?
mG
+ mgGG

mG
+
mgG~

m~
+ mgGI

mI

]
d+

(A.6)

By equating Eq. (A.6) and Eq. (A.4), we get,∫ [
− m?
mG
+ mgGG
mG
+
mgG~

m~
+ mgGI
mI

]
d+ =

∫
out

dD2 d~ dI −
∫

in

dD2 d~ dI (A.7)

If an external force �ext is applied along the G-direction,

�ext =<0ext =

∫ [
m?

mG
− mgGG
mG
−
mgG~

m~
− mgGI
mI

]
d++

∫
out

dD2 d~ dI−
∫

in

dD2 d~ dI

(A.8)

where 0ext is the acceleration inside the control volume.

Eq. (A.8) describes the force balance in the control volume, refered to here

as the “pump”. Hence, serving as the starting point for the pump method

variants, where the external perturbation is in the form of a �xed force or a

�xed current.
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In this section, the aim is to answer three main questions: why is there a

temperature gradient along the stream?, what is the optimal thermostating

strategy for nanocon�ned �ows? and how does thermostating a�ect the

dynamical processes and transport?

To proceed with the �rst question, the temperature gradient along the length

in Fig. 4.8 suggests that the �uid �ow deviates from an isothermal �ow. Al-

though the pressure pro�le is independent of the thermostat, (even for a highly

compresible �uid as shown in Fig. B.1), the justi�cation of the temperature

gradient depends on the thermostat in consideration.

Figure B.1.:Virial pressure pro�le using di�erent thermostats for the compressible �uid (Δ? =

500 MPa) with the FF pump.

First, for the TF system (Fig. 4.8d), the gradient is due to the Nosé-Hoover

thermostat’s global control of the temperature. As Δ) in the pump is +60 K,

the thermostat compensates by dropping the temperature in the pressure-

driven region by −60 K. The thermostat does this to achieve an average
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temperature of 300 K, which is the time-averaged temperature of the whole

�uid and is independent of the shear rate. Therefore, in this case the gradient

is an artifact of the thermostat.

For the deterministic TW systems (Fig. 4.8b and Fig. 4.9c), the temperature

gradient in the �uid is induced by the temperature gradient in the wall.

Although the thermostats are applied only on the walls, they still act based

on the global feedback of all atoms in the wall. The temperature in the solid

rises in the pump region by 15 K and 25 K using the Berendsen and the

Nosé-Hoover thermostats, respectively. It then drops by the same amount

in the pressure-driven region. Similar to the TF system, the time-averaged

temperature of the whole solid wall is kept at the desired temperature and

is independent of the shear rate. Consequently, the gradient in the solid

temperature is again due to the thermostat acting globally, however, the

gradient in the �uid could be a result of the gradient in the solid.

For the TW-LGV system (Fig. 4.8a), the Langevin thermostat controls the

temperature perfectly in the solid due to the stochastic forces acting locally.

The temperature gradient in the �uid persists even with the absence of a

gradient in the walls. This suggests that the temperature gradient is not an

artifact of the thermostat and is rather a physical phenomenon.

Figure B.2.: Variation of density and temperature in the pressure-driven region (outside the

pump) for the compressible �uid Δ? = 500 MPa with the FF pump.

102



B. Discussion on thermostats

To show how the �ow develops into non-isothermal at high shear rate, the

temperature and density are monitored in the pressure-driven region. As

seen in Fig. B.2a, the density values from the NEMD simulations collapse into

the same curve with the isothermal equation of state equilibrium simulations

(at T=300 K) and can be �t to the polytropic equations of the form [155]

%d−: = constant and %) (:/1−:) = constant (B.1)

where : is the polytropic index. For an isothermal �ow, : = 1 and for an

adiabatic reversible (isentropic) �ow, k becomes the adiabatic exponent W ,

which is the ratio of speci�c heats (2?/2E).

Although the polytropic equations assume that the �uid is an ideal gas, �tting

the polytropic function to the % − d and % −) data is still reasonable. Since

all thermostats give identical % − d data (Fig. B.2a), the exponent : was

computed as the �tting coe�cient to be ∼ -8. Therefore, the isothermal and

isentropic assumptions are not valid. The former is observed visually from

the change of pressure with temperature while the latter is explained through

heat removed/added by the thermostat from/to the �uid thus refuting the

adiabatic assumption and the presence of friction which is an irreversible

thermodynamic process.

To explain why the �uid �ow becomes non-isothermal, the internal energy

of the system increases as the �uid gets compressed, which in turn means a

larger kinetic energy and temperature. This is similar to the throttling (or

the Joule-Thomson) e�ect [156] but in a non-adiabatic condition, where the

�uid cools during expansion and warms up during compression as long as

the temperature is below the inversion temperature, the temperature above

which an expanding �uid at constant enthalpy warms up.

To answer the second and third questions, the discussion focuses �rst on the

TF system. Frozen or rigid walls pose a hurdle to study thermal transport

since simply there is no heat dissipation from the �uid to the walls i.e. the

�uid has in�nite thermal conductivity. In an experimental setup, viscous

heating of the �uid is transferred to the walls, which are in contact with the

external environment. Another issue is that the rate of heat removal by the

thermostat is larger than the rate of heat conduction across the �uid [144].

Moreover, the fact that the time-averged �uid temperature is independent of

the shear rate is unrealistic [85]. In general, thermostating only the �uid does

not generate the correct dynamics and consquently shows wrong temperature

pro�les [79, 84].

103



B. Discussion on thermostats

For the TF-NH thermostat, only the y-component of the equation of motion

was coupled to the heat bath. Switching o� the thermostat in the direction

in which non-conservative forces are applied is usually done to recover the

Galilean invariance [157]. However, such technique is not perfect since it

assumes certain symmetry in the thermostating directions [158]. For the

remaining part of the discussion, only the TW systems are considered.

From Fig. 4.8, it is evident that the Langevin thermostat is the most appropriate

thermostat since it keeps the solid temperature uniform and constant at the

desired temperature. However, the aim at this stage is to quantify how

thermostats a�ect the dynamics of the �uid in the con�ned channel.

All the TW thermostats satisfy the local thermodynamic equilibrium (LTE)

postulate. This is important since the kinetic temperature is equivalent to

the thermodynamic temperature only if LTE is satis�ed [79]. The probability

distribution function of the �uid peculiar velocity components was measured

in a 5Å × 5Å × 5Å central region in the con�ned �uid within slab walls box,

Fig. 4.2. The distribution follows the normal Boltzmann distribution with

close-to-zero skewness and kurtosis, see Fig. B.3. There is a slight deviation

between the distribution functions of each velocity component, however, the

statistics can be improved by sampling more regions in the �uid.

(a) (b) (c)

Figure B.3.: Thermal velocity distribution for the a. TW-LGV, b. TW-BE, c. TW-NH thermostats

at Δ? =500 MPa. The dashed lines represent the Maxwell-Boltzmann (MB) distribution �t to the

data.

Finally, for a complete analysis, if the discussion is to be limited to the TW-

LGV system, where shall the thermostat be applied in the walls? The con�gu-

ration used so far is by applying it to the innermost wall atomic layers, how-

ever, another setup used frequently [87, 159] is to separate the thermostated

wall region from the �uid with a few unthermostated solid layers sampling
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the microcanonical ensemble. This is usually done to minimize the thermostat

e�ects at the solid/liquid interface. To test this notion, the simulation box in

Fig. 4.2 was used. The outermost atoms are rigid, the middle are thermostated

and the innermost are vibrating freely within the microcanoncial ensemble.

A schematic of the direct-thermostating and bu�ered-thermostating setups

are shown in Fig. B.4.

(a)

(b) (c)

Figure B.4.: Langevin thermostat applied on wall atoms (TW-LGV) a. in contact with the �uid

and b. at a bu�er distance from the �uid. In the �rst case, the rest of the solid atoms are spatially

�xed and in the second case, the innermost atoms between the thermostated region and the

�uid is undergoing NVE dynamaics while the outermost atoms are spatially �xed. The pressure

di�erence was set to Δ? = 500 MPa in the FF pump. The temperature pro�les are plotted in c.
with the dotted lines showing the temperature jump Δ)8 from the walls to the �uid bulk and

dash-dot line representing the target temperature at the walls.

Since the wall temperature is kept at 300 K, there is a temperature jump from

the �uid to the wall, observed in Fig. B.4c. This is due to the thermal transport

across the interface between di�erent materials [89]. The temperature jump

is related to the temperature gradient in the �uid through the Kapitza length

!K [88],

Δ)8 = )�uid −)wall = !K

m)

m=

����
�uid

(B.2)

where
m)
m=

is the temperature gradient in the �uid with = as the normal to the

wall. The Kapitza length is similar in concept to the velocity slip length, it is

the extrapolated length in the wall at which the �uid temperature matches
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that of the wall. To compute the Kapitza length, a temperature gradient

has to be induced along the gap height. Simulations where a temperature

gradient along the height (similar to Ref. [89, 160, 161]) have to be performed

to measure the exact thermal resistance. However, the main concern here

is whether the heat �ow rate from the �uid to the walls is a�ected by the

thermostat position.

The heat �ow rate in the NEMD simulations was measured from the slope

of the energy dissipated by the thermostat with time ( ¤& = Δ�/ΔC ) [87, 162],

while the continuum ¤& was evaluated from Eq. (2.13). From Fig. B.5, it is

evident that thermostating the innermost or the middle solid layers does not

change the thermal conduction signi�cantly.

Figure B.5.: The heat �ow rate ¤& for the direct and bu�ered thermostats compared to the

continuum prediction.

The heat �ow rate (and therefore heat �ux) is slightly larger when the ther-

mostat is applied at a distance from the �uid. Barisik and Beskok [89] argued

that the temperature jump between the solid and �uid is a superposition of

the interfacial and an arti�cial thermal resistance. The e�ect of this arti�cial

thermal resistance can be minimized by positioning the thermostat on the

solid layers away from the liquid. Additionally, they found that the heat �ux

from arrangements a. and b. in Fig. B.4 are very similar. This agrees with the

�nidings here.
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In conclusion, as long as a stochastic thermostat with a proper damping

parameter is applied only on the walls, its position does not a�ect the �uid

transport signi�cantly and would ideally control the wall temperature and

capture the true �uid dynamics.
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C. Application to lubricants &
mixtures

To illustrate the transferability of the method to various chain lengths as well

as lubricant-size molecules, a long branched (iso) alkane is considered here.

Normal alkanes have no side chains while branched alkanes are derived from

the corresponding straight-chain by removing one of the H atoms from the

methylene bridge unit (CH2) and replacing it with alkyl group. The branched

alkane subject of this investigation is a higher alkane with = = 30, with

the name 2,6,10,15,19,23-hexamethyltetracosane according to the IUPAC
1

naming convention, also known as squalane.

Figure C.1.: The pump method applied on squalane. The applied Δ? = 500 MPa and ¤< =

4.07 × 10−19g/ns with the FF and FC variants, repectively. The applied ?ext = 250 MPa. The

shaded regions show the uncertainty in pressure.

1
International Union of Pure and Applied Chemistry
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C. Application to lubricants & mixtures

The force �eld for squalane is described with GROMOS-54A7 with a united-

atom representation. The long-range solver for computing the Coulombic

interactions is the particle-particle particle-mesh (PPPM) method [149] with

a relative error of 0.0001 in force evaluation. This value was shown to be

su�cient for force evaluation in squalane and other long chain molecules

[127]. To use PPPM in systems with slab geometry, the method proposed by

Yeh et al. [163] was employed. The non-bonded Lennard-Jones and bonded

interatomic parameters are listed in tables 3.1 and 3.2, respectively. Unlike

interactions were evaluated using the geometric mean mixing rules. The LJ

potential cuto� radius was 14Å and the potential was shifted to zero at the

cuto�.

Figure C.2.: Flow curve of pure =-pentane and a mixture of =-pentane and =-heptane. The solid

lines are power law �ts� ¤W=−1.

The pump was also applied on a mixture of =-pentane and =-heptane. The

composition of the mixture was 80% n-heptane and 20% n-pentane by vol-

ume. The shear rate ¤W reported here was obtained from the derivative of the

parabolic pro�les at I = 0,
mD
mI
|I=0. The �uid viscosity at the interface was

obtained from the constituitve relation fGI = [ ¤W . The �ow curve shows that

adding=-heptane acts as a viscosity modi�er to the pure=-pentane �uid. Both

�uids show shear thinning according to the power law Carreau model.
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