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Abstract. The proliferation of hybrid service agents—combinations of artificial intelligence 
(AI) and human employees behind a single interface—further blurs the line between 
humans and technology in online service encounters. While much of the current debate 
focuses on disclosing the nonhuman identity of AI-based technologies (e.g., chatbots), the 
question of whether to also disclose the involvement of human employees working behind 
the scenes has received little attention. We address this gap by examining how such a dis
closure affects customer interactions with a hybrid service agent consisting of an AI-based 
chatbot and human employees. Results from a randomized field experiment and a con
trolled online experiment show that disclosing human involvement before or during an 
interaction with the hybrid service agent leads customers to adopt a more human-oriented 
communication style. This effect is driven by impression management concerns that are 
activated when customers become aware of humans working in tandem with the chatbot. 
The more human-oriented communication style ultimately increases employee workload 
because fewer customer requests can be handled automatically by the chatbot and must be 
delegated to a human. These findings provide novel insights into how and why disclosing 
human involvement affects customer communication behavior, shed light on its negative 
consequences for employees working in tandem with a chatbot, and help managers under
stand the potential costs and benefits of providing transparency in customer–hybrid ser
vice agent interactions.
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1. Introduction
With the rapid proliferation of artificial intelligence (AI) 
in online service encounters, customers increasingly find 
themselves interacting with chatbots instead of human 
service employees (Schanke et al. 2021). However, 
despite advances in AI, chatbots frequently struggle with 
nonroutine questions and complex requests, causing 
frustration and poor customer experience (Schuetzler 
et al. 2021). To avoid these issues, firms have begun to 
employ hybrid service agents: combinations of AI agents 
(e.g., chatbots) and human agents (e.g., service employ
ees) that function as an integrated unit with a single 

interface to the customer (Rai et al. 2019, Schuetzler et al. 
2021).1 Their fundamental idea is to balance the com
plementary strengths and weaknesses of artificial and 
human intelligence by combining them such that com
mon questions and requests are handled by AI, whereas 
the rest are delegated to a human (De Keyser et al. 2019).

Although hybrid service agents offer several advan
tages over service channels operated by either humans 
(e.g., live chat) or AI alone (e.g., chatbots), they further 
blur the line between humans and technology in online 
service encounters. Customers already struggle to deter
mine whether they are interacting with a human or a 
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chatbot (Mozafari et al. 2022); this is likely to be exacer
bated in interactions with hybrid service agents, which 
may involve a chatbot, a human employee, or both 
(Grimes et al. 2021). Not only does this cause confusion 
and annoyance to customers, but it has also become a 
serious concern for firms. Recent policy initiatives aiming 
to protect customers from counterfeit service encounters, 
such as California’s “BOT bill” (State of California 2018) 
and the European “Ethics Guidelines for Trustworthy 
AI” (AI HLEG 2019), have put pressure on firms to dis
close that their chatbots are not real people (Robinson 
et al. 2020). However, above and beyond making the 
chatbot identity transparent, firms that use hybrid ser
vice agents (rather than fully automated chatbots) must 
also decide whether to disclose human involvement or 
avoid transparency about the behind-the-scenes employ
ees who step in if the chatbot is unable to respond. 
Although anecdotal evidence suggests that not disclos
ing human involvement can cause backlash from the 
firm’s customer base and the general public (Forbes 
2020), research on the impact of disclosing it is scarce. 
Prior studies have focused on the impact of chatbot iden
tity disclosure in customer–chatbot interactions (Luo et al. 
2019, Mozafari et al. 2022), with little attention being paid 
to hybrid service agents in general (Adam et al. 2022) and 
the disclosure of human involvement in customer– 
hybrid service agent interactions in particular. Hence, an 
important yet largely unanswered question is whether 
firms should disclose human involvement in customer– 
hybrid service agent interactions and, if so, how such a 
disclosure affects not only customers but also the employ
ees who work in tandem with the chatbot.

Against this backdrop, our aim is to empirically exam
ine the impact of human involvement disclosure (HID) 
on customer interactions with hybrid service agents. Spe
cifically, we focus on understanding whether, how, and 
why customers communicate differently with a hybrid 
service agent when human involvement is disclosed 
(versus not disclosed). Although communication is a 
fundamental part of customer–firm interactions, how 
customers use language to express themselves is an often 
overlooked aspect of customer behavior (Berger et al. 
2020). What customers say and how they say it (their 
communication style) cannot only provide marketing 
insights but also affect or even disrupt service operations 
(Altman et al. 2021). This is therefore a crucial concern 
for firms that use AI-based technologies designed to 
communicate with customers using natural language. 
We also examine an important downstream consequ
ence: how customer communication style influences the 
workload of human employees. A higher workload 
could not only affect service operations but also imply 
that firms are unable to fully realize the benefits of 
employing hybrid service agents. To this end, we con
ducted two experiments in which customers interacted 
with a hybrid service agent via chat in a customer service 

context. The results of our randomized field experiment 
indicate that customers exhibit a more human-oriented 
communication style when human involvement is dis
closed (versus not disclosed), which in turn increases 
employee workload. Our controlled online experiment 
replicated these findings and, in addition, revealed that 
the effect of HID on customer communication style is 
driven by customers’ impression management concerns. 
That is, customers are more concerned about making a 
good impression when they know that humans are 
working in tandem with the chatbot, which leads them 
to adopt a more human-oriented communication style. 
We conducted various robustness checks to rule out 
alternative explanations for our results, such as customer 
perceptions of the chatbot’s capabilities and variation in 
employee language. Furthermore, our results were ro
bust across different analytical approaches, across sub
samples, and to the inclusion of several control variables. 
Finally, we performed a set of additional analyses to gen
erate further insights into the impact of HID on other 
business-related outcomes, such as customer tendency to 
seek out human involvement and customer sentiment.

Our work offers three main contributions to informa
tion systems (IS) research. First, it contributes to the liter
ature on the role of information technology (IT) in 
customer service encounters. While prior research has 
primarily focused on IT-based self-service (e.g., web por
tals, chatbots) and human-based service (e.g., phone, live 
chat), our study sheds light on a novel hybrid approach 
that combines humans and chatbot technology behind a 
single interface. In particular, our empirical investigation 
of customer–hybrid service agent interaction provides 
important insights into how customers respond to hy
brid service interfaces that further blur the once clear 
lines between humans and technology in customer ser
vice encounters. Second, our research adds to the emerg
ing literature on the use of AI in service automation by 
revealing how transparency about human involvement 
in predominantly AI-based service encounters can place 
additional workload on employees working in tandem 
with AI and ultimately undermine AI’s ability to free up 
employees from mundane customer service work. Third, 
our research extends human–computer interaction (HCI) 
literature by identifying impression management con
cerns as a key psychological mechanism in customer– 
hybrid service agent interactions.

2. Related Literature
Our work is informed by three research streams. First, it 
relates to the established stream of IS research on the role 
of IT in service encounters. Because of the transformation 
from face-to-face service encounters to IT-based self- 
service (e.g., web portals) and IT-mediated service (e.g., 
live chat), seeking to understand customer usage of 
online service channels, the drivers of channel choice, 

Gnewuch et al.: Customer Interactions with Hybrid Service Agents 
2 Information Systems Research, Articles in Advance, pp. 1–20, © 2023 The Author(s) 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

2a
00

:1
39

8:
4:

f4
06

:9
1d

5:
1d

c:
68

63
:6

73
a]

 o
n 

28
 A

ug
us

t 2
02

3,
 a

t 0
0:

05
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 



and the interactions among different channels has a long 
tradition in IS research (Ba et al. 2010, Kumar and Telang 
2012). This line of work also introduced the notion of 
“hybrid services” to describe combinations of IT-based 
self-service and human-based service (Xu et al. 2014). 
However, little research has examined hybrid service 
interfaces and how customers respond to them (Adam 
et al. 2022).

Second, particularly relevant to our work is the emerg
ing stream of IS research on the use of AI to automate 
repetitive customer interactions and free up service em
ployees for more value-adding tasks. One of the most 
prominent technologies in this domain is that of AI- 
based chatbots (Adam et al. 2020, Schanke et al. 2021, 
Han et al. 2022). Chatbots are software applications 
designed to interact with customers using natural lan
guage and answer their questions around the clock (Gne
wuch et al. 2022). However, as chatbots often struggle 
with complex questions and nonroutine requests, many 
firms have recognized the need to keep a human in the 
loop (Schuetzler et al. 2021). The idea is that chatbots and 
employees work together in a symbiotic fashion (Jain 
et al. 2021), with simple questions and requests handled 
automatically by the chatbot while more difficult ones 
are delegated to a human. This has given rise to a class of 
human–AI hybrids (Rai et al. 2019) that we refer to as 
hybrid service agents: combinations of AI agents (e.g., 
chatbots) and human agents (e.g., service employees) 
that function as an integrated unit and serve customers 
via a single interface.

Third, our work is closely related to prior research in 
the field of HCI. Although little research has focused on 
human–AI hybrids, several studies have investigated 
how and why people interact differently with human 
versus nonhuman counterparts (e.g., chatbots). By com
paring human�human and human�chatbot interac
tions, researchers have found that people invest greater 
time and effort into interactions with another human 
(Shechtman and Horowitz 2003), use a simpler vocabu
lary and more profanity when interacting with a chatbot 
(Hill et al. 2015), and demonstrate different personality 
traits depending on the identity of their counterparts 
(Mou and Xu 2017). The literature has identified several 
psychological mechanisms related to perceptions of 
humans versus chatbots that may help explain these dif
ferences. One key set of mechanisms is linked to the two 
major dimensions of social cognition: competence and 
warmth. Compared with chatbots, humans are generally 
perceived as more competent (e.g., having more exper
tise and knowledge) and warmer (e.g., being more 
empathetic, friendly, and trustworthy) (Go and Sundar 
2019, Luo et al. 2019, Cheng et al. 2022, Mozafari et al. 
2022). A related mechanism involves the expectations 
that people form before or during interactions with a 
human or chatbot. For example, people tend to have 
higher competence-related expectations of humans (e.g., 

regarding conversational engagement) than they do of 
chatbots (Grimes et al. 2021). In light of AI advances that 
make distinguishing between humans and chatbots 
increasingly difficult, recent research in this stream has 
focused on the impact of chatbot identity disclosure— 
that is, informing customers that they are interacting 
with a chatbot and not a human. On the one hand, stud
ies have determined that such disclosure reduces pur
chase rates (Luo et al. 2019), customer trust (Mozafari 
et al. 2022), and service evaluation (Castelo et al. 2023). 
On the other hand, research has found that customers 
feel fooled when made to believe they were interacting 
with a human but find out that it was actually a chatbot 
(Castillo et al. 2021). Table 1 presents a summary of pre
vious studies on disclosure in customer interactions with 
AI-based service agents (e.g., chatbots).

Despite the considerable amount of existing research, 
two important gaps remain. First, empirical investigation 
of service encounters has predominantly focused on ser
vice channels either operated by humans alone or en
abled by technology alone (Ba et al. 2010, Kumar and 
Telang 2012, Schanke et al. 2021, Han et al. 2022). There
fore, we know little about hybrid approaches combining 
employees and technology not only within the same 
channel but also behind a single interface (Adam et al. 
2022). The growing prevalence of hybrid service agents 
underscores the need to investigate customer interac
tions with them and better understand the potential con
sequences for employees who step in if the chatbot is 
unable to respond. Second, while prior research has 
demonstrated the largely negative impact of chatbot 
identity disclosure in service encounters (Go and Sundar 
2019, Luo et al. 2019, Mozafari et al. 2022), little attention 
has been paid to the disclosure of human involvement. 
This is particularly important in the context of hybrid 
service agents, as the more elusive nature of their interac
tions with customers may involve a chatbot, a human 
employee, or both. As summarized in Table 1, our work 
addresses these gaps by investigating the impact of HID 
on customer interactions with hybrid service agents.

3. Theory Development
Our primary focus in this research is to understand 
whether, how, and why customers communicate differ
ently with a hybrid service agent when human involve
ment is disclosed (versus not disclosed), and how these 
differences affect the workload of employees working in 
tandem with the chatbot. Drawing on research from 
interpersonal communication and human–AI collabora
tion, we focus our theorizing on the impact of HID on 
one direct customer outcome—communication style— 
and one indirect employee outcome—workload. Further
more, we investigate customers’ impression management 
concerns as the psychological mechanism underlying the 
effect of HID on communication style. Finally, given that 
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a disclosure can occur at different points in time (Luo et al. 
2019), we differentiate between disclosing human in
volvement before the interaction starts (up-front HID) and 
during the interaction when an employee steps in (step-in 
HID). Figure 1 illustrates our research model.

3.1. Human Involvement Disclosure and 
Customer Communication Style

Communication style can be understood as one’s pattern 
of communication when interacting with another person. 
In text-based communication, it specifically refers to how 
people form a message beyond its content (Brown et al. 
2016). The same content can be expressed in different 
ways by, for example, using fewer or more words and 
less or more complex language. According to audience 
design theory (Bell 1984), people tailor their communica
tion style to fit the audience. For example, when addres
sing a child, adults tend to avoid complex formulation 
and vocabulary. Importantly, people use such audience 
design strategies not only when communicating with 
other humans but also when interacting with technol
ogy. For example, when addressing a chatbot, people 
tend to write short messages with simple sentence struc
tures (Shechtman and Horowitz 2003, Hill et al. 2015). 
Furthermore, their messages often consist of incomplete 
sentences or only keywords, resembling search engine 
queries rather than natural conversation (Castillo et al. 
2021). Drawing on these empirical insights, we argue 
that without HID, customers interacting with a hybrid 
service agent would assume their counterpart is an 
automated chatbot2 and therefore tailor their messages 
in a similar fashion by adopting a rather task-oriented, 
command-like communication style.

Against this backdrop, we draw on audience design 
theory to propose that a customer’s communication style 
will differ from the one described above if human 
involvement in the interaction with a hybrid service 
agent is disclosed. Specifically, we argue that HID makes 
customers aware that their audience includes not only a 
chatbot but also an unseen employee working behind 
the scenes. When human involvement is disclosed up 
front—that is, before customers start interacting with a 
hybrid service agent—the disclosure typically indicates 
the possibility of human involvement during the course 
of the interaction but does not guarantee that an em
ployee will step in. Nevertheless, revealing the presence 
of an employee working in tandem with the chatbot sig
nals to customers that their audience includes not only a 
chatbot but also a human who might monitor, read, and 
eventually become involved in the interaction. Accord
ing to audience design theory, people also tailor their 
communication style to so-called auditors—those who 
are not directly involved with but are present and listen 
to a conversation. For example, Youssef (1993) observed 
that the presence of an auditor, such as a child’s mother, 
has a greater influence on how children speak than the 

actual identity of their counterpart does. Similarly, re
search has shown that the mere presence of another 
human being can substantially influence customer be
havior in both offline and online settings (Argo and Dahl 
2020). Although research on audiences consisting of both 
humans and nonhumans is scarce, prior studies have 
revealed notable differences in how people communicate 
with another human versus a chatbot. More specifically, 
people tend to use longer, more vocabulary-rich mes
sages with complete, grammatically correct sentences 
when interacting with a human (Hill et al. 2015). Based 
on these considerations, we argue that after an up-front 
HID, customers will tailor their communication style to 
take into account the employee’s presence. Conse
quently, they will exhibit a more human-oriented commu
nication style that is characterized by longer and more 
natural sentences (e.g., “Hello, I just received my 
monthly bill, but it must be wrong. Can you help me?”) 
instead of simple keywords (e.g., “wrong bill”). We 
therefore pose the following hypothesis.

Hypothesis 1. After an up-front human involvement dis
closure (versus no up-front disclosure), customers exhibit a 
more human-oriented communication style in interacting 
with the hybrid service agent.

Besides up front, human involvement can also be dis
closed during an interaction when an employee actually 
steps in for the chatbot. Such step-in HID may be particu
larly salient to customers as it signals that they are in fact 
engaging with two immediate addressees (a chatbot and 
an employee) rather than having a dyadic conversation 
with a chatbot. Audience design theory states that when 
audiences consist of more than one person, people use a 
communication style that appeals to all members of the 
audience. For example, in conversations with multiple 
participants, people tailor their communication style to 
take the perspectives of all addressees into consideration 
(Yoon and Brown-Schmidt 2019). Given that research 
has shown that people communicate differently with a 
human than with a chatbot (Hill et al. 2015), we argue that 
after a step-in HID, customers will tailor their communi
cation style in a way that takes into account the employee 
who just stepped in and might continue to be involved in 
the interaction. As a result, their communication style will 
be more human-oriented than when there is no step-in 
HID. Therefore, we propose a second hypothesis.

Hypothesis 2. After a step-in human involvement disclo
sure (versus no step-in disclosure), customers exhibit a 
more human-oriented communication style in interacting 
with the hybrid service agent.

3.2. Customer Communication Style and 
Employee Workload

Human–AI collaboration can occur not only on the job 
level but also on the level of tasks and task instances 
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(Fügener et al. 2022). To distribute work between humans 
and AI at the task-instance level, human–AI collaborative 
environments require effective delegation mechanisms 
(Baird and Maruping 2021, Fügener et al. 2022). Hybrid 
service agents build on this idea by leveraging a chatbot 
to handle common questions and requests and delegating 
more difficult ones to an employee. The underlying dele
gation mechanism typically follows a simple rule: If the 
chatbot is unable to respond, delegate the message to a 
human. Consequently, the workload of employees work
ing in tandem with a chatbot is not fixed but depends 
heavily on the delegation rate of customer messages.

Against this backdrop, we argue that all else being 
equal, the style in which customers communicate with a 
hybrid service agent influences how much work will be 
delegated to an employee. Although the field of natural 
language processing (NLP) has made significant pro
gress in enabling AI-based chatbots to understand 
natural language input, research has shown that how 
customers formulate their questions and requests can 
negatively affect NLP performance (Beaver et al. 2020). 
For instance, even small amounts of noise in a mes
sage can make it more difficult for a chatbot to under
stand what exactly the customer seeks (Beaver et al. 
2020). Based on these observations, we argue that when 
customers adopt a more human-oriented communica
tion style characterized by longer and more natural sen
tences instead of simpler keyword requests, the chatbot 
is less well equipped to deal with these messages and 
more likely to delegate them to a human. In contrast, 
when customer messages resemble short and simple 
information requests similar to search engine queries, 
the chatbot is more likely to handle them automatically 
without human involvement. Hence, we expect that a 
more human-oriented communication style plays to the 
weaknesses of a chatbot and thus leads to higher delega
tion rates. Employees’ workloads then increase, as they 
need to step in for the chatbot more often and spend 
more time responding to customer messages themselves. 
This leads to our third hypothesis.

Hypothesis 3. A more human-oriented communication 
style of customers in interacting with a hybrid service agent 
increases employee workload.

3.3. Mediating Role of Impression 
Management Concerns

Up to this point, we have focused on how customers 
adapt their communication style depending on whether 
human involvement is disclosed in the interaction with a 
hybrid service agent. To theorize the underlying psycho
logical mechanism at work, we draw on social psychology 
research that suggests that tailoring one’s communication 
style is an important component of impression manage
ment. As we elaborate below, we propose that disclosing 
human involvement activates impression management con
cerns—that is, concerns about making a good impression 
on others—which in turn lead customers to adopt a more 
human-oriented communication style.

A wealth of research in social psychology has shown 
that people are deeply concerned with how others per
ceive them (Leary and Kowalski 1990). Even when no 
immediate or future outcomes depend on the impres
sions they make, people have a strong desire to be 
viewed in a positive light and do their best to make a 
good impression. As a result, people follow social stan
dards and norms (i.e., act more desirably) when others 
are present (Leary and Kowalski 1990). Compared with 
human–human interactions, impression management 
concerns are less likely to arise when people interact 
with machines such as robots or chatbots (Glikson and 
Woolley 2020). Although this offers a clear advantage in 
healthcare contexts where patients can open up about 
sensitive topics, reduced impression management con
cerns have also proven to be beneficial in customer ser
vice. For example, Følstad et al. (2018) found that people 
were less concerned when seeking answers from a cus
tomer service chatbot instead of a human employee 
because they did not feel judged for their potentially 
naive questions. Taken together, this evidence suggests 

Figure 1. Research Model 

Employee
Workload

Hybrid Service Agent Customer Employee

H1 / H2 H3

H4 / H5

Impression
Management

Concerns

Communication
Style

Up-Front 
Human Involvement 

Disclosure

Step-In
Human Involvement 

Disclosure

Gnewuch et al.: Customer Interactions with Hybrid Service Agents 
6 Information Systems Research, Articles in Advance, pp. 1–20, © 2023 The Author(s) 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

2a
00

:1
39

8:
4:

f4
06

:9
1d

5:
1d

c:
68

63
:6

73
a]

 o
n 

28
 A

ug
us

t 2
02

3,
 a

t 0
0:

05
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 



that impression management concerns are less pro
nounced when communicating with a chatbot.

Against this backdrop, we argue that disclosing (versus 
not disclosing) human involvement increases customers’ 
impression management concerns when interacting with 
a hybrid service agent, which in turn influences their 
communication style. More specifically, when customers 
are made aware of the employee working in tandem 
with the chatbot, they become concerned about making a 
good impression and presenting themselves in a positive 
light to the unseen employee. Following this line of 
thought, we argue that this effect occurs not only when 
an employee actually steps in during an interaction (step- 
in HID) but also when there is no guarantee that an 
employee will do so (up-front HID); just the existence of 
another human who might read and monitor their con
versation with the chatbot should be enough to activate 
impression management concerns. This argument is in 
line with prior research indicating that the mere presence 
of another human, for example in a store, triggers impres
sion management concerns (Argo and Dahl 2020). As 
social psychology research has shown that such concerns 
lead people to act in socially desirable ways, we further 
argue that customers concerned about making a good 
impression will adopt a human-oriented communication 
style that is more in line with social standards and norms 
of communication. Although an in-depth discussion of 
communication norms is beyond our scope, it is reason
able to assume that talking to someone as if they were a 
search engine (e.g., with simple keyword requests instead 
of natural sentences) would not leave a good impression 
but rather be considered awkward and rude. Hence, cus
tomers who are concerned about making a good impres
sion due to a HID in their interaction with the hybrid 
service agent will exhibit a more human-oriented com
munication style than they would if they believed their 
counterpart to be just a chatbot.

Hypothesis 4. The effect of an up-front human involve
ment disclosure on customer communication style is medi
ated by impression management concerns.

Hypothesis 5. The effect of a step-in human involvement 
disclosure on customer communication style is mediated by 
impression management concerns.

4. Randomized Field Experiment: Impact 
of Human Involvement Disclosure on 
Customer Communication Style and 
Employee Workload

To test our hypotheses on how up-front and step-in HID 
affect customer communication style (Hypotheses 1 and 
2) and employee workload (Hypothesis 3), we con
ducted a randomized field experiment in cooperation 
with a multinational telecommunications company. The 

company had implemented a hybrid service agent on 
their website to answer common questions (e.g., contract 
extension, Internet connection breakdown) and provide 
information about their products and services (e.g., 
mobile phone plans). The hybrid service agent could be 
accessed via a chat interface and introduced itself as 
“Lisa, an automated chatbot” so that customers knew 
from the start that they were not interacting with a real 
person. A team of human employees worked behind the 
scenes and stepped in when customer messages were 
not handled automatically. Before our experiment, the 
hybrid service agent had not disclosed any human 
involvement.

4.1. Method
4.1.1. Experimental Design and Treatments. The field 
experiment consisted of a 2 (up-front HID: disclosure 
versus no disclosure)× 2 (step-in HID: disclosure versus 
no disclosure) between-subjects factorial design, result
ing in four separate experimental conditions. In the con
ditions with up-front HID, possible human involvement 
was disclosed at the outset of the interaction with the 
customer. This was operationalized by inserting the 
statement “If I don’t know the answer to your question, 
my human colleague will read your message and give 
you an answer” at the end of the hybrid service agent’s 
welcome message to indicate that, under certain condi
tions, a human employee could step in. In the conditions 
without up-front HID, this statement was not included.

In the conditions with step-in HID, human involve
ment was disclosed at the point in time when a human 
employee stepped in during the customer’s interaction 
with the hybrid service agent. This was operationalized 
by sending the message “One moment, please. Unfortu
nately, I don’t know the answer to your question. I will 
pass it on to my human colleague who will give you 
an answer shortly” when the chatbot was unable to 
respond automatically. In the conditions without step-in 
HID, the hybrid service agent did not disclose the actual 
human involvement and customers received the mes
sage “One moment, please. Currently looking for an 
answer to your question” instead. Online Appendix A.1 
provides screenshots of both treatments.

4.1.2. Manipulation Check. Following prior studies 
(Schanke et al. 2021), we conducted a separate manipula
tion check to confirm the effectiveness of our treatments. 
Based on the scenario of a customer receiving a higher- 
than-usual mobile phone bill, we designed a typical 
interaction between a customer and the hybrid service 
agent of a fictitious telecommunications company (see 
Online Appendix A.2 for details). We then created four 
different versions of a video playing out the interaction 
based on the four experimental conditions. To carry 
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out the manipulation check, we recruited 120 partici
pants via the online platform Clickworker who received 
e0.50 in exchange for their participation. They were ran
domly assigned to watch one of the four video-recorded 
interactions and then report the extent to which they 
believed that a human had been involved in the inter
action, using a seven-point Likert scale (1� strongly dis
agree to 7� strongly agree). A one-way analysis of 
variance (ANOVA) revealed significant variation in per
ceived human involvement across conditions (F(3, 116)�
64.00, p< 0.001). Planned contrasts confirmed that per
ceived human involvement was significantly lower in 
the condition without disclosure (mean (M)� 1.46, stan
dard deviation (SD)� 0.88) than in the conditions with 
up-front HID (M� 3.76, SD� 2.29; t(116)� 5.73, p< 0.001), 
step-in HID (M� 6.17, SD� 1.12; t(116)� 11.86, p< 0.001), 
or both up-front and step-in HID (M� 6.06, SD� 1.37; 
t(116)� 11.85, p< 0.001). Hence, our experimental manipu
lations performed as intended.

4.1.3. Procedure and Hybrid Service Agent Design. The 
field experiment proceeded as follows. When customers 
clicked on the “Chat” button on the company’s website, a 
chat window opened, and they were randomly assigned 
to one of the four experimental conditions. In the window, 
customers were greeted by the hybrid service agent in 
accordance with their designated experimental condition 
and then entered their questions or requests. During the 
interaction, each customer message was processed by the 
chatbot’s NLP algorithm to identify the customer’s intent 
(i.e., the action or goal the customer hoped to achieve by 
sending the message). For example, the message “I want 
to cancel my contract” resulted in the intent “churn.” If an 
intent was recognized with a confidence score greater 
than 0.95, the chatbot automatically sent a predefined 
response mapped to the intent. For the intent “churn,” 
this was “We’re sorry to hear that you want to cancel 
your contract. Please select which product or service you 
want to cancel.” The intents and the predefined responses 
had been refined by the company over several months 
and remained the same during the experiment. If no 
intent was recognized with a confidence score greater 
than 0.95, the message was delegated to a human. In such 
cases, employees received a notification in the employee 
user interface of the hybrid service agent indicating that 
they needed to step in for the chatbot in a customer in
teraction (see Online Appendix A.1 for a screenshot). 
Employees could then either (1) confirm a response sug
gested by the chatbot (with a confidence score of less than 
0.95), (2) edit the suggested response, or (3) enter a 
completely new response. When a response was finalized, 
the employee would send it to the customer. The delega
tion mechanism was the same for all customer messages.

4.1.4. Data Collection and Measures. Data collection 
took place over a two-week period in February 2019. 

During this period, a total of 8,966 customers were ran
domly assigned to one of the four experimental condi
tions, resulting in a roughly equal number of customers 
across conditions. For each customer–hybrid service 
agent interaction (hereafter referred to as chat), we col
lected chat data (e.g., text content of all messages, time
stamps, sender), basic customer characteristics (e.g., 
device, location), and information about the activity of 
employees working in tandem with the chatbot (e.g., 
number of customer messages handled by an employee, 
response times). Sensitive customer data, such as names, 
phone numbers, and addresses, were anonymized be
fore the analysis. To assess the efficacy of our randomiza
tion procedure, we compared the experimental groups 
on two baseline customer characteristics (device and 
location) and assessed the number of customers in each 
group across different time periods (day of the week and 
part of the day). The results showed that customers were 
randomly assigned to the experimental groups based on 
device and location and across weekdays and within a 
day (see Online Appendix A.3 for details). On average, 
the chats in our sample lasted 7.82 minutes (SD� 57.77) 
and included 4.71 customer messages (SD� 2.37), 6.06 
chatbot messages (SD� 2.16), and 1.02 employee mes
sages (SD� 1.28). Human employees stepped in for the 
chatbot in 60.8% of chats.

Our focal constructs were customer communication 
style and employee workload. Both were modeled as 
latent constructs using three well-selected indicators. To 
operationalize customer communication style and speci
fically measure the degree of human orientation, we 
drew on research that examined how people communi
cate with a chatbot as opposed to with another human 
(Shechtman and Horowitz 2003, Hill et al. 2015, Knijnen
burg and Willemsen 2016). Based on these studies, we 
identified three key structural characteristics of commu
nication style that differ between human–chatbot and 
human–human communication: verbosity, complexity, 
and density. First, verbosity can be understood as the 
use of many or too many words. Prior studies have 
found that people use significantly fewer words when 
interacting with a chatbot as opposed to with another 
human (Shechtman and Horowitz 2003, Hill et al. 2015). 
We calculated verbosity as the average number of words 
per message from a customer in a chat. Second, complex
ity (also called linguistic complexity or readability) refers 
to the ease or difficulty with which people can read 
and understand a message. Prior studies have found 
that when interacting with a chatbot, people tend to 
avoid complex sentences and prefer command-style lan
guage with only keywords (Knijnenburg and Willemsen 
2016, Castillo et al. 2021). We calculated the average com
plexity of customers’ messages in a chat using the read
ability formula of Coleman (1971). When we use an 
alternative complexity measure, the results of our main 
analyses are qualitatively similar. Third, density (also 
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called functional density) is a characteristic that differenti
ates between function words (e.g., conjunctions, pro
nouns, prepositions) and content words (e.g., nouns, 
verbs, adjectives). Whereas content words carry meaning 
and information, function words have little meaning and 
only serve to make sentences grammatically correct by 
binding content words together. Prior studies have found 
that people use more grammatically correct sentences 
when interacting with another human compared with 
when they interact with a chatbot (Hill et al. 2015, Knij
nenburg and Willemsen 2016). We calculated density as 
the average ratio of function words to the total number of 
words in each of a customer’s messages in a chat. As in 
previous research, we used the linguistic inquiry and 
word count (LIWC) text analysis program to classify 
words into these predefined categories (Pennebaker et al. 
2015). Taken together, we modeled customer communi
cation style as a latent construct with three structural 
characteristics—verbosity, complexity, and density—as 
reflective indicators. Online Appendix A.4 provides fur
ther details.

Employee workload in hybrid service agents is inextri
cably linked to the chatbot’s ability to handle customer 
messages automatically rather than delegating them to a 
human. From our discussions with the company, we 
learned that employees’ overall workloads depend not 
only on how often they are required to step in (fre
quency) but also on how much time they spend respond
ing to a customer’s messages (duration) and whether 
they can simply confirm or edit the chatbot’s suggested 
response or must enter a completely new one (intensity). 
We therefore adopted these factors as three key indica
tors of employee workload. First, we measured fre
quency as the total number of responses sent by an 
employee instead of the chatbot in a chat. Second, we cal
culated duration as the total time that employees spent 
responding to customer messages in a chat. We created 
this variable by computing the elapsed time between 
each customer message and the employee response (Alt
man et al. 2021) and taking the sum of these response 
times. Third, we calculated intensity using a weighted 
average of the specific actions that employees took when 
they stepped in. Naturally, confirming a suggested res
ponse required less work than editing it before sending, 
which in turn required less work than entering a new 
response. Taken together, we modeled employee work
load as a latent construct with three reflective indicators: 
frequency, duration, and intensity. Online Appendix A.4 
provides further details. Table 2 presents descriptive 
statistics for the indicators of both constructs in each ex
perimental condition.

4.2. Results
4.2.1. Measurement Model Evaluation. We first con
ducted a confirmatory factor analysis using the lavaan 
package in R (Rosseel 2012) to assess the validity and 

reliability of our latent constructs (1) customer communi
cation style and (2) employee workload. The results indi
cate that the proposed measurement model exhibits a 
good fit to the data (comparative fit index (CFI)� 0.99, 
Tucker–Lewis index (TLI)� 0.98, root mean square error 
of approximation (RMSEA)� 0.04, standardized root 
mean square residual (SRMR)� 0.02), providing support 
for construct validity. We further assessed convergent 
and discriminant validity by examining factor loadings, 
composite reliability scores, interconstruct correlations, 
and average variances extracted (AVE) for each con
struct. All indicators loaded strongly on their constructs 
with loadings ranging from 0.68 to 0.90. Moreover, all 
composite reliability scores were above the recom
mended level of 0.70, all AVE values exceeded 0.50, and 
the square root of each construct’s AVE was greater than 
the interconstruct correlations, thus indicating conver
gent and discriminant validity. Online Appendix A.5 
provides an overview of correlations and psychometric 
properties of both constructs.

4.2.2. Structural Model and Hypothesis Testing. To 
estimate the structural model and test our hypotheses, 
we used structural equation modeling (SEM) using the 
lavaan package in R. We created two dummy variables 
for up-front and step-in HID (0�without disclosure, 
1�with disclosure) and used them as independent vari
ables in our model. Furthermore, we included customer 
communication style as an (unobserved) latent construct 
with three (observed) indicators: verbosity, complexity, 
and density. Employee workload was also modeled as a 
latent construct with three indicators: frequency, dura
tion, and intensity. In addition, we included a set of vari
ables to control for the type of service (e.g., sales, churn) 
and customer characteristics (device and location; see 
Online Appendix A.3). Finally, we added employee fixed 
effects to account for unobserved heterogeneity across 
individual employees and weekday and part-of-day 
fixed effects to control for time-specific trends (Altman 
et al. 2021). We used full information maximum likeli
hood estimation to use all data available. The overall fit 
indices of the model indicated an adequate fit to the data 
(CFI� 0.91, TLI� 0.86, RMSEA� 0.05, SRMR� 0.02).

The results in Table 3 show that the effect of up-front 
HID on customer communication style is significant 
(b� 0.143, p< 0.001), supporting Hypothesis 1. We also 
find a significant effect of step-in HID on customer com
munication style (b� 0.066, p� 0.010), providing support 
for Hypothesis 2. Unlike the two main effects, the inter
action effect is not significant (b� 0.018, p� 0.553), indi
cating that combining up-front and step-in HID does not 
yield a synergistic effect that is greater than the sum of 
their independent effects. Comparing the standardized 
coefficients of the two treatments reveals that up-front 
HID has a stronger effect on communication style than 
step-in HID does. Finally, the results show a significant 
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effect of customer communication style on employee 
workload (b� 0.380, p< 0.001), supporting Hypothesis 3. 
All reported effects are consistent in magnitude, direc
tion, and significance in both the model with controls 
(Model 1) and the one without (Model 2). To provide a 
fairer comparison, we also analyzed the structural model 
with only the subsample of customers who had a human 
step in during their chat (Model 3), which yielded similar 
results. Finally, to examine the causal chain in our theo
retical model, we performed a SEM-based mediation 
analysis (Cheung and Lau 2008) to formally test the indi
rect effects of up-front and step-in HID on employee 
workload through customer communication style. The 
results, presented in Online Appendix A.6, show that 
both indirect effects are significant, providing further 
support for our theoretical model. Taken together, our 
results provide evidence that customers exhibit a more 
human-oriented communication style when human in
volvement is disclosed (versus not disclosed), which in 
turn increases employee workload.

4.2.3. Robustness Checks. We conducted a series of 
robustness checks to validate our findings. Specifically, 
we repeated our analysis using a different analytical 
approach and carried out various analyses to rule out 
possible alternative explanations. First, to verify the ro
bustness of our SEM-based findings, we reanalyzed the 
data using an econometric regression-based approach. In 
this analysis, we also accounted for potential estimation 
biases caused by the fact that a proportion of customers 
assigned to receive the step-in HID treatment did not 
actually receive it (38.5%), as an employee never had to 
step in during their chat. Therefore, we used the local 
average treatment effects (LATE) model (Imbens and 
Angrist 1994) to correct for the potential biases arising 
from this form of one-sided treatment noncompliance. 
Online Appendix A.7 provides details on our model spe
cification and estimation. Consistent with our SEM-based 
findings and in support of Hypotheses 1–3, the results in 

Tables A7 and A8 show that both up-front and step-in 
HID have significant positive effects on customer com
munication style, which in turn has a significant positive 
effect on employee workload. Hence, we can conclude 
that our findings on the impact of HID are robust and not 
due to the particular analytical approach chosen.

Second, a potential alternative explanation for our 
findings could be that it is not the disclosure of human 
involvement in itself that caused the observed effects on 
customer communication style; instead, the results could 
be due to the inclusion of text signaling the chatbot’s pos
sible inferiority to humans in the treatment conditions 
(e.g., “If I don’t know the answer”). To rule this out, we 
conducted a follow-up controlled online experiment 
(N� 410) in which we added treatment conditions with 
neutral wording (e.g., “If the situation requires”) and 
compared them to our original treatment conditions. 
Online Appendix A.8 provides details on the experimen
tal design and analyses. Overall, the results in Table A10 
indicate no significant differences in customer communi
cation styles between original and neutral treatment ver
sions (all p> 0.415). Furthermore, we can fully replicate 
the results from our field experiment using our original 
HID treatments and the neutral versions in the addi
tional online experiment. Collectively, these findings 
suggest that the effects observed in the field experiment 
are indeed caused by the disclosure of human involve
ment in itself and not by the inclusion of text signaling 
that the chatbot might be inferior to humans.

Third, another plausible alternative explanation for 
the observed results is that the differences in customer 
communication style were driven by differences in em
ployee behavior when stepping in for the chatbot. With 
respect to this, it is important to note that all employees 
had received the same training and were provided with 
the same broad set of canned responses that were in 
fact the same responses that the chatbot used. Nonethe
less, as a robustness check, we analyzed employees’ 
actions and language across experimental conditions 

Table 2. Descriptive Statistics (Field Experiment)

No disclosure Up-front HID only Step-in HID only
Both up-front and 

step-in HID

Mean (SD) Mean (SD) Mean (SD) Mean (SD)

Customer 
communication style
Verbosity 7.12 (5.43) 8.75 (5.83) 7.21 (5.12) 8.90 (5.81)
Complexity 19.35 (32.12) 21.84 (27.30) 18.31 (31.10) 21.20 (26.12)
Density 34.97 (23.28) 39.90 (20.88) 35.72 (23.30) 39.38 (20.42)

Employee workload
Frequency 0.74 (1.00) 1.03 (1.11) 1.02 (1.43) 1.26 (1.46)
Durationa 0.64 (1.06) 0.88 (1.27) 0.90 (1.74) 1.05 (1.63)
Intensity 1.76 (2.61) 2.30 (3.01) 2.44 (3.64) 3.02 (4.14)

N 2,179 2,326 2,110 2,351

Notes. N � 8,966. HID, human involvement disclosure.
aAmount of time in minutes.
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and individuals and found no systematic differences 
in their behavior (see Online Appendix A.9 for details). 
In addition, we created two new control variables— 
measuring the similarity of the text between messages 
from the bot and from employees and between individ
ual employees for each chat—to account for potential 
variation in employees’ language in our analysis. After 
adding both controls to our main analysis, the results 
remained qualitatively similar. Taking this evidence to
gether, it seems unlikely that our findings could be ex
plained by variation in the language used by employees.

Fourth, a final potential alternative explanation is that 
when human involvement was not disclosed, customers 
could have been more likely to end the chat without their 
problems being solved. If this were the case, the differ
ences in customer communication style could be ex
plained by the fact that getting a problem solved in the 
chat might have required a more human-like communi
cation style with longer, more complex, and more natu
ral messages. To rule this out, we manually coded each 
chat to score the extent to which the customer’s problem 
was resolved through the interaction on a five-point scale 
from 1�not at all resolved to 5� completely resolved 
(see Online Appendix A.10 for details). We then com
pared problem resolution scores across conditions and 
found no significant difference (all p> 0.468), suggesting 
that problem resolution did not depend on whether 
human involvement was disclosed. Furthermore, we 
added the problem resolution score as a control variable 
in our main analysis and the results remained qualita
tively similar. In sum, these findings allow us to rule out 
the possibility that the observed effects are due to custo
mers ending the chat without their problems being 
solved when human involvement was not disclosed.

Finally, in our analysis, we included the step-in HID 
treatment as a dichotomous variable in line with our 
two-level treatment design (0�without step-in HID, 
1�with step-in HID). However, treated customers could 
receive the step-in HID treatment more than once be
cause it was shown every time a human employee stepped 
in for the chatbot. We therefore repeated our main 
SEM analysis using step-in HID treatment intensity— 
operationalized as the number of times a customer re
ceived the treatment—instead of the dichotomous treat
ment level. The results, presented in Online Appendix 
A.11, show that the impact of step-in HID on customer 
communication style increases with the number of times 
the disclosure is shown to customers (b� 0.280, p< 0.001), 
further corroborating our main findings.

4.2.4. Additional Analyses. Although the focus of our 
field experiment was to investigate the impact of HID on 
customer communication style and employee workload, 
we supplemented our core results with additional analy
ses exploring several other important business-related 
outcomes. First, an important question to examine is 

whether HID increased customers’ tendency to actively 
seek out human involvement. To explore this, we manu
ally reviewed all chats to identify customer messages 
with an explicit request for an employee and then com
pared the occurrence of such a request across conditions 
(see Online Appendix A.13 for details). Although there is 
no widespread tendency to seek out human involvement 
(96.7% of chats contain no such request), our results do 
suggest that customers are more likely to ask for an 
employee when human involvement is disclosed up 
front (p< 0.001). This finding, while preliminary, may 
indicate that customers are less willing to interact with 
a chatbot when they know from the beginning that 
humans are also around to help. It would be interesting 
for future research to study whether this aspect of cus
tomer behavior is another example of algorithm aversion 
(Dietvorst et al. 2015) and, if so, how a customer’s prefer
ence for humans over chatbots could be overcome when 
human involvement is disclosed.

Second, we extended our analysis to investigate how 
HID affects overall communication length. Prior litera
ture has suggested that communication is longer when 
human involvement is disclosed (versus not disclosed; 
Luo et al. 2019). At the same time, greater efficiency in 
terms of addressing customer requests as quickly as pos
sible is generally desired in customer service operations. 
The findings of our additional analysis on communica
tion length, presented in Online Appendix A.14, suggest 
that customer–hybrid service agent interactions tend to 
be one minute longer on average when there is an 
up-front or step-in HID (both p< 0.001). One plausible 
explanation—consistent with our findings on the medi
ating role of customers’ impression management con
cerns (see next section)—is that customers may spend 
more time crafting messages and reading responses 
when they feel they are being taken care of by a human 
instead of a bot.

Third, customer satisfaction with a service encounter 
is of particular importance to firms. Because our data set 
did not include explicit information on customer satisfac
tion, we used an automated sentiment analysis approach 
to assess customers’ evaluations of their interactions 
with the hybrid service agent. The results of our addi
tional analysis on customer sentiment, presented in 
Online Appendix A.15, suggest a significant negative 
effect of up-front HID on customer sentiment (b�
�0.011, p� 0.018). There are several explanations for this 
finding. For example, it could be that customers are gen
erally more likely to vent their frustration and negative 
emotions to a human working in tandem with a bot than 
to a fully automated chatbot or, alternatively, that they 
become frustrated more easily when being served by the 
chatbot while knowing that humans are also around to 
help. Although our data do not allow us to uncover the 
underlying reasons, we believe that these alternative 
explanations call for future research to study customer 
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satisfaction regarding service encounters with hybrid 
service agents that involve (un)disclosed employees.

Finally, to provide additional managerial insights, 
we analyzed the downstream financial impact of the 
additional workload caused by disclosing human in
volvement. Although exploratory in nature, our re
sults suggest that the additional workload increases 
costs associated with actual human involvement in 
a hybrid service agent by 38–70%—potentially even 
more if firms need to hire and train additional employ
ees (see Online Appendix A.16 for details).

5. Controlled Online Experiment: 
Mediating Role of Impression 
Management Concerns

Our field experiment provides real-world evidence that 
HID influences customer communication style in the inter
action with a hybrid service agent. To reveal the underly
ing psychological mechanism and assess the robustness of 
our findings, we conducted a controlled online experi
ment. The objective of this experiment was threefold: (1) 
replicate the findings of the field experiment in a con
trolled setting, (2) examine impression management con
cerns as a mediator to the effects of up-front and step-in 
HID on communication style (Hypotheses 4 and 5), and 
(3) rule out potential alternative explanations.

5.1. Method
5.1.1. Experimental Design and Treatments. The on
line experiment resembled the field experiment in 
applying a 2 (up-front HID: disclosure versus no dis
closure)× 2 (step-in HID: disclosure versus no disclo
sure) between-subjects factorial design. We used the 
same verbal statements as in the field experiment for the 
up-front HID (“If I don’t know the answer to your ques
tion, my human colleague will read your message and 
give you an answer”) and step-in HID treatments (“One 
moment, please. Unfortunately, I don’t know the answer 
to your question. I will pass it on to my human colleague 
who will give you an answer shortly”). To keep the text 
length equal across all groups, we formulated statements 
of the same length for the corresponding conditions 
without disclosure (see Online Appendix B.1).

5.1.2. Procedure and Hybrid Service Agent Design. To 
enhance experimental realism, we framed the experi
ment as a real-world test of the new customer service 
platform of a telecommunications company. More speci
fically, we told participants that they were invited to test 
and provide feedback on the new platform before it 
would be released to the company’s customers. To make 
the experiment appear authentic, we explained to partici
pants that they would receive a randomly selected ser
vice issue and that they should use this information as a 
starting point to contact customer service. In reality, 

however, all participants received the same service issue 
(an unexpectedly high bill) to ensure a high level of com
parability across their interactions with the hybrid ser
vice agent.

In the experiment, we first asked participants to imag
ine that they had just received their monthly mobile 
phone bill. The bill appeared to be higher than usual but 
did not provide an explanation for the higher costs (see 
Online Appendix B.1 for a full description). We chose 
this scenario to offer better comparison with the results 
of the field experiment, as billing questions and com
plaints are typical customer service issues for tele
communications companies. After reading the scenario 
description, participants summarized the problem at 
hand in their own words in an open-ended text box. In 
addition to serving as a control variable for customers’ 
baseline communication styles, this question also func
tioned as an attention check, allowing us to filter out par
ticipants who showed clear signs of inattentiveness (e.g., 
nonsensical answers). Next, we told participants to con
tact customer service to find out the reason for their 
unexpectedly high bill.

Subsequently, participants were randomly assigned to 
one of the four experimental conditions. In each condi
tion, they interacted with a hybrid service agent in the 
form of a custom chatbot that was developed for this 
experiment using the Microsoft Bot Framework and pre
tested extensively (see Online Appendix B.2 for details). 
We did not involve human confederates in the experi
ment, aiming to avoid any potential confounding effects 
caused by their behavior. This helped ensure high inter
nal validity and identical interactions across conditions. 
Participants entered and sent their own messages to 
reflect a natural and realistic interaction, also allowing us 
to measure their communication styles as done in the 
field experiment based on the text content of their mes
sages. The chatbot used NLP to analyze text input (i.e., 
detect keywords in customer messages) and automati
cally provide predetermined responses. To ensure that 
chats were comparable across participants, we imple
mented a guided dialog that participants entered once 
they had clearly described their reason for contacting 
customer service. This dialog contained six messages 
with general information about the causes of an un
usually high bill and two follow-up questions on details 
of the bill (e.g., “Which item on your bill seems to 
be incorrect?”). At the end of the dialog, participants 
learned that their unexpectedly high bill was likely due 
to an expired discount and the chat ended.

As in the field experiment, the welcome message at 
the beginning of the chat contained the up-front HID. 
The step-in HID was displayed once during the chat 
before the start of the guided dialog. To make it appear 
as if there were actual human involvement at this point, 
we delayed the subsequent message by 50 seconds, 
which corresponds to the average response time of 
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employees in the field experiment. After the experiment, 
participants completed a survey with measures, demo
graphic questions, and manipulation checks. At the end 
of the survey, we included an open-ended question ask
ing participants to share their opinions about HID (e.g., 
“Do you want to know if human employees are involved 
when you talk to a chatbot?”). Finally, we debriefed par
ticipants, including about the fact that they interacted 
only with a chatbot and that they took part in a research 
study.

5.1.3. Participants. We recruited participants via the 
online platform Clickworker. We chose this platform 
because it is widely used by companies to conduct 
usability testing and user research, making it ideal for 
our experiment framed as a real-world test of a new cus
tomer service platform. Of the 300 participants who com
pleted both the chat and the survey, we excluded 12 for 
failing the attention check (i.e., entering a nonsensical 
response when asked to summarize the problem at 
hand). The analysis then included responses from 288 
participants (61% male, Mage� 40; see Online Appendix 
B.3 for sample characteristics) who received e2.50 for 
their time, which was 15 minutes on average.

5.1.4. Measures. To assess customer communication 
style, we used the same measurement as in the field 
experiment—that is, we calculated its three indicators 
verbosity, complexity, and density from the text messages 
entered by participants during the chat. In the survey, we 
measured impression management concerns using four 
items adapted from the public self-consciousness scales 
of Fenigstein et al. (1975) and Govern and Marsch (2001) 
on a seven-point Likert scale (1� strongly disagree to 
7� strongly agree). To control for individual differences, 
we collected demographic information (gender, age, edu
cation), assessed participants’ prior chatbot experience 
(i.e., how often they contact customer service via a chat
bot) and need for human interaction (Dabholkar 1996) 
and calculated their baseline communication styles from 
their summary of the problem in the open-ended question 
before the chat. Online Appendix B.3 presents all mea
surement items and reliabilities.

5.1.5. Manipulation Check. We included two mani
pulation check questions at the end of the survey. First, 
we asked participants to indicate whether they thought 
that a human employee was involved in their interac
tion with customer service (seven-point Likert scale: 1�
strongly disagree to 7� strongly agree). A one-way 
ANOVA revealed significant variation in perceived 
human involvement across conditions (F(3, 284)� 51.39, 
p< 0.001). Planned contrasts confirmed that perceived 
human involvement was significantly lower in the con
dition without HID (M� 2.01, SD� 1.54) than in the 

conditions with up-front HID (M� 3.50, SD� 2.22; t 
(284)� 4.74, p< 0.001), step-in HID (M� 5.36, SD� 1.79; 
t(284)� 10.76, p< 0.001), or both up-front and step-in 
HID (M� 5.23, SD� 1.90; t(284)� 10.18, p< 0.001). The 
second manipulation check was to verify that participants 
knew that their direct counterpart was a chatbot and did 
not falsely assume they were chatting with a human 
masquerading as a bot. Therefore, we asked participants 
to indicate whether they thought that their direct counter
part was a chatbot or a human (seven-point Likert-type 
scale: 1� automated chatbot to 7�human employee; 
adapted from Mozafari et al. 2022). There were signifi
cant differences across the conditions (F(3, 284)� 6.13, 
p< 0.001). Consistent with the first manipulation check, 
planned contrasts showed that participants in the con
dition without HID perceived their counterpart sig
nificantly more as an automated chatbot (M� 2.24, 
SD� 1.61) than did participants in the conditions with 
step-in HID (M� 3.16, SD� 1.55; t(284)� 3.28, p� 0.001) 
or both up-front and step-in HID (M� 3.27, SD� 1.90; 
t(284)� 3.62, p< 0.001). The difference in the up-front 
HID condition was nonsignificant (M� 2.53, SD� 1.75; 
t(284)� 1.03, p� 0.306). Most importantly, however, all 
four scores were significantly lower than the scale mid
point (all p< 0.01), indicating that participants assumed 
their direct counterpart to be a chatbot (Crolic et al. 2022). 
In sum, these results demonstrate that our manipulations 
worked as intended.

5.2. Results
As in the field experiment, we employed SEM using the 
lavaan package in R to analyze the data and test our 
hypotheses. We first conducted a confirmatory factor anal
ysis, which showed that the measurement model exhibited 
a good fit to the data (CFI� 0.96, TLI� 0.94, RMSEA�
0.06, SRMR� 0.06). All indicators loaded strongly on their 
constructs with loadings ranging from 0.60 to 0.98. Con
vergent validity was satisfactory, as the composite reliabil
ities and AVE for each construct exceeded the suggested 
thresholds (>0.70 and >0.50, respectively). The square root 
of each AVE value was greater than all individual correla
tions, supporting discriminant validity. Table 4 presents 
descriptive statistics for each condition.

5.2.1. Effects of Human Involvement Disclosure on 
Customer Communication Style. To replicate the find
ings of the field experiment, we first constructed a base
line model. We again modeled customer communication 
style as a latent construct with verbosity, complexity, 
and density as observed indicators. We entered up-front 
and step-in HID as dummy-coded independent vari
ables (0�without disclosure, 1�with disclosure) and 
included chatbot experience, need for human interaction, 
age, gender, and baseline communication style as control 
variables. The model indicated a good fit to the data 
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(CFI� 0.94, TLI� 0.92, RMSEA� 0.06, SRMR� 0.06). 
Furthermore, the results showed significant effects of 
up-front HID (b� 0.177, p� 0.027) and step-in HID 
(b� 0.222, p� 0.005) on customer communication style. 
As in the field experiment, the interaction effect was not 
significant (b��0.099, p� 0.314). All results were quali
tatively similar when control variables were not included 
(see Online Appendix B.4). By replicating the direct 
effects of HID observed in the field experiment, these 
results demonstrate the robustness of our findings.

5.2.2. Mediating Effect of Impression Management 
Concerns. To examine the mediating role of impression 
management concerns as proposed in Hypotheses 4 and 
5, we performed a SEM-based mediation analysis using 
the bias-corrected bootstrapping procedure with 5,000 
samples (Cheung and Lau 2008). We constructed a medi
ation model with communication style as the dependent 
variable, up-front and step-in HID as independent vari
ables, impression management concerns as the mediator, 
and the same set of control variables. Overall, the model 
indicated a good fit to the data (CFI� 0.94, TLI� 0.92, 
RMSEA� 0.06, SRMR� 0.06). The results in Table 5
show that both up-front and step-in HID have significant 
positive effects on impression management concerns 
(b� 0.310, p< 0.001 and b� 0.299, p< 0.001, respectively). 
Moreover, the cumulative effect of up-front and step- 
in HID is less than the sum of their independent eff
ects, as the interaction is negative (b��0.291, p< 0.001). 
This suggests that both disclosures together do not 
lead to greater impression management concerns than 
either alone. Furthermore, impression management con
cerns positively influence customer communication style 
(b� 0.209, p� 0.004). Most importantly, the indirect effects 
of up-front HID (b� 0.065, SE� 0.030) and step-in HID 
(b� 0.063, SE� 0.028) on customer communication style 
through impression management concerns are signifi
cant, as the confidence intervals (CIs) of these effects do 
not include zero (up-front HID: 95% CI [0.019, 0.140]; 
step-in HID: 95% CI [0.018, 0.131]). Furthermore, the 
direct effect of up-front HID on communication style 

becomes nonsignificant when the mediator is included 
(p� 0.162, indicating full mediation), whereas the direct 
effect of step-in HID remains significant (p� 0.044, indi
cating partial mediation; Zhao et al. 2010). One possible 
explanation for this is that once a (disclosed) human 
employee steps in for the chatbot (i.e., step-in HID), other 
mechanisms may also come into play (e.g., the employee’s 
helpfulness). All results were qualitatively similar when 
control variables were not included (see Online Appendix 
B.4). In sum, these results provide evidence for the medi
ating effect of impression management concerns, support
ing Hypotheses 4 and 5.

5.2.3. Additional Analyses. We conducted several addi
tional analyses to examine potential alternative mecha
nisms. However, none of these mechanisms, including 
customers’ tendencies to actively seek out human in
volvement and social cognition perceptions (i.e., per
ceived competence and warmth), could explain our 
findings (see Online Appendix B.5). This provides fur
ther support for the role of impression management con
cerns as the psychological mechanism underlying the 
effect of HID. We also performed a content analysis of 
participants’ responses to the open-ended question on 
whether they would want to know about employees 
working in tandem with a chatbot (see Online Appendix 
B.6); most participants indeed indicated that they would 
want to be informed about human involvement. Further
more, participants reported that they would feel fooled 
by and lose trust in a firm if they found out later that 
they were deliberately kept in the dark.

6. Discussion
The proliferation of hybrid service agents adds a new 
layer of complexity to the already blurred line between 
humans and technology in online service encounters. 
While ethical and legal reasons have pushed most 
firms to disclose their chatbots’ nonhuman identities, it 
is less clear whether firms should also be transparent 
about behind-the-scenes employees who step in if a 
chatbot is unable to respond. Against this backdrop, 

Table 4. Descriptive Statistics (Controlled Online Experiment)

No disclosure Up-front HID only Step-in HID only
Both up-front and 

step-in HID

Mean (SD) Mean (SD) Mean (SD) Mean (SD)

Impression management 
concernsa

2.74 (1.23) 3.66 (1.58) 3.51 (1.47) 3.54 (1.35)

Customer communication style
Verbosity 7.11 (4.08) 9.02 (5.55) 10.61 (5.70) 12.26 (7.62)
Complexity 9.73 (16.40) 15.27 (15.04) 16.17 (15.81) 16.42 (15.81)
Density 34.41 (14.18) 38.11 (12.47) 38.11 (13.36) 40.88 (13.26)

N 72 72 74 70

Notes. N � 288. HID, human involvement disclosure.
aMeasured on a seven-point Likert scale.
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we investigated the impact of HID on customer interac
tions with hybrid service agents. Consistent evidence 
from a randomized field experiment and a controlled 
online experiment suggests that HID substantially in
fluences how customers communicate with a hybrid 
service agent. In line with audience design theory, we 
find that when human involvement is disclosed, custo
mers exhibit a more human-oriented communication 
style, characterized by longer, more complex, and more 
natural messages rather than simple keyword-style 
queries. Interestingly, our results suggest that a disclosure 
before the interaction (up-front HID) has a similar or even 
stronger effect than a disclosure during the interaction 
when an employee steps in (step-in HID), even though the 
up-front HID does not guarantee that an employee will 
eventually become involved. Furthermore, we reveal that 
the effect of HID on customer communication style is 
driven by customers’ impression management concerns. 
That is, customers are more concerned about making a 
good impression when they know that humans are work
ing in tandem with the chatbot, which then affects how 
they communicate with the hybrid service agent. Finally, 
our results demonstrate that these changes in communica
tion style have negative downstream consequences, as 
they increase the workload of employees. In addition to 
our main results, we also find that when human involve
ment is disclosed before the interaction, customers are 
more likely to actively seek out human involvement and 

tend to express more negative sentiment. Furthermore, 
customer–hybrid service agent interactions tend to be 
longer when human involvement is disclosed. Taken 
together, our findings highlight the major impact that HID 
has on customer– hybrid service agent interactions.

6.1. Implications for Research
Our work makes three contributions to research. First, 
we contribute to the literature on the role of IT in 
customer service encounters. While prior research has 
primarily focused on IT-based self-service (e.g., web por
tals, chatbots) and human-based service (e.g., phone, live 
chat) (Ba et al. 2010, Kumar and Telang 2012, Schanke 
et al. 2021, Han et al. 2022), our study sheds light on 
a novel approach that combines humans and chatbot 
technology behind a single service interface: hybrid ser
vice agents. In particular, our empirical investigation of 
customer–hybrid service agent interaction adds to prior 
literature by revealing notable differences in customer 
behavior when customers know that their counterpart 
is not just a chatbot but that there are also humans 
around to help. Even when there is no guarantee that a 
human will eventually step in for the chatbot, the mere 
disclosure of potential human involvement can alter cus
tomer behavior. Our research thus offers important in
sights into how customers respond to hybrid service 
interfaces that blur the once clear lines between humans 
and technology in customer service encounters.

Table 5. Results of Structural Equation Modeling Analysis (Controlled Online Experiment)

Impression 
management concerns

Customer 
communication style

Coefficient Standard error Coefficient Standard error

Up-front HID 0.310*** (0.083) 0.116 (0.083)
Step-in HID 0.299*** (0.082) 0.165* (0.082)
Up-front HID ×

Step-in HID
�0.291** (0.101) �0.040 (0.099)

Impression management concerns 0.209** (0.077)
Control variables

Baseline communication style �0.056 (0.060) 0.029 (0.057)
Chatbot experience 0.186** (0.060) �0.183** (0.058)
Need for human interaction 0.148 (0.063) 0.005 (0.060)
Age �0.253*** (0.059) 0.212*** (0.059)
Gendera �0.045 (0.061) 0.169** (0.056)

R2 0.215 0.158

Hypothesized indirect effects

Effect 
(standard 

error)

Bootstrapped 
95% confidence 

interval Hypotheses
Up-front HID → impression management concerns → customer 

communication style
0.065 (0.030) [0.019, 0.140] H4: supported

Step-in HID → impression management concerns → customer 
communication style

0.063 (0.028) [0.018, 0.131] H5: supported

Notes. N � 288. HID, human involvement disclosure.
a1 � female.
*p < 0.05; **p < 0.01; ***p < 0.001.
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Second, we contribute to the emerging stream of IS 
research on the use of AI in service automation. While 
current research highlights the various benefits of using 
AI to augment, rather than replace, service employees 
(Jain et al. 2021, Schuetzler et al. 2021), there is limited 
understanding of the obstacles that can hamper effective 
human–AI collaboration (Jussupow et al. 2021). Against 
this backdrop, our study sheds light on how unexpected 
changes in customer behavior can affect AI-to-human 
delegation mechanisms, place additional workload on 
human employees working in tandem with AI, and 
create additional costs for firms. More broadly, these 
insights contribute to IS delegation research (Baird and 
Maruping 2021, Fügener et al. 2022) by showing that del
egation mechanisms are not only shaped by the human 
and the AI agent themselves but can also be deliberately 
or accidently influenced by external actors (here, custo
mers). Overall, our key addition to the literature is the 
notion that being transparent about human involvement 
in predominantly AI-based service encounters may ulti
mately lead to a lower degree of automation and there
fore undermine AI’s ability to free up employees from 
mundane and repetitive customer service work.

Third, we contribute to the HCI literature on under
standing the psychological mechanisms involved in cus
tomer interactions with human, nonhuman, and hybrid 
agents. Previous research has primarily focused on com
petence- and warmth-related perceptions and expecta
tions as key drivers of customer behavior (Go and 
Sundar 2019, Luo et al. 2019, Grimes et al. 2021, Mozafari 
et al. 2022). However, these mechanisms were unable to 
explain our results. Instead, our study reveals a different 
psychological mechanism behind customer behavior: 
impression management concerns. Although such con
cerns are well known from traditional human–human 
interactions (Argo and Dahl 2020), our study provides 
novel insights into how similar concerns arise when cus
tomers become aware of human employees working in 
tandem with a chatbot. These insights contribute to HCI 
literature by revealing that customers’ behavior may 
sometimes depend more on how they perceive them
selves than how they perceive their counterparts (e.g., a 
chatbot, human, or both).

6.2. Implications for Practice
Our research also provides several implications for 
managers and policymakers. First, our findings suggest 
that firms face somewhat of a dilemma when deciding 
whether to disclose human involvement in customer– 
hybrid service agent interactions. On the one hand, a 
disclosure triggers undesirable changes in customer be
havior and adversely affects employees’ workloads. This 
not only undermines the hybrid service agent’s effective
ness in automating routine customer interactions and cre
ates additional costs (see Online Appendix A.16) but 

could also disrupt customer service operations if too 
much work is delegated to a human. On the other hand, 
our qualitative findings indicate that customers de
mand transparency from firms employing hybrid service 
agents. Many customers want to know about the involve
ment of human employees and some even report feeling 
betrayed and losing trust in a firm if they only find out at 
a later stage (see Online Appendix B.6). These findings 
resonate with criticism surrounding the use of so-called 
pseudo-AI in the popular press (Forbes 2020) and suggest 
that firms should be aware of the negative backlash that 
may stem from deliberately avoiding being transparent 
about human involvement. Given that disclosing human 
involvement may follow chatbot identity disclosure to 
become law at some point, we suggest two actions that 
managers can take to mitigate its negative consequences. 
Initially, managers should improve the ability of their 
hybrid service agents to handle a human-oriented cus
tomer communication style by training their chatbots to 
better understand the nuances of human language, such 
as semantics and pragmatics. Furthermore, before going 
live with the disclosure, they should temporarily increase 
the headcount of employees who can work with the core 
team to absorb higher workloads during the transition 
phase. As these solutions may not always be feasible or 
economically viable, managers could also consider some 
easy-to-implement strategies. For instance, including a 
statement such as “Don’t worry, my human colleagues 
don’t mind if you communicate with them like a robot” 
in the welcome message of the hybrid service agent could 
prevent impression management concerns from arising. 
Another strategy could be to limit the length of customer 
messages to a maximum number of characters or words, 
encouraging customers to use simpler keyword queries 
instead of more human-oriented language.

In addition to these managerial insights, our findings 
carry implications for policymakers. As the previous dis
cussion suggests, firms must currently decide for them
selves what is right and wrong in terms of disclosure 
when using hybrid service agents. Will they disclose 
human involvement even if it leads to higher employee 
workload and costs? Maybe not. What is missing is a reg
ulatory framework that balances economic interests and 
ethical concerns and provides guidance for firms on 
what is and is not allowed. Although research has 
emphasized that the blurring line between humans 
and AI creates counterfeit service encounters and raises 
serious transparency issues (Robinson et al. 2020), most 
policy initiatives to date exist only as nonlegally bind
ing principles and guidelines. The one notable excep
tion (California’s BOT bill) only requires the disclosure 
of chatbot identity and thus does not regulate whether, 
when, and to what extent firms should disclose that 
humans are working in tandem with their chatbot. 
There is therefore a need for policymakers to review 
and extend existing regulatory frameworks to protect 
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customers from counterfeit service encounters while 
also minimizing potential negative impacts for firms (e.g., 
additional costs). Given the clear parallels to mandatory 
call recording disclosures (“This call may be monitored or 
recorded”), existing telephone call recording laws may 
serve as a source of inspiration for future policy initiatives.

6.3. Limitations and Future Research
This work has certain limitations that offer several oppor
tunities for future research. First, we primarily focused on 
understanding hybrid service agent interactions from the 
customer perspective. Although we examined how cus
tomer behavior affects the workload of employees work
ing in tandem with the chatbot, future research should 
place greater emphasis on the employee perspective. It 
would be particularly valuable to better understand how 
employees feel about the (non)disclosure of their involve
ment, as their work may remain completely hidden from 
customers. In addition, future research should investigate 
the nature and consequences of human–AI collaboration 
in hybrid service agents on a more general level. For 
example, such studies could draw from emerging re
search on algorithmic management (Möhlmann et al. 
2021) and AI-to-human delegation (Fügener et al. 2022) to 
examine how employees cope with the loss of control 
when an AI algorithm decides whether and when they 
have to step in during customer interactions.

A second fruitful avenue for further research could be 
to extend our work with a broader investigation of cus
tomer communication behavior. As our analysis focused 
on structural characteristics of communication style in 
text-based customer service interactions (i.e., verbosity, 
complexity, and density), additional research is needed 
to investigate other relevant language aspects (e.g., level 
of concreteness), service contexts (e.g., medical consulta
tions), and communication channels (e.g., voice). For 
instance, it could be interesting to explore whether dif
ferent types of service interactions (e.g., enquiry-based 
versus complaint-based conversations) activate stronger 
impression management concerns and consequently also 
lead to a more human-oriented communication style. In 
addition, as chatbots are often enriched with social cues, 
such as human names and humanlike appearances (Feine 
et al. 2019), it would be valuable to explore how these 
cues affect customer communication behavior.

Third, our research opens the door to further investi
gation of customer perceptions of the service encounter, 
the firm, and the hybrid service agent itself. Although 
we provide a detailed understanding of customer com
munication style and some additional insights into 
other customer outcomes (e.g., tendency to seek out 
human involvement, sentiment), there remains a need 
for research on how customers evaluate service encoun
ters with hybrid service agents and how the disclosure 
of human involvement can affect their evaluations. For 
example, our results could serve as a starting point for 

investigating whether such disclosure causes or exacer
bates algorithm aversion (Dietvorst et al. 2015) and 
whether customers are even more frustrated by failures 
during an interaction when they know that humans are 
working in tandem with the chatbot. Moreover, as our 
qualitative insights suggest that customers want to 
know about human involvement (see Online Appendix 
B.6), future research could more systematically investi
gate the role of nontransparency and how customers 
react when they find out that a firm has deliberately 
kept them in the dark.

Finally, it is important to discuss our findings in light 
of the continuous advances in AI. As the technology 
behind chatbots is constantly improving, there may be a 
point in time when human involvement is no longer 
needed to provide quality customer service. Although 
the chatbot in our field experiment was based on a com
mercial product from one of the market leaders in this 
field, used state-of-the-art intent recognition algorithms, 
and was extensively trained and continuously optimized 
by the telecommunications company, we acknowledge 
that the observed effects of customer communication 
style on employee workload may fade as the technology 
improves. With the gradual emergence of chatbots based 
on large language models such as ChatGPT or Bard, it 
would be interesting to explore how they might reduce 
the need for human involvement in certain areas 
while increasing it in others. For example, as large 
language model–based chatbots may generate incor
rect but plausible-looking answers (“hallucinations”), 
future research could investigate how and when em
ployees should step in to review an answer and verify 
the accuracy of the information before sending it to 
the customer.

In conclusion, our research takes a first step toward 
understanding customer–hybrid service agent interac
tions and the impact of disclosing human involvement 
to customers. We hope it offers thought-provoking in
sights for researchers, managers, and policymakers alike 
and can stimulate more work in this promising area of 
research.
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Endnotes
1 We use the term hybrid service agent to refer to the interface that 
customers directly interact with in their service encounters. Further
more, we use the term employees to refer to the (un)disclosed human 
service employees who work in tandem with the AI-based chatbot 
to serve customers.
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2 The results of the manipulation checks in the controlled online 
experiment show that customers strongly believed they were inter
acting with an automated chatbot when human involvement was 
not disclosed.
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