COMBINING HOLOLENS WITH INSTANT-NERFS: ADVANCED REAL-TIME 3D MOBILE MAPPING
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ABSTRACT:
This work represents a large step into modern ways of fast 3D reconstruction based on RGB camera images. Utilizing a Microsoft HoloLens 2 as a multisensor platform that includes an RGB camera and an inertial measurement unit for SLAM-based camera-pose determination, we train a Neural Radiance Field (NeRF) as a neural scene representation in real-time with the acquired data from the HoloLens. The HoloLens is connected via Wiﬁ to a high-performance PC that is responsible for the training and 3D reconstruction. After the data stream ends, the training is stopped and the 3D reconstruction is initiated, which extracts a point cloud of the scene. With our specialized inference algorithm, ﬁve million scene points can be extracted within 1 second. In addition, the point cloud also includes radiometry per point. Our method of 3D reconstruction outperforms grid point sampling with NeRFs by multiple orders of magnitude and can be regarded as a complete real-time 3D reconstruction method in a mobile mapping setup.

1. INTRODUCTION

The 3D reconstruction of industrial objects is a central task in the ﬁeld of machine vision regarding quality control. Geometric representations can be used for the detection of geometric damage on the surface of such objects. These types of damages set the object’s shape off of some geometric target state, which needs to be achieved or kept within an industrial production line in order to ensure certain quality constraints. Typically, in industrial damage detection settings, it is important to achieve fast detection and thus 3D reconstruction in real-time or near real-time in order for detection steps not to become the bottleneck constraining conveyor belts or other processes to work slower then necessary. Besides, on-the-ﬂy 3D reconstruction also enables on-the-ﬂy 3D visualization of detected anomalies which can be of great beneﬁt in on-premise inspection tasks. In this context, Virtual (VR) and Augmented Reality (AR) devices hold great potential for the in-situ visualization of results derived from the analysis of 3D sensed data.

A current, promising approach for 3D reconstruction are Neural Radiance Fields (NeRF), where 3D scene geometry is represented implicitly by the weights of a small, fully-connected neural network. The seminal paper on NeRF from Mildenhall et al. (2020) immediately sparked an impressive surge in research efforts with several hundreds of publications in the two subsequent years (Gao et al., 2022), for which the term ‘the NeRF explosion’ has been coined (Dellaert and Yen-Chen, 2020). While early approaches took training times in the order of hours to days, current approaches like (Müller et al., 2022) enable training of NeRFs in a matter of seconds to few minutes. Thus, NeRF also holds potential for applications in the context of industrial object inspection. However, NeRF approaches typically rely on camera poses which can be derived by photogrammetric techniques such as Structure-from-Motion (SfM). This, however, necessitates to have all training images and their poses available beforehand and thus contradicts the proposed scenario of on-the-ﬂy real-time object reconstruction. For the realization of such a scenario, it is necessary to adapt NeRF to work on a continuous stream of input images with poses. These can be obtained by means of real-time SLAM systems such as for instance the HoloLens which was found to have a pose accuracy in the range of few centimeters and few degrees (Hübner et al., 2020) and can be readily used out-of-the-box. As demonstrated in (Jäger et al., 2023), the accuracy of the HoloLens poses is sufﬁcient for NeRF training to converge.

This work presents an acquisition pipeline for a real-time image and pose streaming through a TCP client-server application and practically simultaneous Instant-NeRF training. The HoloLens acts as an image and pose server, while the Instant-NeRF implementation is extended by a client application, that receives images and writes them into a GPU image buffer. During the streaming process, we train the Instant-NeRF on-the-ﬂy incrementally on the incoming image data. Furthermore, a fast geometric reconstruction of the scene is applied by querying the trained network based on sample rays from the training poses. Thus, when the user ﬁnishes data acquisition by walking around an object of interest and looking at it while wearing the HoloLens, a neural scene representation has already been trained on-the-ﬂy during the acquisition process and an explicit scene representation in the form of a dense point cloud is readily available for inspection.

2. TECHNICAL BACKGROUND

Besides active sensors, e.g. based on triangulation, time-of-ﬂight or phase difference measurements (Jutzi et al., 2015; Dubois et al., 2021), passive sensors like RGB cameras can be utilized to obtain 3D object models by applying photogrammetric methods. For a stereo image capture, at least two images need to be acquired, covering the same scene from different viewpoints. The interior and relative orientation need to be known or determined for the 3D reconstruction. The interior orientation can be obtained through a dedicated camera calib-
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NeRF literature and was primarily used for describing multi-layer neural networks in the pre-deep-learning era (Rosenblatt, 1961). A so-called volume rendering integrates a set of functions of \( \sigma \) and \( \epsilon \) over a ray, constructed from the projection center through the scene at first with equidistant sampling, and in a second, more detailed manner, according to a probability density function, centered at the highest density response from the former sampling. The volume rendering yields a color representation \( C \) at this particular position in the rendered image (Figure 2b). After the execution of a \( L^2 \)-based loss function that takes the rendered image and the ground truth image, a backward pass is executed. The radiance \( \epsilon \) is represented by a three dimensional vector that describes the emitted light on a surface and can be interpreted as a color information that is dependent on the viewing direction. The density \( \sigma \) in the scene is a direction-independent property, which can be utilized to assume object geometry at the queried position. A density can be thought of as the probability for a point existing in scene space, belonging to an actual object.

While training and inference of NeRFs initially was a relatively slow process where training took multiple hours for a small set of 30 to 50 training images and poses, Instant-NGP (Müller et al., 2022) is a framework that provides strategies that lead to a remarkable acceleration regarding training and inference time. While Instant-NGP is the base framework for a few methods such as Signed Distance Fields (SDF), specific implementation developments for NeRFs have been applied (Müller et al., 2022), e.g. pose refinement by Lin et al. (2021), called Instant-NeRF, which is the method we use as our implementation base. The Microsoft HoloLens is a multisensor platform, that, besides other sensor types, includes an RGB camera for the acquisition of image sequences, as well as an IMU that provides camera poses in real time. Besides images and corresponding camera poses, the camera parameters are the third component needed for a NeRF training. The fixed camera parameters can be obtained from the HoloLens directly without the need of calibration.

![Figure 1](image1.png)

Figure 1. A point cloud extracted from multiple images of the barrel using Multi-view Stereo.

![Figure 2](image2.png)

Figure 2. Image from the training dataset (a) and a NeRF-rendered image (b). To be more specific, the rendering is done via the Instant-NeRF implementation. The rendered image is from a similar, but nevertheless novel view w.r.t. the shown training image. On the left side of the rendered image, fairly large dents (geometric damage) of the object are visible through contour indentations.
3. RELATED WORK

NeRF emerged from the research field of novel view synthesis, where, based on a set of images with given poses depicting an object or a scene, convincing views for novel poses not included in the training set are to be rendered. Early approaches in this field rely on image-based rendering (Zhang and Chen, 2004), where new views are synthesized by blending and warping of the given posed images. Most current research efforts however, aim at modeling the three-dimensional structure of the depicted scene based on the given views and using this 3D structure to render new views. In doing so, space was initially modeled explicitly, for instance as voxels (Sitzmann et al., 2019a). Later, implicit representations emerged, modeling scenes three-dimensionally via the learned weights of fully-connected neural networks. Similar to the implicit surface representations trained by 3D guidance, where surfaces are modeled as the zero crossing of a signed distance function (Park et al., 2019), implicit surfaces can be used for view synthesis via neural rendering (Sitzmann et al., 2019b).

The break-through of NeRF (Mildenhall et al., 2020), however, came to pass by using an implicit radius field consisting of position-dependent density and radiance which additionally depends on viewing direction. This implicit field is queried and trained by differentiable volume rendering (Kajiya and Von Herzen, 1984). Along pixel-wise view rays, the radiance field is sampled and the resulting density and radiance values are integrated along the ray to determine the color value of the respective pixel. One drawback of this original NeRF procedure is its inefficiency in terms of processing time with training times of ten hours and more and inference time of several minutes for the rendering of a single image. Recently, current work has been proposed, which achieves significant improvements in rendering as well as training time (Chen et al., 2022; Fridovich-Keil et al., 2022; Müller et al., 2022), with (Müller et al., 2022) reaching training times of few seconds for object scale scenes. Another line of research focuses on improving the geometric quality of NeRFs, for instance by reverting back to implicit surface representations instead of density fields while retaining a NeRF-like rendering and training process (Wang et al., 2021) or even optimizing explicit triangle meshes with flexible topology (Munkberg et al., 2022). Concerning geometric accuracy, various works have explored the stabilizing effect of incorporating depth cues into the 2D-image-based training process. These can be derived from the training images themselves by sparse photogrammetric reconstruction (Deng et al., 2022) or by means of active sensors such as LiDAR (Rematas et al., 2022) or RGB-D cameras (Attal et al., 2021).

Furthermore, the reliance on camera poses for the training images has been reduced by refining or completely determining them during the training process (Jeong et al., 2021; Lin et al., 2021). Similarly, internal camera parameters (Jeong et al., 2021) and even deblurring (Ma et al., 2022) can be considered and determined as well.

4. METHODOLOGY

In order to move towards real-time 3D reconstruction using Instant-NeRFs, this section describes the single steps taken from image acquisition to obtaining 3D object models. At first, the data streaming pipeline is described. Thereafter certain prerequisites are introduced in order to include the images and poses into the training process, which represents the following step. At last, the fast 3D reconstruction from the trained Instant-NeRF is described.

4.1 Data streaming

In the following, the synchronized network connection between HoloLens (Server) and a PC (Client) for data streaming is described. The network is established through a WiFi connection.

Server

As previously mentioned, the HoloLens runs a server application, based on the implementation of Dibene and Dunn (2022). Images of size 1920×1080 px can be obtained with frame rates of 15 or 30 frames per second (fps) from the server in the YUV color model with NV12 pixel representation (Microsoft, 2023). The image size is halved w.r.t. 24 bit RGB representations, because every pixel is encoded with 12 bits. This format has the least radiometric loss induced through compression we can obtain from the server. For purposes of a more rapid development and flexibility, we developed a server emulation tool that presents itself as a HoloLens in the network. The client application described below in standalone mode also provides the functionality to record streams of images and poses and save them persistently to the hard disk, so that such streams can be loaded into the server emulation tool. From there, we are able to change the framerate artificially, cut certain images out of the stream or only utilize a certain range of the image stream.

Client

The client application is built directly into the Instant-NeRF implementation, which is programmed in C++ and CUDA C++, respectively. By sending instructions as byte arrays to the server, the start of streaming of images and poses is induced. The byte arrays include information about the required image size and framerate, besides other information. In addition before streaming, the camera parameters need to be queried from the server, which is achieved by sending a byte array that contains similar instructions as mentioned before. The byte order of the arrays needs to explicitly be converted to little endian representation before writing to the client socket.

4.2 NeRF training

This Section pays attention to the prerequisites and steps that need to be taken, in order to enable real-time training based on a stream of images and poses. Besides images and poses, also the camera parameters need to be taken into account and therefore transferred prior to the start of the training process.

Camera parameters

After establishing a client-server connection between the HoloLens and PC, at first, the camera parameters need to be transferred. In the Instant-NeRF implementation the camera parameters can among others be represented in the OpenCV structure with five distortion coefficients in the form of \( \{ f_x, f_y, c_x, c_y, k_1, k_2, p_1, p_2, k_3 \} \) (OpenCV, 2023), where \( f_x \) and \( f_y \) denote the focal length, \( c_x \) and \( c_y \) the principal point, \( k_1 \) the radial symmetrical and \( p_1 \) the tangential asymmetrical distortion parameters. From the HoloLens, those parameters can be obtained either as single values or a \( 4 \times 4 \) camera matrix, represented as a 2D array. Both focal length parameters are provided in px by the HoloLens, which is the target unit for
the OpenCV representation. The same goes for the principal point, which is however commonly provided as a \([u, v]\)
point in px units. Those camera parameters as well as the distortion parameters can be mapped directly to the OpenCV
representation in Instant-NeRF.

Pose transformation

Due to photogrammetric methods like SfM, camera parameters and poses can be estimated from a set of images. For
Instant-NeRF as well as other NeRF implementations, the open-source software COLMAP (Schönberger and Frahm, 2016) is often utilized for this task. The estimation process is executed independently and only once for creating a set of input and ground truth data, so that the parameters and poses are known a priori to the NeRF training. In the case of the
HoloLens, these parameters are known before and the poses are received while training.

Instant-NeRFs are trained within a 3D scene box, of which the extent and a scaling factor needs to be known in advance.
These are calculated from all poses through a Python script that is part of the Instant-NeRF code base. As mentioned, we do not know the poses prior to the training, so the user needs to define a scene box through interaction with the HoloLens. We utilize the center of the box as our center of attention \(P_c\) as well as a scaling factor \(s\) that we take from the provided Python script. From empirical studies, we found that the directional portion of the HoloLens poses needs to be transformed in order to point into the general direction of \(P_c\).

Image buffer

Because the data stream can potentially be endless, but only finite memory for storing images is available, at one point in the streaming process previously acquired images need to be deallocated or replaced by newly acquired images. This could have the impact that data is taken out of the training procedure that might still be relevant for reconstruction. Because we do not want to investigate such influence, we limit the buffer size so that 400 images can be received at maximum. For that matter, it needs to be noted that within the Instant-NeRF implementation, only pixel positions and not actual pixel values are selected randomly from the image set to construct rays through the scene for training.

Training

The HoloLens, as well as our server emulation tool, sends a sequence of streaming entities with a certain data structure per entity, as depicted in Figure 3. Each entity consists of a header composed of a time stamp as well as the payload size, which denotes the size of the entity in bytes. The following byte sequence contains the image in NV12 representation (see Section 4.1), four camera parameters \(f_x, f_y, c_x, c_y\) and the camera pose in the form of 16 32 bit float values, that can be interpreted as a \(3 \times 4\) projection matrix. The four camera parameters are ignored, because we operate in fixed camera parameter mode. Instant-NeRF expects RGBA images, therefore the YUV NV12 image needs to be converted accordingly.

As described in Section 4.2 more specifically, GPU memory in the form of an image sequence buffer is allocated statically before training. In order to investigate the convergence behaviour of the network at streaming time, the number of images written into the buffer at once can be determined. This means that the client application waits for \(n\) images to arrive, before writing them into the buffer. Similar to the image buffer, a pose buffer is allocated before training that allows for the same amount of poses as images. If \(n\) is chosen to match the framerate, a block of \(n\) images and poses are copied into the allocated image and pose buffers.

After sending the streaming instruction (see Section 4.1, Client) to the HoloLens or server emulation tool, the stream of images and poses starts immediately. With the first \(n_{sub}\) batch received, the start of the training is triggered. The training is executed until the last image is received, which, in our investigations, is at latest the point when the image buffer is saturated.

4.3 NeRF 3D reconstruction

In order to derive an explicit scene representation in the form of a dense point cloud with colors from the implicit radiance field, we sample rays from the training poses and capture the 3D coordinates where a respective ray reaches its first major density peak as is done in (Müller et al., 2022) for the rendering of depth maps. Instead of doing this per entire image, we randomly sample rays over all training images. In sampling only from training image poses, we assume that this provides higher depth accuracy than sampling from interpolated test views not included in the training set. This, of course, presupposes that the object of interest is continuously covered with training views.

5. EXPERIMENTS

In this section, the experiments are laid out. While an extensive testing of the setup by streaming and parallel training was done in advance for arbitrary scenes, there was no possibility to directly stream the data from the HoloLens into our extended Instant-NeRF implementation for the specific scene we want to investigate. The object and environment the scene is composed of is described below in Section 5.1, where we could not place our PC with hardware that is needed for training. Using a Laptop instead, we therefore recorded and saved a stream as described in Section 4.1, which then was used in conjunction with our server emulation tool.

5.1 Object and environment

The objective is to reconstruct an industrial object, which, in our case, is a metal barrel with yellow paint (Haitz et al., 2022b). With a cylindrical shape, its height is around 93 cm and the diameter around 62 cm. As can be seen, the barrel has some geometrical damage in the form of bumps, as well as texture in the form of corrosion and other radiometric variation. We chose
of a quadratic area of approximately 10 m². This yields enough space for moving in a circular trajectory around the object.

5.2 Trajectory and data recording

In order to record a data stream, a person wearing the HoloLens moves around the object on a circular path at least two times. Moving around the object for the first time, the person looks at the edge where the top and coat of the object meet (Figure 4(a)). On the second path, the person looks at the edge where the coat and the floor are meeting (Figure 4(b)). The coat needs to be visible in images of both paths in order to ensure the requirements for multi view consistency. The person takes one step at a time and does not move for a few seconds, so that images with a minimum of motion blur can be acquired by the camera. This can be observed in Figure 4(c), where multiple poses heap up in certain spots. After the two paths are finished, the person moves in the same manner until the maximum number of 400 images (Section 4.2) is reached. For the whole recording process, the camera parameters are fixed.

5.3 Training, reconstruction and hardware

The training is realized using the server emulation tool, that listens at localhost in order to connect with the client in our modified Instant-NeRF implementation. After sending the corresponding instructions to the server, data streaming begins, which immediately triggers training. It needs to be noted that some recorded images have invalid poses, so that they need to be sorted out before at runtime. While all 400 images and poses are streamed, only 355 have valid poses which are used for training, whereas the remaining 45 images and poses are rejected. The server emulation tool allows for arbitrary framerates, so that the convergence behaviour of the NeRF can be investigated with different fps. The framerates 2 fps, 5 fps, 15 fps and 30 fps are investigated in particular, because 15 fps and 30 fps can be obtained through the HoloLens. With a low framerate of 5 fps, the training time is prolonged, which might lead to better convergence on the one hand, and is also still a reasonable framerate for the scope of this work. In particular, 2 fps need to be mentioned. This is the actual highest framerate that we could achieve with the HoloLens with the YUV NV12 image encoding using a Wifi connection.

Besides the Microsoft HoloLens, we utilize a PC for training and reconstruction which has an Intel i9 10850K CPU, 32 GB Ram as well as a Nvidia Geforce RTX 3090 GPU, which is needed for training NeRFs efficiently.

6. RESULTS

The results are categorized into qualitative and quantitative results, whereas for qualitative results image and geometric reconstructions are visualized. Image reconstruction is the ability of the NeRF to generate novel views. This is measured through the Peak-Signal-To-Noise-Ratio (PSNR) in the unit decibel (dB), which induces a logarithmic representation. Besides the reconstruction ability of NeRFs, the PSNR is utilized to measure the quality of lossy image compression algorithms. The geometric reconstruction is shown as point clouds, which is the target geometry type of this work. We have integrated a PLY-file writer into our modified Instant-NeRF implementation in order to save the point clouds to the hard disk. Writing point clouds to the hard disk is not part of the real-time processing and therefore is not added to the runtime investigation.

The runtime is measured from the training start, induced by the data stream, until the end of the 3D reconstruction. It needs to be noticed that the 3D reconstruction starts immediately after the training has been stopped. The termination criterion for training is the end of the data stream.

6.1 Qualitative results

This section briefly describes the qualitative results of our experiments. The results are represented as images.

Image reconstruction

Figure 5 shows image reconstruction results rendered from a test pose not included in the training dataset for the different training framerates. A slight decreasing of visual quality is observable with increasing training framerate.
6.2 Quantitative results

In Table 1, runtime performance and image reconstruction ability is shown. All things considered, 400 images are streamed from the server emulation tool into our modified Instant-NeRF application, of which 355 are used for training. A dense reconstruction with five million (5000k) scene points is executed in this investigation. Table 2 depicts the performance of the 3D reconstruction dependent on the target number of points that need to be extracted. Lastly, Table 3 shows the actual extracted points w.r.t. the target number of points.

Table 1. Runtime performance and reconstruction ability.

<table>
<thead>
<tr>
<th>FR (fps)</th>
<th>Train (s)</th>
<th>3DR (s)</th>
<th>ACC (s)</th>
<th>PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>600.0</td>
<td>1.08</td>
<td>601.08</td>
<td>29.98</td>
</tr>
<tr>
<td>2</td>
<td>198.906</td>
<td>0.788</td>
<td>199.694</td>
<td>27.85</td>
</tr>
<tr>
<td>5</td>
<td>81.892</td>
<td>0.862</td>
<td>82.754</td>
<td>26.98</td>
</tr>
<tr>
<td>15</td>
<td>30.404</td>
<td>0.986</td>
<td>31.390</td>
<td>26.04</td>
</tr>
<tr>
<td>30</td>
<td>19.042</td>
<td>1.115</td>
<td>20.139</td>
<td>25.68</td>
</tr>
</tbody>
</table>

Table 2. Reconstruction performance for 500k and 5000k points.

<table>
<thead>
<tr>
<th>FR (fps)</th>
<th>500k</th>
<th>5000k</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.079</td>
<td>0.788</td>
</tr>
<tr>
<td>2</td>
<td>0.085</td>
<td>0.862</td>
</tr>
<tr>
<td>5</td>
<td>0.101</td>
<td>0.986</td>
</tr>
<tr>
<td>15</td>
<td>0.116</td>
<td>1.115</td>
</tr>
</tbody>
</table>

Table 3. Framerate, number of hit points within the scene and the corresponding PSNR at training end.

7. DISCUSSION

In this section, the results are discussed in the structure of image reconstruction, geometric reconstruction and runtime performance. The latter includes a discussion of the runtime of training and reconstruction, each.

7.1 Image reconstruction

Rendering new views of a scene is the task NeRFs are commonly used for. While image rendering is less relevant for computer vision tasks, some insights can be derived from the experiments. As shown quantitatively in Table 1, the PSNR increases with training time, which is expected if training image quality and pose accuracy is sufficient in cases where the data is available before training (i.e. not real-time). For real-time training based on a data stream with a finite image buffering, however, the framerate used for streaming is an important factor, as it determines the training time in this setup. In case of no real-time training and when the data is available before training, the data row of Table 1 shows that the PSNR begins to peak after 10 minutes of training with 29.98 dB.

The qualitative results in Figure 5 show no significant difference regarding the object itself. Different PSNR values rather indicate differences in the background reconstruction ability and the occurrence of noise and artifacts.

7.2 Geometric reconstruction

For the geometric reconstruction some very interesting insights can be obtained from the experiments. At first, in Table 3 the actual number of extracted points can be seen. While a number of points to be extracted is given with 5000k, the reconstruction algorithm samples rays that might not terminate at a point within the scene because of low density throughout its path. Consequently, no point will be added to the point cloud for the sampled ray. Also Table 3 shows that with increasing PSNR (i.e. image reconstruction ability), the number of points decreases. This is very likely due to less noise, which is indicated through high PSNR. Besides that, common artifacts like floaters are less present with better image reconstruction. Floaters in the NeRF terminology are geometric anomalies, very likely introduced by inaccurate camera parameters and poses (Barron et al., 2022; Sabour et al., 2023). If less noise and artifacts are present in the scene, there is a slightly higher probability that the ray does not terminate within the scene, which therefore might result in a lower number of points. Both noise and artifacts however can also lead to early ray termination, which lead to false geometric representations within the scene.

The qualitative results are shown with a more sparse (500k
15 fps or 30 fps opposed to the only 2 fps we could obtain with a higher level of compression in order to stream images with ability. In case of the HoloLens, we investigate a format with a strategy, that keeps only the images for good reconstruction interesting study area, because it is of practical use to stream the reconstruction quality negatively. However, this would not have been around for very long, which might impact out images. The latter would have caused that training data to keep all acquired images and poses for training and not fil-

we initialized statically before runtime. The reason for this was the camera poses. Another challenge is the image buffer, which the data is at hand before training, the scene box is derived from interaction with the HoloLens. Due to the implementation of Instant-NeRF, such a box needs to be annotated by the user in interaction with the scene. Most experiments were based on the target number of 5000 points, for comparison, however, we also set the target number to 500k, which results in a more sparse point cloud. The runtime results comparing both target numbers are shown in Table 2. For the four shown scenarios, the connection of runtime performance and number of extracted points appears to be largely linear.

8. CONCLUSION

In this work, we described a setup and an implementation for real-time NeRF training and instant geometric 3D reconstruction. Some compromises had to be made in order for the training and reconstruction to work. At first, a manual scene box needs to be annotated by the user in interaction with the HoloLens. Due to the implementation of Instant-NeRF, such a box needs to be known or determined in advance. Usually when the data is at hand before training, the scene box is derived from the camera poses. Another challenge is the image buffer, which we initialized statically before runtime. The reason for this was to keep all acquired images and poses for training and not filter out images. The latter would have caused that training data would not have been around for very long, which might impact the reconstruction quality negatively. However, this is a very interesting study area, because it is of practical use to stream more images than the GPU memory size allows and to find a strategy, that keeps only the images for good reconstruction ability. In case of the HoloLens, we investigate a format with a higher level of compression in order to stream images with 15 fps or 30 fps opposed to the only 2 fps we could obtain with the YUV NV12 format.

Besides ongoing challenges of this work, we obtained exceptional results regarding the runtime performance. To be able to geometrically reconstruct a scene with 5000k points within one second after a data stream has high potential for real-time 3D mobile mapping. Regarding the hardware, a high performance laptop with an Nvidia GPU can be utilized. Depending on the GPU RAM, which usually ranges between 8 and 16 Gb RAM for mobile GPUs, the image buffer size as well as the batch size determine how much GPU RAM is used. In our experiments, we did not exceed 7 Gb GPU RAM for training and reconstruction.

Regarding the applications, we aim towards geometric damage detection in industrial objects. But because we are also interested in radiometric damage, the integration of 2D semantic segmentation as carried out in Haitz et al. (2022a) is a planned task. The utilization of knowledge distillation into the NeRF (Kobayashi et al., 2022) is therefore of high interest for us.
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