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a b s t r a c t 

Porous media combustion (PMC) relies on internal heat recirculation in an open-cell ceramic foam matrix

to enhance the flame speed of fuels with poor combustion properties. Volume-averaged simulations are

often used to study the combustion performance and pollutant emissions of such systems. However, due

to the varying complexity of matrix geometries found in practical burners, as well as the wide range

of closure models for the constitutive relations of the solid phase, contradicting statements about the

predictive accuracy of these volume-averaged models can be found in the literature. In this work, we

propose an open-source modeling framework for accurate volume-averaged PMC simulations by using

first-principles methods to determine effective properties used in closure models. This framework relies

on adequately characterizing the topology of the solid matrix, using commonly available X-ray computed

microtomography. With this approach, significant improvements in accuracy are reported compared to

empirical models from the literature. The framework based on first-principle evaluations of constitutive

relations is compared against experimental measurements conducted on an interface-stabilized burner

operated with premixed NH 3 /H 2 -air. The model shows good agreement for exhaust gas composition and 

stability limits. The proposed simulation framework performs significantly better than state-of-the-art

techniques that employ commonly used empirical correlations for effective matrix properties.

Statement of Significance: We present a new open-source simulation framework for improved characteri- 

zation of porous media combustion. By utilizing μCT techniques, accurate effective matrix properties can

be determined from first-principle simulations. These effective properties are used in closure models for

1D volume-averaged reacting flow simulations using appropriate sub-models for heat recirculation. This

modeling framework is able to reliably predict stability limits while conventional closure models yield

erroneous trends. Assessment of the resulting modeling framework is performed using experiments with

exhaust gas characterization performed on a NH 3 /H 2 -air porous media burner. 
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. Introduction

The transition towards low-carbon combustion devices is a 

romising solution to reduce net greenhouse gas emissions. Low- 

arbon fuels such as hydrogen (H 2 ), ammonia (NH 3 ), and low- 

eating-value syngas and biogas are therefore subjects of active 
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esearch. However, most of these fuels exhibit poor combustion 

roperties, making it difficult to stabilize flames in conventional 

ombustion devices [1–3] . One solution is the use of porous me- 

ia combustion (PMC) [4–6] . These burners consist of an open-cell 

eramic matrix. Heat recirculation to the reaction zone by conduc- 

ion and radiation within the solid matrix can significantly increase 

he flame speed. This is helpful to stabilize combustion processes 

hen using fuels with poor combustion properties [7–12] . 

Numerical simulations of PMC can assist with understanding, 

esigning, and optimizing porous media burners (PMBs) [4,6,13] . 

ifferent simulation concepts have been developed to model PMC, 
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ncluding pore-resolved simulations and volume-averaged meth- 

ds. Direct pore-level simulations (DPLS) generally couple a 3D 

ully resolved finite-volume reacting flow simulation with a 3D 

hermal simulation of the solid. DPLS can yield accurate results, 

ut they require the full resolution of the flame structure and of 

adiative and diffusive transport in the complex pore topology [14–

6].  This stringent requirement makes their computational cost and

omplexity high, typically limiting their application beyond funda- 

ental research. 

In contrast, volume-averaged methods are a popular concept for 

ow-order simulations of PMC. In particular, 1D volume-averaged 

imulations ( 1 d–vas)  describe the 1D flame structure in porous

edia and are frequently employed in practical applications. While 

he computational cost is low, these simulations require appropri- 

te closure models to describe the solid phase, the inter-phase heat 

ransfer, and other constitutive properties. This requires the accu- 

ate determination of effective properties accounting for effects of 

he solid geometry [15,17].  The present work focuses on 1 d–vas

nd their ability to capture engineering quantities of interest, such 

s stability limits and pollutant emissions. In what follows, we will 

riefly review modeling approaches typically used in 1 d–vas.  

Lawson and Norbury [18] performed one of the first 1 d–vas 

or porous media applications, and since then, conflicting reports 

bout the predictive capabilities of volume-averaged simulations 

ave been published [6].  For example, in [17,19–23],  the author

ave reported good agreement between 1 d–vas and reference data. 

y contrast, in [24–30],  1 d–vas were unable to reproduce experi-

ental measurements. These studies cover a large range of burner 

onfigurations, from open-cell ceramic foam burners, to filtration 

ombustion and packed bed reactors, with applications ranging 

rom gas-turbine combustors, heat production in process burn- 

rs, to fuel reforming and hydrogen production. The aforemen- 

ioned studies highlight that the predictive capability of 1 d–vas 

or matrix-stabilized combustion heavily depends on the choice of 

losure models for inter-phase heat transfer, tortuosity, and heat 

ransport by conduction and radiation within the solid matrix. 

hese studies also indicate that 1 d–vas have a strong sensitivity 

o effective solid matrix properties. Therefore, direct and accurate 

easurements of these properties tend to yield more predictive 

 d–vas.  

Radiative heat transfer is one of the dominant processes of 

eat recirculation in the solid matrix, and is among the closure 

odels that has received the most attention for PMC modelling 

6].  The Rosseland model is a popular approach for modeling ra-

iative transport [18,19,24,29,31,32].  It relies on modeling radia-

ive processes in the solid as an effective heat conduction coef- 

cient. However, this model has been shown to yield consider- 

ble discrepancies when compared with experimental measure- 

ents [6].  Nonetheless, it is still commonly used today for its

imple implementation. The P3 model is another approach, pro- 

osed by Barra et al. [25] and Henneke and Ellzey [33],  who

pplied it to low velocity filtration combustion. It approximates 

he solution of the radiation transport equation using an ana- 

ytical ansatz function. Another approach is to directly solve the 

ull radiation transport equation (RTE). This approach is accurate, 

ut also significantly more computationally intensive [22,34].  The

chuster-Schwarzschild model [35],  successfully used by Sobhan

t al. [17,23],  is a cost-effective alternative to solving the full RTE

or conditions in which the solid can be assumed to be a gray 

ody. It relies on solving a set of coupled ordinary differential 

quations to compute the two components of the axial radiative 

ux. The effect of the solid geometry is incorporated using effec- 

ive radiative properties, which can be computed a-priori using in- 

xpensive ray-tracing simulations. 

Solid heat conduction of the matrix is another important pro- 

ess for heat recirculation and flame stabilization. The determina- 
ion of effective heat conduction properties for volume-averaged 

imulations requires both a good characterization of the bulk ma- 

erial’s property, which is often lacking for high temperature engi- 

eered ceramics used in PMBs [36] , and a good model to account 

or the effect of the solid matrix’ macroporosity. Concerning the 

atter, a simplified approach in which the material conductivity is 

ultiplied by the volume fraction of the solid inside the control 

olume is sometimes used [37–39] . Depending on the geometry of 

he solid, the actual effective value can differ significantly [36,40] . 

 better estimate can be obtained by performing additional ther- 

al simulations using the geometry of the solid structure. This 

an be obtained using a thermal finite volume solver on a ge- 

metrical grid obtained from x-ray micro-computed-tomography 

μCT) [15,17,36,41] . 

In addition to heat recirculation within the solid matrix, other 

hysical phenomena have to be considered for 1 d–vas , namely 

nter-phase heat transfer, gas-phase tortuosity, and flame wrin- 

ling. Heat transfer between the solid and the gas phase is usually 

odeled with a volumetric heat transfer coefficient, derived from 

usselt number correlations dependent on the flow regime and 

he solid geometry. These correlations are most often determined 

rom non-reactive flows using either experimental measurements 

r DPLS [17,19,29,39,42–49] . The porous matrix also affects diffu- 

ive processes in the gas phase by increasing characteristic trans- 

ort length scales, a phenomena known as tortuosity. This can be 

aken into account by decreasing the diffusion coefficients found 

n the 1 d–vas governing equations for gas-phase temperature and 

pecies [50] . In practice, the effect of tortuosity for combustion ap- 

lications in PMBs is often neglected [17,22] . While different cor- 

elations exist that relate tortuosity to pore size, porosity, or Péclet 

umber [20,25,26,42,46,51] , their validity is often limited. Alterna- 

ively, effective tortuosity properties can be computed from high 

esolution tomographic images of the solid matrix [19,29,52] . In re- 

ent years, new correlations have also been derived using machine 

earning approaches [53,54] . 

Table 1 presents a synthesis of closure models commonly em- 

loyed in 1 d–vas . 

In this work, we present a framework for 1 d–vas . We hypoth- 

size that the reliability of 1 d–vas can be improved by utiliz- 

ng accurate effective properties for closure models. With modern 

ools such as ceramic additive manufacturing and μCT [36] , the de- 

ailed macro-porous structure of the ceramic matrix is often read- 

ly accessible and can be utilized to accurately derive these effec- 

ive properties by performing separate, inexpensive 3D simulations 

ased on first-principles. These effective properties can then be 

tilized to perform 1 d–vas reacting flow simulations. We refer to 

his approach as the 1 d–vas–fp framework (1D Volume-Averaged 

imulations with closure models derived from First Principles). 

In the present work, we introduce an open-source tool-chain 

hat implements the 1 d–vas–fp framework and applies it to a 

oam geometry characterized using high-resolution μCT. The clo- 

ure models used in our implementation of the 1 d–vas–fp frame- 

ork are highlighted in bold font in Table 1 . The test case for the

valuation of the 1 d–vas–fp framework is an interface-stabilized 

MB, described in Section 2 , that was recently studied in [56] . 

atrix-stabilized premixed NH 3 /H 2 -air combustion was studied 

ver a wide range of operating conditions and fuel mixture com- 

ositions. The 1 d–vas–fp framework and tool-chain are introduced 

nd described in detail in Section 3 . Results are presented in 

ection 4.1 , which assesses the ability of 1 d–vas–fp simulations 

o accurately capture the stability limit of the burner. To provide 

 comparative reference, 1 d–vas simulations are also conducted 

sing state-of-the-art empirical closure models and correlations. 

his is thereafter referred to as the 1 d–vas–emp framework (1D 

olume-Averaged Simulations with EMPirical closure models). In 

able 1 , closure models used for 1 d–vas–emp simulations are in- 



Table 1

Literature review on closure models used in 1 d–vas for PMBs. The models indicated in bold are those used in the 1 d–vas–fp framework

described in the present work. Those in italic are used in the 1 d–vas–emp framework employed as a reference in the present work.

Physical process Modeling approach Reference

Solver adapted from Chemkin (closed source) [19,20,26,29,33,34,51]

Cantera (closed source) [15,17,32]

Cantera (open-source) present work

Chemical mechanism Reduced [27]

Detailed [15,17,19,20,22,26,51] , present work

Radiation Rosseland model [18,19,24,29,31,32]

P3 [25,26,33]

Schuster-Schwarzschild [17,23]

Schuster-Schwarzschild with properties from μCT present work

Full Radiative Transfer Equation [22,34]

Solid heat conduction Derived from porosity [22,24,26,27,32,37–39,51]

3D simulations from μCT [15,17,19,29,40,41,55] , present work

Inter-phase heat transfer Derived from non-reacting experiments/DPLS [17,22,24,26,27,29,31,39,42–49] , present work

Derived from reacting experiments/DPLS [15,29]

Gas-phase diffusion Neglected [17,22]

Tortuosity from correlation [20,25,26,42,46,51]

3D simulation from μCT [15,19,29] , present work

Fig. 1. Schematic of the experimental apparatus (not to scale). MFC: mass flow con- 

troller; SiC: silicon carbide; YZA: yttria-stabilized zirconia alumina; TC: thermocou- 

ple. Reproduced from Vignat et al. [56] .
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icated using italic. 1 d–vas–fp and 1 d–vas–emp are compared in 

ection 4.2 . The focus is then placed on pollutant emissions: we 

rst assess the accuracy of the 1 d–vas–fp framework by comparing 

ith experiments in Section 4.3 . In Section 4.4 , we focus on a more

undamental analysis of PMB-stabilized NH 3 combustion using in- 

ights from 1 d–vas–fp simulations. Conclusions are presented in 

ection 5 . 

. Experimental setup, instrumentation, and measurements

The experimental measurements used in the present work were 

ublished in [56] , and we refer the reader to this reference for a

ore detailed description of the experimental setup. The burner 

epicted in Fig. 1 is of an interface-stabilized design, with three 

xially staged sections. It has an outer diameter of 50.8 mm. 

he perfectly premixed reactants first flow through two blocks of 

5.4 mm-long 40 pores per inch (PPI) open-cell yttria-stabilized 

irconia alumina (YZA, with 2% calcium oxide, 2% yttria, 62% zir- 

onia, and 34% alumina by weight) foam manufactured by Selee 

Hendersonville, NC, USA), acting as flame arrestor. These blocks 

re followed by two 25.4 mm-long blocks of SiC foams manufac- 

ured by Ultramet (Pacoima, CA, USA). The first of these two blocks 

as a larger pore size (3 PPI) than the second (10 PPI). The burner 
s designed such that combustion occurs within these SiC ceramic 

oams [5] . Note that the PPI ratings used to describe these ceramic 

oams are a commercial designation. 

The flow of reactants is controlled by mass flow controllers (Al- 

cat, Tucson, AZ, USA) and all reactants are premixed upstream of 

he burner’s inlet. The uncertainties on the reported equivalence 

atios and mass flow rates are 1.6% and 0.8%, respectively. The 

xperiments are conducted at ambient pressure and temperature. 

as analysis is performed in the exhaust of the burner. NO, O 2 , 

H 3 , and H 2 concentrations are reported in dried exhaust gases. 

O and NH 3 emissions are normalized to 15% O 2 following stan- 

ard practice [57] . Experimental uncertainties on these measure- 

ents are 20%, 15% and 7%, respectively, for normalized NO, nor- 

alized NH 3 and H 2 , respectively [56] . 

. 1D modeling framework

.1. Governing equations and constitutive relations 

In the present work, we consider a PMB with constant cross- 

ection and an axial flow direction represented with coordinate x . 

n this model, we invoke the following assumptions: 

i. The solid phase is chemically inert with no catalytic effects,

ii. Radiation within the gas phase and between the solid and gas

is negligible,

ii. Dufour and Soret effects are negligible,

iv. Viscous dissipation is negligible,

v. The flow has a variable density, but can be treated as incom- 

pressible,

i. The axial pressure gradient within the burner has negligible ef- 

fects on the chemistry, and on heat and species transport, and

ii. Turbulent effects are negligible given the low Reynolds number

of the flow.

The 1D volume-averaged governing equations comprise the bal- 

nce equations for mass, species, and temperature of the gas phase 

s [17,22,29,58] 

∂(ρg ε v ) 

∂t 
+ ∂

∂x

(
ε v ρg u 

)
= 0 , (1) 

∂(ρg ε v Y k ) 

∂t 
+ ∂

∂x

(
ε v ρg Y k u 

)
= − ∂

∂x 

(
ε v j k 

)
+ ε v ˙ ω k , (2) 
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Table 2

Boundary conditions for 1 d–vas .

Quantity Inlet Outlet

u fixed zero gradient

Y k fixed mass flux zero gradient

T g 300 K zero gradient

T s 300 K λeff 
∂T s 
∂x

+ e rad σ (1 − ε v )(T 4s − T 4
amb 

) = 0 † 

˙ q + σ T 4
amb

—

˙ q − — σ T 4
amb

† The outlet boundary condition for T s models the radiative heat flux from the 

top solid surface of the burner to the ambience. Heat losses to the ambience on the

outer cylindrical boundary of the burner are modeled using a volumetric source

term, Eq. (13) .
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 p,g 
∂(ρg ε v T g ) 

∂t 
+ c p,g 

∂ 

∂x 

(
ε v ρg T g u 

)
= 

∂

∂x 

(
ε v 

λg 

η

∂T g 

∂x 

)
− ε v

(
N s ∑ 

k =1

c p,k j k 

)
∂T g 

∂x 

− h v (T g − T s ) + ε v ˙ q chem 

, (3) 

here the subscripts g and s denote the gas and solid phase, re- 

pectively, ρ is the density, ε v is the porosity, u is the interstitial 

xial velocity, Y k is the mass fraction of the k th species, j k is its

iffusive mass flux, and ˙ ω k is its reaction rate. T is the tempera- 

ure, c p the isobaric heat capacity of the mixture, c p,k the isobaric 

eat capacity of the k th species, N s is the number of species, λ the 

as-phase heat conductivity, η is the tortuosity factor, h v is the vol- 

metric inter-phase heat transfer coefficient, and ˙ q chem 

is the heat 

elease rate associated with chemical reactions. 

In the gas phase, the diffusive mass flux of each species j k in 

q. (2) is modeled with the Curtiss-Hirschfelder approximation and 

ncludes tortuosity effects [59] : 

j k = −ρg 
M k 

M 

D k 

η

∂X k 

∂x 
+ Y k ρg

N s ∑ 

i =1

M i 

M 

D i 

η

∂X i

∂x 
, (4) 

here M k and X k are the molar mass and the mole fraction of the

 th species, D k its diffusion coefficient, and M is the mean molec- 

lar weight. Heat transfer between solid and gas phase is modeled 

y a volumetric heat transfer coefficient h v , which is computed 

s [29] 

 v = Nu 

S v λg 

d h 
, (5) 

here S v is the specific surface of the porous matrix and d h = 

 ε v /S v is the hydraulic diameter of the porous medium. The Nus- 

elt number, Nu , is computed from the correlation by Bedoya 

t al. [29] 

u = 3 . 7 Re 0 . 38 P r 0 . 25 
, (6) 

ith the Reynolds and Prandtl numbers based on the gas-phase 

roperties 

e = 

ρg ud h 
μg 

, P r = 

c p,g μg

λg 
, (7) 

here μg is the viscosity of the gas phase. 

The governing equation for the solid-phase temperature T s is 

1 − ε v ) ρs c s 
∂T s 

∂t 
= 

∂

∂x 

(
λeff 

∂T s 

∂x 

)
− ˙ q rad − ˙ q loss + h v (T g − T s ) , (8)

here c s is the heat capacity of the solid, λeff is the effective heat 

onductivity, ˙ q rad is the radiative heat transfer source term, and 

˙  loss is the source term for heat losses through the outer radial 

oundary of the burner. 

Heat recirculation due to radiation is an essential process to 

escribe interface-stabilized PMC. Under a gray body assumption, 

e model axial heat transport by radiation with the Schuster- 

chwarzschild model [17,23,35] , where ˙ q rad in Eq. (8) is computed 

rom the contribution of radiative flux in positive axial direc- 

ion ˙ q + 
R 

and negative axial direction ˙ q −
R 

, 

˙ 
 rad = 2 β(1 − ω rad )(2 σ T 4s − [ ̇ q +R + 

˙ q −R ]) , (9) 

here σ is the Stefan–Boltzmann constant. The extinction coeffi- 

ient β is directly computed from the μCT scans. The scattering 

lbedo ω rad is computed using a gray body assumption as [60,61] 

 rad = 

1 

2 

( 2 − e rad ) , (10) 

here e is the emissivity of the solid surface. 
rad 
To determine ˙ q + 
R 

and ˙ q −
R 

, two linear ordinary differential equa- 

ions are solved [35] : 

d ̇

 q + 

d x 
= −β(2 − ω rad ) ̇ q 

+ + βω rad ˙ q 
− + 2 β(1 − ω rad ) σ T 4 s , (11) 

d ̇

 q −

d x 
= −β(2 − ω rad ) ̇ q 

− + βω rad ˙ q 
+ + 2 β(1 − ω rad ) σ T 4 s . (12) 

n addition to the axial radiative heat transport, radial radiative 

eat loss through the outer insulation layer is taken into account 

s 

˙ 
 loss = 

4 σ e rad τ

D 

(T 4 s − T 4amb ) . (13) 

n this 1D model, heat losses are represented as volumetric 

ources, assuming a cylindrical burner with an outer diameter D 

nd transmissivity of the insulation layer τ . T amb is the ambient 

emperature, here assumed to be 300 K. Heat losses due to con- 

uction and convection on the outer cylindrical boundary of the 

urner are neglected in the present work, as they are estimated to 

e an order of magnitude smaller than losses due to radiative pro- 

esses. The derivation of Eq. (13) and the estimation of convective 

eat losses are detailed in the supplementary materials. 

The boundary conditions for the governing equations are sum- 

arized in Table 2 . 

In this work, we use the reaction mechanism proposed by 

tagni et al. [62] for NH 3 /H 2 -air combustion. This mechanism con- 

ists of 29 species and 203 reactions, and has been validated over 

 wide range of equivalence ratios and H 2 dilutions corresponding 

o the experimental conditions in [56] . A comparison with other 

eaction mechanisms [63,64] is included in the supplementary ma- 

erials. 

.2. Software architecture 

Solving the governing equations requires both the determina- 

ion of effective solid matrix properties and a numerical proce- 

ure for solving Eqs. (1) –(13) . Therefore, we propose the 1 d–vas–fp 

ramework, a combination of first-principles-based methods for the 

etermination of effective properties and conventional 1D flame 

odeling software. This framework is summarized in Fig. 2 and 

tilizes open-source software. Section 3.3 describes the determi- 

ation of effective matrix properties using first-principle methods. 

ection 3.4 discusses the numerical implementation of the steady- 

tate solver for governing equations, Eqs. (1) –(3) and (8) . 

.3. Determination of effective matrix properties 

The governing equations introduced in Section 3.1 include a 

umber of submodels that rely on effective macroporous solid 

roperties to account for 3D effects of the porous matrix. These 

roperties are listed in blue at the center of Fig. 2 . To deter-

ine these properties, the ceramic foams used in the present work 



Fig. 2. Summary of the proposed 1 d–vas–fp framework for predictive modeling of 1D volume-averaged simulations for combustion in porous media. All software men- 

tioned above are open-source, including the 1D pseudo-time-stepping Newton solver (green), which is an open-source modification of Cantera [65] , available at [66] . (For

interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 3

Acquisition parameters for the μCT scans.

Description (units) YZA SiC SiC

Image width (voxel) 2008 2009 2008

Image height (voxel) 2048 2048 2048

Images per scan 2026 2026 2024

Voxel size ( μm) 26.4 26.4 25.9

Exposure (s) 3.0 3.0 3.0

x-ray tube voltage (kV) 140.0 60.0 60.0

x-ray tube intensity (mA) 71.0 83.0 83.0
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Table 4

Coefficients for the heat conductivity correlations in Eq. (15) .

Coefficient (units) YZA SiC

λref 
s (W m 

−1 K −1 ) 91.5 5.33

a −0 . 35 −0 . 53
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ere characterized using 3D tomographic images obtained with 

CT performed on a Zeiss Xradia Versa 520 x-ray microscope (Carl 

eiss Microscopy GmbH, Jena, Germany). The acquisition parame- 

ers for the scans are reported in Table 3 . After acquisition, the im-

ges were denoised using a high-frequency despeckling filter and 

 non-linear edge preserving filter [67] . Segmentation of the solid 

nd gaseous phases was performed using the method proposed by 

tsu [68] . As a final pre-processing step, morphological closing was 

erformed on the images. The resulting 3D models for the three 

orous foam segments are shown in Fig. 3 . In addition to differ- 

nt pore sizes, the morphology of the ceramic lattice shows sub- 

tantial differences between the YZA and SiC foams. Specifically, 

he SiC foams manufactured by Ultramet form a lattice of hollow 

truts, while the YZA foam from Selee has a larger solid structure, 

hich, although pore sizes are similar, has a larger specific surface 

rea. 

The effective heat conductivity of the foams was calculated 

rom the temperature-dependent bulk heat conductivity λmat of 

he material and an effective thermal conductivity factor �cd , 

hich accounts for macroporosity effects and depends on the 

opology of the solid matrix 

eff = λmat (T s ) �cd . (14) 

cd is determined from the μCT scans using a finite volume 

eat transfer solver [69] . The thermal conductivity λmat of SiC 
trongly depends on its manufacturing process, with apprecia- 

le differences between mono-crystalline SiC obtained by chem- 

cal vapor deposition [70,71] and poly-cristalline SiC manufac- 

ured using hot pressing and sintering [72–74] . Experimental 

easurements of λmat are unfortunately not available for SiC 

anufactured by the vitreous carbon infiltration process used by 

ur supplier. Measurements from [70–74] are reproduced in Fig. 4 . 

n the present work, we use a correlation based on the data by 

iu and Lin [72] , whose samples had a similar microporosity to 

urs, and agrees well with the high-temperature results of Nilsson 

t al. [70] : 

mat (T s ) = λref 
s 

(
T s 

T 0 

)a

(15) 

here T 0 = 293 K and the coefficients λref 
s and a are reported in 

able 4 . The thermal conductivity of YZA reported in the litera- 

ure also presents strong variability. This is due to the large de- 

ign range for the composition of these ceramic materials [75] , as 

ell as the strong dependency of YZA’s heat conductivity on grain 

ize and microporosity [36,76,77] . The correlations in Eq. (15) were 

erived from experimental measurements by Bansal and Zhu [75] , 

hich best matched the composition of the YZA used in our 

urner. Their measurements are also reproduced in Fig. 4 . 

With the exception of the thermal conductivity efficiency fac- 

or �cd , all properties computed from μCT require that the hollow 

truts of the SiC foams are filled. This is accomplished by isolating 

nd filling void volumes that are not connected to the main flow 

hannel using a connectivity tree search algorithm [41] . The poros- 

ty ε v is then computed as the volume fraction of the void voxels. 



Fig. 3. 3D renderings of the CT scans performed for the three different ceramic foams (a)–(c) used in the burner. Red planes show representative cutting planes, given in

(d)–(f). White areas are the solid struts, black areas the open pore volume. (For interpretation of the references to colour in this figure legend, the reader is referred to the

web version of this article.)

Fig. 4. Experimental measurements of the heat conductivity of YZA and SiC and

comparison with the correlation used in the present work, Eq. (15) . Bansal and

Zhu [75] characterized the heat conductivity of YZA, Liu and Lin [72] that of hot

pressed sintered SiC, Slack and Nilsson et al. [70,71] that of single crystal SiC, and

Terrani et al. [73] that of 3D printed SiC. The black and red curves show the cor- 

relations used in the present work, Eq. (15) , with paremeters specified in Table 4 .

(For interpretation of the references to colour in this figure legend, the reader is

referred to the web version of this article.)
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o compute the characteristic pore diameter (also known as win- 

ow diameter) and cell diameter, we use a 3D distance transform 

atershed algorithm followed by a particle analyzer, both imple- 

ented in the PoreSpy toolbox [78,79] . The specific surface area 
 v is computed using a triangulated isosurface approximation of 

he foam structure [41] . The effective solid density is calculated 

s ρs = m s / (π lr 2 (1 − ε v )) , where m s is the mass of a foam block,

easured on a ZSP-500 scale (Scientech, Boulder, CO, USA), l is its 

hickness, and r is its radius. 

The tortuosity factor η ( Eqs. (3) and (4) ) models the effect of 

he increased characteristic length scales of gas-phase diffusion 

aused by the foam geometry. η is obtained from the μCT using 

he dedicated explicit jump solver of PuMA [52] . The values of η
or the three burner segments are reported in Table 5 . 

The extinction coefficient β , which is usually determined from 

mpirical models based on the pore diameter and porosity of 

he solid, is in this work directly calculated for each burner sec- 

ion from ray tracing simulations using the geometry determined 

rom μCT. A large number of point sources are randomly dis- 

ributed in the void section of the foam. From these points, rays 

re cast in random directions. The path length of each ray from 

he light source to the nearest solid is recorded. With a sufficient 

umber of rays and point sources, the inverse mean distance of ray 

athways converges to the extinction coefficient [69] . 

.4. Numerical implementation and solution strategy 

The governing equations and constitutive relations, Eqs. (1) –

13) , were implemented in Cantera [65] as an extension to its

teady-state 1D reacting flow solver module. Since the numerical

ethods used in Cantera are well documented [65,80] , we focus

ere on the algorithmic extension to include PMC.



Table 5

Geometric characteristics and effective properties of the porous foams employed in the present

work for simulations within the 1 d–vas–fp framework. † : values obtained using μCT and in- 

house measurements; 
: values obtained from the literature.

Description (unit) YZA SiC SiC

Commercial designation (PPI) 40 3 10

Thickness l (mm) 50.8 25.4 25.4

Porosity ε v (%) 82.5 † 86.2 † 86.0 †

Pore diameter d p (mm) 1.11 † 1.56 † 1.07 †

Cell size d c (mm) 2 † 3.2 † 2.6 †

Specific surface S v (m 

−1 ) 1,592 † 934 † 986 †

Effective density ρs (g cm 

−3 ) 5.2 † 3.21 † 3.21 †

Material heat conductivity λmat (W m 

−1 K −1 ) Eq. (15) 
 Eq. (15) 
 Eq. (15) 


Axial thermal conductivity efficiency factor �cd (%) 7.2 † 5.1 † 4.3 †

Tortuosity factor η (mm 

−1 ) 1.34 † 1.17 † 1.15 †

Material emissivity e rad 0.9 
 0.9 
 0.9 


Extinction coefficient β (m 

−1 ) 1,340 † 526 † 683 †

Insulation transmissivity τ 0.6 0.6 0.6
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First, the gas-phase equations for the balance of total mass, 

pecies mass fractions, and gas-phase temperature, Eqs. (1) –(3) , 

re extended by adding the porosity ε v and tortuosity factor η, 

hich are both a function of the axial coordinate x . All material 

nd effective properties can be assigned arbitrarily as a function 

f x in our implementation, which is well suited to model the 

hree section burner described in Section 2 and examined in 

ection 4 . Note that the gas-phase governing equations, Eqs. (1) –

3) , are formulated to properly account for spatially variable

ffective properties of the solid porous matrix. The inter-phase

eat transfer term is also added to the gas-phase temperature

quation solved by Cantera.

Next, an equation for the temperature of the solid-phase is 

dded and coupled to the gas phase solver. The main numeri- 

al challenge is the large characteristic time scale associated with 

he solid-phase temperature equation compared to the gas-phase 

quations [33] . In addition, our implementation is capable of mod- 

lling burners with highly inhomogeneous solid properties typi- 

ally found in interface stabilized burners [5] and in burner de- 

igns leveraging topology gradation [17] . For these reasons and to 

ncrease solver robustness, we use a dedicated solution strategy 

mplemented in our modified Cantera solver. A program flow-chart 

s given in the supplementary materials, Fig. S1. After setting the 

nitial conditions, we solve for the solid-phase temperature T s in 

he steady-state formulation while keeping the gas-phase velocity 

 , temperature T g , and species mass fractions Y k constant. For this

tep, Eigen’s [81] direct sparse solver based on supernodal LU fac- 

orization and column approximate minimum degree ordering is 

mployed. Next, the residual matrix for the gas-phase governing 

quations is assembled. For this, the finite difference approach of 

antera is used. A Newton iteration attempts to find a steady-state 

olution on the current numerical grid. If the Newton step does 

ot converge, a series of pseudo-time steps is performed to find a 

etter initial condition for the next Newton iteration. During both 

he Newton and pseudo-time steps, the solid-phase temperature is 

xed to decouple the gas and solid time scales. Once a steady-state 

olution for the gas-phase properties is found, the convergence be- 

ween the solid-phase and gas-phase is checked. If the solid and 

as-phase are not converged, this coupled solution procedure is 

epeated. If both are converged, adaptive mesh refinement is per- 

ormed if necessary using Cantera’s mesh refinement tools. These 

teps are repeated until the grid refinement criteria are satisfied 

nd both the gas-phase and solid-phase are converged. The compu- 

ation of the radiation source term ˙ q rad from Eq. (9) is done using 

igen’s direct sparse linear solvers. The supplementary materials 

ive additional information regarding the selection of appropriate 

nitial conditions. 
. Results

.1. Stability limits 

The stability limits of the PMB were experimentally character- 

zed for three different fuel compositions ( X NH 3 
= {100%, 85%, 70%},

ith H 2 as balance), as a function of equivalence ratio φ and mass 

ux rate ˙ m 

′′ [56] . Here, stability denotes the stable operation of 

he burner, where the flame is stabilized at the YZA-SiC inter- 

ace, and remains as such. In the experiment, this is assessed us- 

ng thermocouples, whose temperature cannot vary by more than 

0 K over 2-min for the condition to be classified as stable. In the 

imulation, this is assessed by the convergence to a steady-state 

olution in which the flame is stabilized at the YZA-SiC interface 

zero-gradient of temperature at the inlet, peak heat release rates 

etween 25 mm < x < 75 mm ). Unstable states refer to conditions 

f either blowoff of the flame (extinction solution in the simula- 

ion, max (T ) < 350 K) or flashback of the flame into the YZA foam

inlet-stabilized solution in the simulation, identified by non-zero 

emperature gradients at the inlet and peak heat release rates lo- 

ated at x < 25 mm). 

Predicting the correct stability behavior requires an accurate de- 

cription of the flame behavior, of the inter-phase heat exchange 

rocesses, and—most importantly—of heat recirculation. In PMBs, 

he latter is one of the main processes determining the location at 

hich the flame stabilizes. Accurate predictions require the model- 

ng of radiative heat transfer and heat conduction through the solid 

atrix. In the following, we present results obtained using the 1 d–

as–fp framework described in Section 3 . Then, in Section 4.2 , we 

ill compare the results of the 1 d–vas–fp and 1 d–vas–emp mod- 

lling framework, thereby assessing the importance of accurate de- 

ermination of effective properties used in closure models. 

Figure 5 (a–c) compare the stability maps from experiments 

nd from the 1 d–vas–fp simulations. For X NH 3 
= 100 % ( Fig. 5 (a)),

he predicted stability map agrees well with the measurements. 

ll measured conditions for stable operation (blue squares) lie 

ithin the stable range predicted by the model (blue area). For 

 NH 3 
= 85 % ( Fig. 5 (b)), good agreement for most conditions is

ound as well. The stable operation range in the experiments ex- 

ends to slightly higher mass flux rates for near-stoichiometric con- 

itions. At these high flow rates, it is likely that multidimensional 

ffects such as flame front wrinkling, stretch, and local extinc- 

ions are present, leading to a thickening of the flame front and 

 decrease in combustion efficiency [29,82,83] . The 1D volume- 

veraged model is unable to capture such effects, which might 

xplain the deviation between the simulation and experiments. 

urthermore, the model predicts a small flashback region around 



Fig. 5. Stability maps as a function of mass flux rate, ˙ m 

′′ , and equivalence ratio, φ, from experiments and simulations. Stable burning conditions are represented by the blue 

regions (simulations) and blue squares (experiments), blowoff by magenta areas (simulations) and magenta diamonds (experiments), and flashback by red areas (simulations)

and red circles (experiments). Blue dashed curves mark the stability limits from the experiments. The small dots mark the conditions for which simulations were conducted.

(a,d) X NH 3 = 100% ; (b,e) X NH 3 = 85% ; and (c,f) X NH 3 = 70% . Top row: 1 d–vas–fp framework; bottom row: 1 d–vas–emp framework. (For interpretation of the references to colour 

in this figure legend, the reader is referred to the web version of this article.)
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= 0 . 9 and ˙ m 

′′ = 0 . 2 kg.m 

−2 . s −1 . Such flashback behavior has

een observed experimentally for higher H 2 contents [8,56] and 

he reason for the existence of these flashback regions within oth- 

rwise stable operating conditions is discussed in [56] . 

Lastly, for X NH 3 
= 70 % ( Fig. 5 (c)), the differences between mea-

urements and model predictions are more pronounced. Following 

he trend of the X NH 3 
= 85 % case, the stable operation range ex- 

ends to higher mass flux rates in the experiments compared to 

he simulations. Furthermore, the predicted stability range from 

he simulations extends to slightly leaner conditions at low mass 

ux rates. The largest difference between measurements and sim- 

lations is the over-prediction of the flashback conditions. While a 

ashback region is present in both the experiments (red dashed 

urves) and the simulations (red area), it is much more pro- 

ounced in simulations, extending up to φ = 1 . 4 and also to 

lightly higher mass flux rates. 

To quantify the agreement of the stability maps between sim- 

lations and experiments more rigorously, we employ the Jaccard 

ndex J, given as [84] 

 = 

A Exp ∩ A Sim 

A Exp ∪ A Sim 

, (16) 

hich is formally defined as the area of the intersection of the ex- 

erimental and simulation data (area of correctly identified stable 

r unstable region), divided by the union of the areas spanned by 

ll experimental and simulation data (all states). Here, we consider 

he discrete Jaccard index, which is the sum of all correctly pre- 
icted data points divided by all data points. For the cases with 

 NH 3 
= 100 % ( Fig. 5 (a)), the model is able to predict 89.6% of

xperimentally characterized conditions correctly. For X NH 3 
= 85 %

ases ( Fig. 5 (b)), the simulations are able to correctly classify 74.0% 

f the stability map. For the X NH 3 
= 70 % case ( Fig. 5 (c)), the Jac-

ard index is 64.1%, which is mainly due to the overprediction of 

he flashback region. Nonetheless, the lean blowoff limit is still 

uantitatively well predicted, even for case X NH 3 
= 70 %.

Figure 6 provides further quantification of the model accuracy 

n terms of confusion matrices. The confusion matrix is used to 

ssess model prediction quality by comparing ground truth values 

here experimental data points) with predicted values (here sim- 

lation results) and are for example commonly used in machine 

earning applications [54] . For each experimental measurement 

oint in Fig. 5 , the total number of correctly predicted stable oper- 

ting conditions (true positives, TP), the number of correctly pre- 

icted unstable conditions (true negatives, TN), and wrongly pre- 

icted stable conditions (false positives, FP) and wrongly predicted 

nstable conditions (false negatives, FN) are graphically shown in 

ig. 6 . The Jaccard index is repeated below each corresponding 

onfusion matrix. 

.2. Direct measurements vs. empirical correlations for constitutive 

elations and effective properties 

As shown in Section 3.3 and Table 5 , all effective properties of 

he porous matrix have been determined in this work from first 



Fig. 6. Confusion matrices for the predicted stability maps, for the three cases reported in Fig. 5 (a–c).

Fig. 7. Profiles of (a) gaseous temperature (solid curves) and solid temperature (dashed curves) and (b) axial radiative heat source term for X NH 3 = 100% , φ = 0 . 9 , and 

˙ m 

′′ = 0 . 2 kg.m 

−2 . s −1 . Red curves are results from simulations conducted within the 1 d–vas–fp framework and blue curves from simulations conducted within the 1 d–vas–

emp framework. Yellow shaded region shows the YZA section of the burner, gray shaded section the 3 PPI and 10 PPI SiC sections. (For interpretation of the references to

colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Measured and simulated NO emissions as a function of equivalence ratio, φ, for different values of mass flux rates, ˙ m 

′′ . Solid lines show the simulation results, 

symbols the experimental measurements, and the shaded regions show the experimental uncertainties.



Table 6

Comparison of effective properties used for the extinction coefficient β and thermal conductivity efficiency factor �cd in the 1 d–vas–fp and 1 d–vas–emp frameworks.

Quantity 1 d–vas–fp framework 1 d–vas–emp framework

YZA 40 PPI SiC 3 PPI SiC 10 PPI YZA 40 PPI SiC 3 PPI SiC 10 PPI

measured β = 3 PPI 
0 . 0254 

(1 − ε v ) [31] 

β (m 

−1 ) 1340 526 683 827 49 165

measured �cd = 1 − ε v 

�cd (%) 7.2 5.1 4.3 17.5 13.9 14.0

Fig. 9. Measured and simulated unburnt NH 3 emissions as a function of equiva- 

lence ratio and different values of mass flux rates. Solid curves show the simula- 

tions, symbols the experimental measurements, and the shaded regions show the

experimental uncertainties.

Fig. 10. Measured and simulated unburnt H 2 emissions as a function of equiva- 

lence ratio and X NH 3 at ˙ m 

′′ = 0 . 3 kgm 

−2 s −1 . Solid lines show the simulation results, 

symbols the experimental measurements, and shaded regions the experimental un- 

certainties.
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Table 7

Jaccard index J corresponding to the stability maps of Fig. 5 (a–c) and (d–f).

X NH 3 1 d–vas–fp 1 d–vas–emp

( Fig. 5 (a–c)) ( Fig. 5 (d–f))

100% 89.6% 44.8%

85% 74.0% 32.7%

70% 64.1% 29.0%
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rinciples, that is from direct 3D measurements of the porous ma- 

erials used in the burner, as part of the 1 d–vas–fp framework. 

he material bulk heat conductivities are however based on liter- 

ture data. To demonstrate the utility of this approach, the simu- 

ations have been repeated using the 1 d–vas–emp framework, that 

s to say by replacing constitutive relations and effective properties 

ith values derived from commonly employed empirical correla- 

ions. Table 1 summarizes the differences in closure models be- 

ween the frameworks. Table 6 summarizes these changes for two 
rucial effective properties, the radiative extinction coefficient β
nd the thermal conductivity efficiency factor �cd . The main dif- 

erences between the 1 d–vas–emp and 1 d–vas–fp framework are: 

i. The extinction coefficient β is computed from an empirical cor- 

relation by Bidi et al. [31] ;

ii. The efficiency factor for the thermal conductivity of the solid is

computed as �cd = 1 − ε v ;
ii. Instead of the Schuster-Schwarzschild model, the simpler

Rosseland radiation model is used, where the radiative heat flux

is computed as ˙ q rad = −16 σT 3 s / (3 β) ∇ T s [35] ;

iv. Tortuosity effects are neglected ( η = 1 ).

Using a common empirical correlation, the extinction coeffi- 

ient β is up to ten times smaller than the value estimated using 

rst-principle measurements. In addition, the heat conductivity in 

he solid is up to three times higher. To provide a fair comparison, 

ll input parameters for the empirical models, i.e., bulk material 

eat conductivities and porosities, are set to the same values as 

hose used in the 1 d–vas–fp framework. 

Figure 5 (d–f) shows stability maps obtained with the 1 d–vas–

mp framework. In all cases, lean blowoff limits are significantly 

ver-predicted, while the upper blowoff limit extends to far higher 

ass flux rates than observed in the experiments. Similarly, the 

ashback regions are largely over-predicted as well, appearing for 

 NH 3 
= 85% ( Fig. 5 (e)) and even X NH 3 

= 100% ( Fig. 5 (d)). Using the

accard index ( Eq. (16) ), a quantitative comparison between the 

odeling approaches is reported in Table 7 . 

Figure 7 compares two flames computed using the 1 d–vas–

p (red) and 1 d–vas–emp (blue) framework. The operating con- 

itions for both simulations are X NH 3 
= 100% , φ = 0 . 9 , and ˙ m 

′′ =
 . 2 kg.m 

−2 . s −1 . Due to the higher heat conductivity of the solid in

he 1 d–vas–emp simulations (larger thermal conductivity efficiency 

actor, �cd , and lower extinction coefficient, β), the flame is pre- 

eated more effectively, leading to a broader pre-heat zone that 

xtends far into the YZA section. This effect explains the extended 

lowoff limits and higher propensity to flashback obtained with 

 d–vas–emp . Figure 7 (b) shows the axial radiative heat transport 

rom the Schuster-Schwarzschild model with measured extinction 

oefficient ( 1 d–vas–fp , red curve) and from the Rosseland model 

ith extinction coefficient estimated from a correlation ( 1 d–vas–

mp , blue curve). The Rosseland model predicts higher heat losses 

n the exhaust gases, leading to lower peak temperatures for the 

as and solid phase at the location of the flame. 



Fig. 11. Emissions of NO (a–c), N 2 O (d–f), unburnt H 2 (g–i), and unburnt NH 3 (j–l) as a function of equivalence ratio and mass flux rate for different X NH 3 . All emissions,

except unburnt H 2 , are reported in ppmv, normalized to 15% O 2 , dry. H 2 emissions are given in mol-%, dry. The blue curve marks the blowoff limit and the red shaded area

the flashback region. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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.3. Pollutant emissions 

Figure 8 compares the NO emissions from the measurements 

nd corresponding simulations for X NH 3 
= 100 % ( Fig. 8 (a)) and

 NH 3 
= 85 % ( Fig. 8 (b)) as a function of equivalence ratio for dif-

erent mass flux rates. Due to the overprediction of flashback at 

 NH 3 
= 70 %, no exhaust gas measurements can be compared with

he simulations. The NO formation rate is generally sensitive to the 

eak temperature in the super-adiabatic region of the flame [1,2] . 

hus, the accurate modeling of both heat conduction and radiative 

eat transfer in the solid is required to obtain a correct estimate 

or NO emission levels. For X NH 3 
= 85 % ( Fig. 8 (b)), the predicted

O levels (red and blue curves) lie mostly within the experimental 

ncertainties (blue and red shaded regions). For the X NH 3 
= 100 %

ase ( Fig. 8 (a)), the simulations overpredict NO emissions at lean 

onditions, where experiments have the largest uncertainties, but 

till capture the correct trend. 

Figure 9 compares measurements of unburnt NH 3 in the ex- 

aust gas with the simulation results. The lower detection limit 

or experimental measurements lies at about 10 ppmv. Again, for 
 NH 3 
= 85 % at ˙ m 

′′ = 0 . 3 kgm 

−2 s −1 , all predicted unburnt NH 3

mission levels that are above the detection limits of the experi- 

ent fall within 25% of the experimental uncertainties. For ˙ m 

′′ = 

 . 4 kgm 

−2 s −1 , emission levels are underpredicted by 25% for data 

oints above the detection limit of the experiment. Finally, for 

 NH 3 
= 100 %, only one experimental data point above the detec- 

ion limit of unburnt NH 3 is available, which is underpredicted by 

he simulation as well. 

Unburnt H 2 was also measured experimentally. It arises from 

ither unburnt H 2 fuel or from NH 3 pyrolysis. The results are 

eported in Fig. 10 . Experimental measurements were only per- 

ormed for ˙ m 

′′ = 0 . 3 kgm 

−2 s −1 . Again, the predicted H 2 emission

evels for the X NH 3 
= 85 % case lie close to the upper limit of the

xperimental uncertainties (shaded regions). Consistent with the 

nburnt NH 3 predictions, H 2 emission levels for the X NH 3 
= 100 %

ase are under-predicted by about 25%. 

In summary, the predicted emission levels are within 25% of 

he measurements for most conditions reported here. Larger dis- 

repancies are found for unburnt NH 3 emissions at certain condi- 

ions. This shows that the underlying physical phenomena of heat 



Fig. 12. Profiles of (a) gaseous temperature (solid curves) and solid temperature (dashed curves) and (b) NO mole fraction for X NH 3 = 100% and φ = 0 . 9 at different mass 

flux rates ˙ m 

′′ . Yellow shaded region shows the YZA section of the burner and gray shaded region shows the 3 PPI SiC section. The dotted horizontal line marks the adiabatic 

flame temperature.
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ecirculation stabilizing the flame at the YZA-SiC interface within 

he PMB are correctly captured by the model. Trends are also well 

redicted in all cases. 

.4. Effects of operating conditions on pollutant emissions 

This section investigates the influence of operating conditions 

n pollutant formation and flame structure. In what follows, all 

imulations were conducted within the 1 d–vas–fp framework. 

igure 11 shows the emissions of NO ( Fig. 11 (a–c)), N 2 O ( Fig. 11 (d–

)), unburnt H 2 ( Fig. 11 (g–i)), and unburnt NH 3 ( Fig. 11 (j–l)) as a

unction of mass flux rate and equivalence ratio for different X NH 3 
uel composition. NO emissions present a maximum around 0 . 8 < 

< 1 . 0 , and decrease rapidly under rich conditions. NO emis- 

ions also decrease at very lean conditions, around φ ≈ 0 . 5 , when 

ames can be stabilized at such lean conditions. The dependency 

f NO emissions on mass flux rate is non-monotonic: NO emis- 

ions most often increase rapidly with mass flux, up to a max- 

mum ( ˙ m 

′′ ≈ 0 . 7 kgm 

−2 s −1 ), after which it slowly decreases un- 

il blowoff occurs. As hydrogen enrichment of the fuel allows the 

urner to be operated with higher mass flux rates, the globally 

ighest NO emissions appear for X NH 3 
= 70% . N 2 O emissions gen- 

rally decrease with increasing ˙ m 

′′ . The highest N 2 O emissions oc- 

ur in the very lean region. This is similar to what is observed 

or swirl-stabilized burners [85] . For unburnt H 2 ( Fig. 11 (g–i)) and 

H 3 ( Fig. 11 (j–l)), the highest concentrations in the exhaust gas 

ccur at rich operating conditions. There is a marked decrease in 

nburnt NH 3 with increasing ˙ m 

′′ , indicating higher NH 3 cracking 

fficiency within the burner. These observations are in good agree- 

ent with experimental results [8,56] . 

The reason for the change of pollutant emissions with mass 

ux rate is studied in Fig. 12 for φ = 0 . 9 and mass flux rates ˙ m 

′′ ∈
 0 . 1 , 0 . 2 , 0 . 3 } kg.m 

−2 . s −1 . Figure 12 (a) shows the temperature pro-

les of three flames at φ = 0 . 9 and X NH 3 
= 100% for different mass

ux rates. The flame is in all cases stabilized at the interface be- 

ween the YZA section of the burner (yellow shaded region) and 

he 3 PPI SiC section (gray shaded region). As the mass flux rate in-

reases, the volumetric heat release rate correspondingly increases, 

eading to higher temperatures. Therefore, both the peak gas-phase 

emperatures (solid curves) and the peak solid-phase temperatures 

dashed curves) increase with ˙ m 

′′ . For the low mass flux case, the 
ame is considerably broadened and peak temperatures are be- 

ow the adiabatic flame temperature (horizontal dotted line) due 

o heat losses in the burner. Consequently, NO emissions increase 

ith increasing mass flux rate ( Fig. 12 (b)), due to the strong tem- 

erature dependence of NO formation pathways [1] . A more de- 

ailed analysis is given in the supplementary materials. 

Maximum N 2 O emissions are found at lean conditions at sub- 

diabatic temperatures, where N 2 O is formed preferentially due to 

ower competition from NO formation. Similarly, the highest un- 

urnt NH 3 emissions are found at rich conditions and at the cold- 

st temperatures, which kinetically limits the decomposition pro- 

ess of NH 3 . Inversely, the highest H 2 levels are found at rich op- 

rating conditions and high flow rates, where the highest super- 

diabatic temperatures are reached and where thermal cracking of 

H 3 into H 2 is most intense. 

The dependence of the peak temperature on operating condi- 

ions is depicted in Fig. 13 (a–c) in terms of the difference between 

he peak gas-phase temperature inside the burner and the corre- 

ponding adiabatic flame temperature. With increasing mass flux 

ates, peak temperatures increase and the burner operates in the 

uper-adiabatic regime. For low mass flux rates, peak tempera- 

ures stay below the adiabatic flame temperature. Peak tempera- 

ures also tend to decrease near the stoichiometric upper blowoff

imit. 

Figure 13 (d–f) compares the mass flux rate of the burner, 

here stable operation can be achieved, with the corresponding 

ass flux rate of an adiabatic, freely propagating laminar flame, 

s a function of φ. For pure NH 3 flames, mass flux rates can be 

ncreased by a factor of six due to the internal heat recirculation 

nd stabilization of the burner. For X NH 3 
= 70 %, a tenfold increase

s achieved. This increase towards stable operation at high mass 

ux rates, and the correspondingly high volumetric power densi- 

ies, highlights the ability of PMBs to compensate for the generally 

ow flame speeds of NH 3 in practical applications. 

. Conclusions

The present work focuses on 1D volume-averaged simulations 

f matrix stabilized combustion, with application to the combus- 

ion of premixed NH 3 /H 2 -air blends in an interface-stabilized PMB. 

e propose a cohesive open-source simulation framework, re- 



Fig. 13. (a–c): difference between the peak gas-phase temperature and adiabatic flame temperature max
(
T g 

)
− T ad . The red regions correspond to super-adiabatic combus- 

tion; (d–f): ratio of burner mass flux rate to the mass flux rate of a corresponding adiabatic freely propagating flame, ˙ m 

′′ / ( ρ0 s L ) , where ρ0 is the density of the unburnt gas 

and s L is the adiabatic flame speed, as a function of equivalence ratio and mass flux rate for different X NH 3 . The blue curve marks the blowoff limit and the red shaded area

indicates the flashback region. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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erred to as 1 d–vas–fp , in which the parameters for closure models 

sed for 1D volume-averaged simulations are derived from first- 

rinciple simulations conducted on geometries directly extracted 

rom μCT scans of the open-cell ceramic foams used in the burner. 

hese properties include tortuosity, effective heat conductivity of 

he solid phase, and radiative extinction coefficient. The results 

how that the 1 d–vas–fp simulations compare well with measure- 

ents in terms of stability limits and exhaust gas composition 

hen adequately determined effective properties are utilized. In 

ontrast, when using empirical correlations found in the literature, 

olume-averaged simulations can no longer be considered as pre- 

ictive. This demonstrates that volume-averaged models enable re- 

iable predictions when utilizing constitutive models and effective 

roperties derived from well-characterized geometries using first- 

rinciples methods—particularly when dealing with emerging fu- 

ls with challenging combustion properties. Regarding the capabil- 

ties of the 1 d–vas–fp modeling framework, the conclusions of this 

ork are summarized as follows: 

i. Using effective properties estimated from first-principle simula- 

tions together with the Schuster-Schwarzschild radiation model,

predicted emissions of NO, unburnt NH 3 and H 2 are within 25%

of the measurement uncertainties for most conditions, and ex- 

perimental results are correctly reproduced;

ii. The 1 d–vas–fp modeling framework yields reliable stability

limits for the burner. For operation with pure NH 3 , 90% of all

measured conditions are correctly captured by the 1D volume- 

averaged model. While blowoff limits are generally well pre- 

dicted, flashback for high H 2 dilution is overpredicted. The

high-velocity blow-off limit is also overpredicted, most likely

due to flame wrinkling in this regime;

ii. At the same conditions, when utilizing closure models based on

empirical correlations ( 1 d–vas–emp ), simulations are unreliable

and largely overpredict blowoff and flashback limits. This is at- 

tributed to the much higher effective heat conductivity of the

solid, leading to a much broader pre-heat region that extends

into the flame arrestor integrated in the burner.

A limitation of this approach is that detailed geometric informa- 

ion of the porous matrix are required. These can typically be ob- 

ained using commonly available μCT, or, during the design phase 

f a PMB, using computer-assisted design tools. The availability of 
ccurate bulk thermal properties for engineered ceramic materials 

sed in PMB can also be an issue for predictive simulations [36] . 

Regarding the flame anchoring mechanism and pollutant forma- 

ion in matrix-stabilized NH 3 /H 2 -air flames, the following conclu- 

ions were reached: 

iv. At low mass flux rates, the peak gas-phase temperatures are

below the adiabatic flame temperatures, leading to a broad- 

ening of the flame front inside the porous matrix. For most

conditions within the stable operating range, peak temper- 

atures exceed T ad due to the internal heat recirculation, en- 

abling super-adiabatic combustion.

iiv. Due to the effect of mass flux rates on peak temperatures,

low mass flow rates result in lower NO and higher N 2 O for- 

mation at lean conditions. At rich conditions, the lower solid

temperatures at low mass flow rates result in higher un- 

burnt NH 3 and lower H 2 emissions.

iiiv. Flame speeds can be increased tenfold in the PMB, which

demonstrates that PMC can compensate for the low flame

speed of NH 3 and yield high volumetric power densities.

The simulation code for 1D volume-averaged porous media 

ombustion developed in this work is implemented in Cantera and 

ublicly available [66] . 
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