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The basic modules for materials research are systems for the design, synthesis, preparation, analysis, and application of materials and materials systems. To be efficient and produce findable, accessible, interoperable, and reusable (FAIR) data, state-of-the-art materials research needs to consider the integration of research data management (RDM) workflows and, in the end, the implementation of process automation concepts for all parts of the main modules. Here, the state-of-the-art methods of RDM in academia are described and a perspective on the future of digitalized molecular material systems workflows is given. The different elements of an integrated research data management strategy are described, and examples of automated processes are depicted. As such, the use of electronic lab notebooks for comprehensive documentation, the use of data-integration and data-conversion strategies, and the establishment of two platforms that enable the automated synthesis of chemical components for materials and the analysis of materials by electron microscopy, are highlighted. Two examples of beneficial effects of successful RDM strategies are presented, showing a sophisticated tool for data prediction based on machine learning and options for creating community-driven databases by extracting and re-using data from different scientific projects.

1. Introduction: Importance and Most Essential Components of Digitalization in Materials Research

Digitalization is rapidly becoming more and more important in most of the scientific disciplines and is also an essential part of the research processes in molecular materials research.[1] There are already manifold impressive examples showing how digitalization enables scientists in academia and industry to access and analyze vast amounts of data quickly and accurately. Sophisticated applications such as machine learning and other data analysis tools or specific software can drastically improve and accelerate scientific work. As a result, scientists make more informed decisions, and develop new materials faster and sometimes more economically.[2] These examples hint at the potential of a fully digitalized materials science, which has not yet come close to being achieved. Previous
examples each refer to a subarea of scientific work that is supported by digital processes, or they show work with a selection of digitalized data. Many hurdles still have to be overcome on the way to a comprehensive scientific digitalization, including the provision of technologies for digitalization and their systematic implementation. This is also important for the adaptation of previous working methods to the generation of findable, accessible, interoperable, and reusable (FAIR) data. In the end, the digitalization of scientific work needs to be supported by a sustainably hosted infrastructure that meets the requirements of the community and can be seamlessly integrated into the scientists’ workflows.

In the following sections, we exemplarily describe components to achieve a high level of digitalization in materials sciences for the long term. Being aware of the diversity of existing or planned software, tools, infrastructure, and even standards that support digital scientific work in materials sciences, we selected components which can be highlighted with already existing implementations in a productive environment. Even though those components were established with a distinct focus on a discipline or method, the basic concepts behind the selected components and the models used for their implementation may be used to design a general approach toward an efficient digitalization strategy.

For materials science, as for many other disciplines, the recording, digital provision, and processing of data is a prerequisite to efficiently deal with digital data. Software such as electronic lab notebooks (ELNs) or laboratory information and management systems (LIMS) with the option to seamlessly integrate devices such as reactors, sensors, microscopes, or other analytical instruments are therefore an important pillar for digitalization in materials sciences. ELN and LIMS can further support the full research data life cycle including the collection, analysis, and preparation of data for a publication. ELNs that support discipline-specific standards and allow structured data storage can also be important software for the generation of machine-readable data (Chapter 2.1). With suitable technical instrumentation and robotics, this can pave the way to automation processes driven by digitalization, also minimizing the individual human factor for the repetition of experiments (Chapter 2.2). The design of a research data management infrastructure meeting the needs of full digitalization can be based on manifold open source or free software and tools. Still, the success of digitalization strategies may depend on suitable models to include proprietary solutions for cases in which a high technological standard cannot be maintained with community-driven tools. This, for example, affects the wide area of electron microscopy that additionally is in need of a decentralized knowledge architecture (Chapter 2.3). The establishment of infrastructure, software, and tools that support a digitalized scientific work environment is a laborious effort that needs many decisions and probably adaptations of current workflows. Still, the benefits are enormous if data are available to be systematically analyzed and re-used. Data-driven approaches to materials research, such as machine learning and big data analysis, are key assets to accelerate scientific work. Examples are the identification of patterns that can be used to optimize materials performance or the prediction of synthetic parameters for optimized materials (Chapter 2.4.). The description of a modular infrastructure for digital research data management is completed with a concept for automated data annotation and conversion that helps to collect information in formats suitable for analysis even if the data sources, file types, and standards are quite diverse (Chapter 2.5.).

For each use case, we provide a sketch of a workflow that may serve as an example template for the described research area.

2. Parts of Digitalization in Materials Research

2.1. Electronic Lab Notebooks as the Foundation of Digital Workflows in Materials Research: Using ELNs to Access Data from Lab Devices

The digitalization of processes and documentation in the materials sciences depends, in particular, on the successful integration of data and scientific equipment into the digitalized research process. Only if a fully digitalized and loss-free handling of the data is realized, from the generation of the research data at the instrument to the storage and analysis of the data, can the potential benefits from digitalization be systematically exploited and established in the long term. Many areas of the industry have been systematically working on the digitalization of processes in the laboratory environment for many years, using systems such as LIMS, ELNs, and other (partially) automated solutions.[3–5] Especially, LIMS systems were used to connect instruments to digital laboratory environments and to digitalize the data flow completely without manual intervention. ELNs were used for the documentation of processes and results similar to the handwritten lab books. In the chemical industry, both were often used together and even integrated in the past. Nowadays the differentiation of ELNs and LIMS is quite difficult due to overlapping functions. Current ELN systems contain functionality of LIMS while systems called LIMS can have most of the functionality of an ELN.[6,7] In academic research environments and smaller companies, ELN and LIMS are mostly not available, due to cost. The use of devices with different measurement methods and from different manufacturers, as well as the generation of very different file formats, makes uniform control of processes and standardized data provision difficult. In recent years, however, it has been shown that systems for solving the current challenges of digitalization do not necessarily have to be proprietary and expensive. The development of open-source laboratory information software, such as open-source LIMS or ELNs, is promising a way to use efficient digitization methods even with limited financial resources.[8,9] Within the academic research groups of the cluster of excellence 3DMM2O[10] open-source solutions are used that allow a step-by-step integration of laboratory devices. The focus of device integration here is not only the transfer of data to centrally accessible storage resources and management systems, but a systematic integration of the generated data into the digital research process to realize the FAIR data principles wherever possible.[10] For this purpose, a combination of freely available methods, scripts, and open-source software is used. The solution within 3DMM2O is described here as an example for many other digitalization paths in the field of materials science, using free tools and software.

A first step toward laboratory digitalization can be the transfer of data, which is usually only locally available, from the measuring instruments to one or more central storage locations. This can be done systematically by using scripts that are installed locally on measuring computers and that manage the data transfer from measuring device to central storage locations (Figure 1, step 1).[11] An alternative is to set up additional
memory locations in the software of the measuring devices, if they offer such an option. Since the methods for data transfer always depend on the measuring device used, each device must be viewed individually to solve the process optimally. However, the users of the measuring devices can support each other and accelerate broad application by sharing the information through the already developed solutions. A list of such available methods has already been established for some of the devices used in materials science. Examples for such successful device integrations were shown for example for nuclear magnetic resonance (NMR) spectrometers, infrared (IR) spectrometers, or mass spectrometers. This will be continuously expanded in the future with further examples and is open to the community for use or active contribution. Another important building block for the digitization of research processes and their documentation is the use of an ELN to enable the storage and linking of data, metadata, and other important information in the research process. The digitalization of materials research requires as a first, essential step the use of an ELN to prepare experimental data and theoretical results for further processing.

The choice of a particular ELN depends largely on the functions required in each scientific discipline. In addition to the very well-known commercial solutions, various open source solutions have been established in recent years. One advantage of the commercial solutions is the usually very high service level, while the advantages of open source tools are above all the possible adaptation by the community and thus their cost-effective extension. With wide distribution across research institutes, the basis for a gradual introduction of standardization elements such as uniform metadata schemas can be achieved. Another essential task of ELNs is the provision of measurement data via suitable user interfaces. For this purpose, queries can be implemented in ELNs that retrieve the centrally provided measurement data and assign them to the user. In the first of two typical examples of ELNs to be discussed here, the Chemotion ELN, these queries are performed at regular short time intervals, thus allowing easy integration of measurement data from NMR spectrometers, mass spectrometers, IR spectrometers, and many other instruments. A special advantage of this implementation of Chemotion ELN is its flexibility with respect to the combination of different solutions for device integration, and thus independence from costly system integration. In the second example, elabFTW, a different strategy providing a higher flexibility as regards data types is pursued. For further data processing, ELNs can integrate additional tools or software that—if required—support the processing of open data, the extraction of metadata, and the generation of graphs for an easy and quick view of the data. The integration of subject-specific open-source software can promote independence from commercial software in many areas of work. For work in molecular chemistry and materials characterization, developments such as NMRglue, ChemSpectra, NMRium, and many others can enable work with analytical data without the use of external tools. The embedding of these libraries and tools allows the use of a variety of standardized file formats of commonly used measurement methods to be read and interpreted directly in the user interface.

In these cases where file formats are provided in a non-standardized but readable form, data converters can provide the necessary standardization through an additional intermediate step. In this case, the task of the ELNs is a target-oriented combination of the methods and tools necessary and helpful for the corresponding communities, the efficient combination of the individual process steps, and the provision of all important data arising in the research data life cycle.

For the Chemotion application, this includes not only the storage of the various raw and processed files, but also a summary of the analytical results according to community standards and their checking for completeness and consistency. The digitalization of research processes thus allows research data to be digitally captured and made available in a readable, reusable form in an efficient workflow. In addition, the foundations are being laid for the further use of AI methods to provide scientists with the necessary tools for future-capable, high-performance scientific methods. Especially in the area of measurement data, the introduction of AI can support its evaluation and interpretation and discover errors, so that measurement data curation no longer has to be carried out by experts alone.

### 2.1.1. ELNs and Their Role in the Documentation of Scientific Work

In addition to providing measurement data and processing it, ELNs offer many other advantages that make digitalization in the materials sciences attractive to scientists and enable scientists to...
Benefits and characteristics of ELNs

- Integrated device and data handling
- Integration of AI
- Requests to external databases and routines
- Searchable procedures and results
- Standardized, machine readable metadata
- Export to repositories and databases

Figure 2. The benefits of using an ELN for the management, documentation, and analysis of scientific data. Left in yellow: benefits related to the support of the scientists’ work processes; right in blue: benefits related to a later re-use of the data and metadata. Images used for the figure were generated by C. Henken, Karlsruhe Institute of Technology (KIT), ZML - Center for Technology-Enhanced Learning. License: CC-BY.

Work sustainably and accelerate their research (Figure 2). ELNs can very easily link the measurement data obtained with other information relevant to the research process. This includes the planning of experiments and description of the materials and processes they require, but also important administrative functions. Administrative functions allow data and information to be quickly added to the relevant documentation areas of the ELN, they allow ELN content to be shared with other partners, and they allow projects to be managed. Within the Cluster 3DMMO, two ELNs (Chemotion-ELN[21] and labFTW[23]) are in prominent use. While the generically oriented ELNs such as labFTW allow free-text based documentation and are therefore highly flexible with respect to the content, style, and structure of the documentation, subject-specific ELNs or subject-supporting ELNs usually align the documentation with community standards. Those ELNs, such as Chemotion, are less flexible as they require certain data structures, but offer functions that support a broad range of research work in accord with the domain-specific needs of the scientists. For example, common data structures can be mapped and incorporated into the representation of scientific processes. Metadata can be queried using common metadata schemas[22] and software for entering diverse content can standardize documentation by using a centrally available infrastructure. Examples in the Chemotion ELN software include the use of structure editors to enter molecular structures and their processing using common toolkits to generate database identifiers.[24,25]

Through such software and its integrated tools, standards can be introduced, for example, search external databases such as PubChem.[26] Electronic laboratory notebooks can thus link laboratory documentation information systems provided by other vendors. In addition to database connectivity, ELNs can provide many other interfaces to systems of importance to researchers. For example, work with ELNs can be supported by connecting software for data extraction and reuse.

Examples from chemical synthesis include the integration of the software ChemScanner to extract data from external sources,[25] and the integration of systems to extract metadata from measurement data.[20] However, one of the most important functions of ELNs is the preparation of data for publication of results and in parallel with the disclosure of data in repositories.[26] The direct generation of publication-supporting materials such as descriptions and texts, as well as the transfer of research data to repositories, is supported by a few ELNs relevant to materials science. In the long run, features like these can massively increase the digital availability of data and thus add real value for the scientific community. Examples of the need for repositories that provide suitable data for machine learning purposes were also seen in projects of the 3DMMO cluster, where a lot of effort had to be invested in extracting data for metal–organic framework (MOF) reaction prediction (see Section 2.5). In order to be able to support other areas of materials science in addition to chemistry, the Chemotion ELN has been equipped with various functions that allow it to be adapted to other disciplines; this is known as the LabMotion ELN (an extension of the Chemotion ELN).[27] Thus, a formerly domain-specific ELN can cover a broad range of scientific work and support interdisciplinary work. It is important for these developments to be supervised and supported intensively by the scientists in each case in order to be able to cover the requirements of the research tasks.

2.2. An Automated Platform for Efficient Syntheses in Molecular Materials Research

The automation of repetitive tasks in production and manufacturing has increased production output and improved the overall quality and consistency of results. Similarly, in industrial and academic laboratories, robotic automation of repetitive tasks eliminates human error and increases productivity, while allowing humans to dedicate their time to more challenging and not (yet) automatable tasks. Most of the laboratory automation efforts in research environments, especially in synthetic chemistry, have largely focused on automating specific steps—usually the ones that are repetitive, tedious, time-consuming, or most prone to human error, such as automation of sample preparation in analytical laboratories or flash column chromatography in organic chemistry. Some systems also allow the automation of one specific reaction or reaction type from preparation to purification, such as in flow chemistry setups. However, few projects have aimed to create a robotic synthetic research laboratory allowing for a wide spectrum of reactions with very different parameters and requirements.[28–30] Those projects commonly work at
microliter scales due to economic and environmental burdens that are connected to the use of large volumes and amounts of solvents and chemicals. Also, storage and handling are facilitated by adhering to small-scale industry standards, such as well-plate formats. For some research fields, nanoliter-scale reactions yield enough material, since modern analytical tools no longer require large amounts of product for biochemical analysis. However, for materials applications and prototype production, small amounts of chemical substances are not sufficient and much larger reaction volumes become necessary. Only a very few projects have attempted to replicate the complete batch chemistry workflow of organic chemical synthesis laboratories on larger reaction scales.[31,32]

The chemical analysis and synthesis automation platform (ChemASAP), under development at the time this article was written,[33] is a multipurpose synthesis, analysis, and characterization platform that attempts to fully map the workflow of organic chemical research laboratories in multi-milliliter-scale batch reactions. Based on a modular design, the platform allows for easy incorporation of new modules into hardware and software, thereby expanding its capabilities. Its flexible architecture allows the platform to evolve and adapt to fulfill new research targets and permit future integration of new technologies without the need to re-engineer the entire platform. ChemASAP covers both the software and hardware aspects of the platform.

The software is composed of modules, each one in charge of one specific task, such as the interpreter, which translates the chemist’s instructions to ChemASAP internal commands and to specific tasks for each hardware component; the scheduler, for planning ahead of time which hardware components to send what task at what time; or the plugins, that interface the ChemASAP software with the hardware component executing the task. The hardware components, or modules, are partly developed in-house and partly commercially acquired. Simple hardware might only require the plugin to send the instructions provided by the scheduler via transmission control protocol/internet protocol to the device controller; however, more complicated modules, such as liquid chromatography/mass spectrometry (LC/MS), might require the plugin to perform more complicated tasks, such as controlling the vendor’s proprietary software, monitoring the device’s status, providing the device’s software with the necessary information and commands, and exporting the data. On the hardware side, ChemASAP is also built in a modular way, with one module for every step or task in the workflow. Examples of the hardware modules to be included for a comprehensive approach are the robotic storage system for all chemicals and consumables; dosing platforms for dosing of solvents and liquid and solid chemicals; solvent evaporation modules;[34] a reaction station allowing for stirring, cooling, and heating of reaction container workups modules for filtration and liquid–liquid extraction; and purification modules, namely HPLCs with multiple detectors and mass spectrometers. A platform for chemical synthesis and analysis also needs chemical analytic and characterization such as gas chromatography-mass spectrometry, liquid chromatography-mass spectrometry, NMR, and UV–vis spectroscopy. Finally, a conveyor system needs to interconnect all modules to transport the chemicals, reaction vessels, and consumables while allowing easy integration of new modules. Many of the required modules can be acquired from commercial vendors such as Zinsser Analytics,[35] Shimadzu,[36,37] Axel Semrau,[38] Biotage,[34,39] Beckhoff,[40] and many others. These offer very precise and specific devices for the required processes, but there are also some processes for which no suitable solution is available, to our knowledge. The latter devices have to be developed in house. An important factor for the success of automated platforms such as ChemASAP is a concept by which to integrate the platforms into digital research data management workflows. Ideally, the latter are the ones that are already accepted by the scientists. For the planning of chemical reactions with ChemASAP, software such as the Chemotion ELN can be used. The use of an ELN offers a lot of benefits, such as the design of experiments by individual scientists within the world environment they are familiar with. A main achievement that enables the use of ELNs as planning software for automated systems is the generation of machine-readable data. This and many other challenges are currently elaborated at KIT Karlsruhe in different projects. The link of Chemotion ELN to ChemASAP is planned to be finished in 2024. The combination of both will offer chemists an all-in-one solution for reaction planning, execution, analysis and characterization, data acquisition, storage, visualization, evaluation, and even the reporting of processes. Reactions will be submitted to the ChemASAP platform via the “reaction-ui” currently under development as part of Chemotion, allowing the chemist to utilize said to create and submit the reaction to be performed by the ChemASAP platform. All data, metadata, and parameters recorded during the experiment run, including data recorded by the analytical devices of ChemASAP will be sent to the user’s Chemotion ELN for interpretation and scientific evaluation. The long-term aim here is to automatically abide by modern standards, such as the FAIR data principles, with no additional effort. The process data that are produced with ChemASAP, including all experimental parameters, metadata, and information, which are not recorded in normal experimental setups in chemical research labs, will be available in machine-readable form. Data from projects such as ChemASAP might therefore be highly valuable when trying to extract information from databases for machine learning (ML) purposes or for the development of AI algorithms. In this context, automated platforms such as ChemASAP could be further developed to allow for rapid unsupervised experimental testing and feedback loops to the algorithms driving it in the future. The combination of AI, simulation, and experimental automation is enabling a new era of materials discovery, as materials can be discovered and optimized faster and more efficiently than ever before.[41] Such an approach to materials discovery could open up new possibilities for the development of novel materials with improved properties, while enabling completely new applications and technologies.[42–44] The components of ChemASAP will be developed as open source software and open hardware components wherever possible to enable further re-use of its components in other institutions.

### 2.3. Automated Data Acquisition and Analysis Might Change Materials Research—Electron Microscopical Data as an Example

While intuitive research and disruptive approaches will always be essential parts of scientific progress, it is helpful to consider the...
approach to big data and automated analysis workflows in another, recently flourishing field—cryo-electron microscopy and macromolecular imaging. Once basic physical rules for sample preparation, data collection, and data processing were defined in the mid-1990s and the following decade,[49] it was obvious that intensive data processing of massive numbers of images would deliver rich results. Therefore, database-driven microscope automation (e.g., Legiton[46,47]) and processing pipelines (e.g., Appion[48]) were developed and used extensively. Even though further advances in acquisition and processing software did at first not happen in a centralized or coordinated way (e.g., XMIPP,[49] EMAN,[50] RELION,[51,52] and CryoSPARC[53,54]), the community realized the advantage of handling images in databases and going from there to automated image-processing workflows and 3D reconstructions. And, while early 3D reconstruction algorithms and processing pipelines relied heavily on the intervention of a person, situationally handling interdependent processing cycles, this setting has changed substantially. About 10 years ago the application of Bayesian approaches—and massive computing power to crunch large data sets—allowed 3D reconstruction to also be completely automated.[55] Today, for automated electron microscopes, companies provide processing of the image data stream to yield a 3D structure that is updated in real time to accommodate newly acquired data.[56]

The final results are then archived in centralized community repositories, such as a database for the raw images (EMPIAR[56]) and the final reconstructions and models (EMDB[57]).

How does this compare with, for example, the 3D imaging and materials characterization of 3D printed carbon materials at the nanoscale? Here, the situation is not yet anywhere close to the scenario discussed above. And, in our opinion, there will hardly be one unified processing workflow for all microscopical modalities such as imaging or spectroscopy of large volumes and at the nanoscale. However, the sheer number of images necessary for a statistically validated material characterization[58]—for example, by electron energy loss spectroscopy (EELS)—can be efficiently handled only in a database structure administered by an ELN/LIMS. Thus, microscopical data acquisition, data storage, data processing, final data, and result archiving are connected in a processing pipeline that has a modular structure and is operated from the ELN/LIMS. In the wider community, separate scripting of these individual steps is common, but microscope developers are pushing into an operating regime which reduces instruments to black boxes that run fully automated and also provide metadata directly to the processing software. An example is the metadata transfer between the TEM automation software Serial EM[59] and RELION.[51]

Especially, analytical characterization techniques such as EELS will become more prevalent as soon as large data sets allow one to show not only the “typical example” but also statistically sound results. This will come with large numbers of samples, large amounts of spectroscopic data, and automated processing pipelines. The situation will expand dramatically as soon as machine learning and Bayesian inference for the actual design of experiments at the microscope are in more widespread use. In the microscope, sample areas will be detected automatically, from one area of the sample for data recording to the next in an autonomous way.[60] At the same time, online processing will predict better acquisition parameters for the next sample area, adapting acquisition to, for example, sample thickness or materials automatically detected in the new sample area. With these developments, which are being pursued in many labs, electron microscopy in the field of materials science will adopt many of the automation steps described for cryo EM, but add the most modern statistical and machine learning approaches to the more complex microscopy of materials samples. In the end, materials electron microscopy has the chance to develop into a high-throughput technique complemented by statistical predictions of effects at the nanoscale that are relevant to material properties and fabrication.

What are the data processing needs resulting from these high-throughput approaches in materials science? What is currently being developed is a processing environment that allows a very flexible, modular pipeline design for 1) experimenting with different algorithms or parameters; and 2) repetitive processing of large numbers of data sets (in production mode). This might be unified in a larger repository structure such as is currently developed in the NOMAD Laboratory structure,[61] or it can be organized locally. One must understand that the centralized structures currently in use in structural biology originated at a time, when individual institutions could i) not afford large scale data storage, and ii) possible concerns connected to individual data ownership and the possibility of decentralized FAIR data availability was not anticipated. The advantages of the centralized repository solution were too evident: A centralized solution will always provide a single, well-defined structure of metadata including a community-wide ontology.

Today, the awareness of data ownership has changed. Some studies want to provide access to more data than they are asked for by centralized repositories, they might want to restrict access to such additional data individually, and institutions might want to analyze data access themselves. Decentralized FAIR data availability, including therefore, for example, data processing scripts, seem equally favorable. However, this poses the important question of the compatibility of data documentation, scripting, and publishing between different decentralized repositories. Thus, the definition of metadata comes into focus, and at present several efforts across different electron microscopy laboratories are engaged in providing such a metadata scaffold for the community (e.g., the Helmholtz metadata collaboration—HMC[62] with the Matter—Hub focusing on metadata from electron microscopy[63]).

The situation described above might get even more complex. Structured research programs often combine studies in different fields of research—possibly each with their own centralized data repositories, or using local and public data storages such as Zenodo,[64] Github,[65] or Omero.[66] In general, then there is no common ontology, and meta-analysis of data years after the original deposition of these data becomes increasingly difficult.

However, such collaborative research activities are more and more a scientific necessity and have, in the meantime, certainly proven their benefits. In the traditional setting, this would imply that each individual scientific community has its own repositories, which are completely independent from each other. The problems with this scenario might be overcome by an open access to a metadata collection from all—centralized and decentralized—repositories (see Figure 3). Queries from and to this metadata server will create a unified,
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metadata server: including specific metadata into a data infrastructure

2.4. Data Prediction and Analysis with Artificial Intelligence: MOFs and SURMOFs as an Example of the Application of Data Science to Materials Discovery and Optimization

MOFs are a very rich class of materials: the number of structurally characterized compounds listed in the Cambridge Structural Database just exceeded 100 000. Since the number of possible applications of MOFs is rapidly increasing, there is a strong urge to create new variants of these reticular frameworks. A number of theoretical approaches have been established to predict new types of MOFs (in some papers, more than 2 million MOFs have been predicted). Recent work by B. Smit and coworkers demonstrated that ML methods are suited to greatly accelerate this optimization. Interestingly, using genetic algorithms, a fully automated and optimized growth of a highly ordered, low-defect monolithic MOF thin film with an unusual orientation could be obtained. An analysis of the resulting synthesis conditions was surprising: for example, the ML algorithm identified a huge difference in optimum synthesis concentrations (two orders of magnitude), in contrast to the common belief that reaction concentrations should be similar.

2.5. Data Reuse

The promise of linked data and the semantic web has been around for decades. But in most cases rich and FAIR information is not yet as readily available as the data. Of course, there are plenty of easy-to-use repositories today that provide valuable data and metadata. A collection of such repositories and databases can be retrieved from re3data.org—Registry of Research Data Repositories—but these are often only used within a discipline for common research objects like stars, weather, atoms, or molecules that are distinctive by nature. Combining and comparing information from designed scientific setups or composite structures with unique components is a much more tedious endeavor.

It is obviously easier to agree on metadata and file formats connected to a widely accepted object than on something that was built and is being used in only one lab. This is a major
obstacle to information retrieval. Within a typical materials science environment with a plethora of different instruments and research questions, there is a need for better data flow than downloading .dat files or copying tables or numbers manually or via single-use self-written scripts.

There are two possible paths that could lead directly to the availability of FAIR file formats in the future:

1) Data are converted by dedicated converters into standardized open file formats that can be re-used with high coverage of the original content due to the adaptation of converters to specific challenges. This FAIRification is most efficient if it is done directly after the data are generated.

2) Data are read, understood, and converted by generic data readers developed to deal with the majority of file formats and that are perhaps less efficient in capturing details for special data and metadata.

We have investigated both paths. A solution toward data conversion of type 1 is described as part of Section 2.2 of this perspective. Converters of type 1 can support research data management workflows to convert known data files into open standardized files with comprehensive coverage of the included information.

The second path is even more challenging, but necessary if we ever want to provide a FAIR future for “cold” data; for example, all files on the generic data repository zenodo. Most scientific formats have not been invented for automated information harvesting to fill databases and repositories. Most formats have been and will be around for more than 10 years and are not going to change. As a first step in dealing with hundreds of different formats, we currently use self-written software that can extract most information from any ASCII file (e.g., measurements or input or output from simulations) and can convert it into a technically standardized HDF5. Such a program does something best described as file segmentation. The task is to identify blocks and relations in a file along with encoding, data types, and typical patterns. Such disassembled file content can then, in a second standardization step, be analyzed and ingested into databases that can fulfill the semantic promises mentioned above.

To investigate their relevance and functionality for materials science, we downloaded 10 000 .dat, .txt, .json, and .csv files that zenodo ranked highest when given a materials science search string we derived from Wikipedia subcategory names. From 1605 included .dat files for which we could identify an encoding, we counted 122 different underlying formats with the all2HDF5 converter prototype mentioned above.

This only states the problem’s size without solving any practical aspect of it, yet, because the semantic of all these files is different, too. However, now all the information is machine-readable at our fingertips and we are seeking for a future interoperability that leaves behind the barriers between formats, data creators, and subdomain standards. Especially for larger collaborations, such interoperability will reduce the development cycle time and the traceability of effects and results between groups. Embedding information, not just data, for all target groups and their different questions, equipment, and knowledge levels can probably never succeed perfectly. But automated segmentation and mapping between file description and segments, keys and values, and structural elements and tables mimicking human reading promise at least unprecedented flexibility and speed, transforming the coding work for data ingestion into a simple configuration. This might even allow us to harvest data graveyards in a
meaningful manner. Only such an easy-to-reach FAIRification can push comparative work, reuse of data, and the combination of information beyond the limits of individual laboratories. In fact, we need standard tasks like foreign data importation and comparison to be achieved without coding or tedious manual conversion steps, to raise quality standards and increase our opportunities to survey a broad field (Figure 5).

3. Conclusion

To achieve a completely digital research data management, it is necessary to integrate all aspects of the research process, from the initial idea to the final results. This includes the whole research data lifecycle consisting of the collection and storage of data, the analysis of data, the sharing of data, and the archiving of FAIR data. Currently, different initiatives such as the national research data infrastructure (NFDI) and distinct Helmholtz programs develop and establish valuable concepts and software to support the cultural change toward a digitalized research environment in Germany. Achievements of these community developments were combined with data-driven workflows and projects within the cluster of excellence 3DMM2O to show how successful collaborative work is being tackled on the local level. To digitally exploit our collective knowledge across domains is the next big challenge for materials science. There is no end in sight to where this progress in computer technology will lead. What materials scientists did laboriously by hand 20 years ago can now be done at the push of a button. It is to be expected that what today can be done laboriously by hand, for example, in inverse material design, will also be possible in 20 years practically at the push of a button. However, the sheer endless abundance of materials and their surprises will for sure not have been worked off to any extent in 20 years. We can already see that computer programs are capable of discovering unexpected properties, materials, and experimental procedures. Doing this at the push of a button is hardly imaginable for us yet, but maybe will come thereafter.
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