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A B S T R A C T

The anthropogenic emissions of greenhouse gases and air pollutants in the atmosphere
have increased and worsened since the beginning of the industrial era, resulting in consid-
erable impact on the environment and the atmosphere. Global warming, mainly caused
by the anthropogenic emissions of CO2 , is one of the most alarming and discussed con-
sequences that keep the planet under threat of rising Earth temperatures above 1.5°C
within the coming two decades (IPCC, 2021). Pinning down the anthropogenic emissions
of GHGs emission is a pending task that requires enormous political and societal ef-
forts, will, and immediate actions. For several years this topic has been discussed on
the transnational level. The negotiations translate into international agreements, the most
recent being the Paris agreement in 2016. Therefore, precise and accurate methods for
monitoring and quantifying those GHGs in the atmosphere are vital. Additionally, it is
crucial to study the natural sources and sinks of GHGs into the atmosphere to under-
stand climate change better and allow for reliable projections of their future under climate
change conditions. Both applications require representative measurements, as achievable
by remote sensing techniques. However, measuring relatively minor changes in column-
averaged GHG concentrations on top of an extensive accumulated background requires
high-accuracy instrumentation and calls for continuous efforts to improve the instrumen-
tal and data processing state-of-the-art.

The work presented in this thesis encompasses the crucial topics mentioned before.
In the first part, improved calibration procedures for the COllaborative Carbon Column
Observing Network (COCCON) are presented. COCCON is an emerging global network
of portable EM27/SUN FTIR spectrometers for deriving precise and accurate column-
averaged atmospheric abundances of greenhouse gases. The original laboratory open-
path lamp measurements for deriving the spectrometer’s instrumental line shape (ILS)
from water vapour lines have been refined and extended to the second detector chan-
nel incorporated in the EM27/SUN spectrometer for the detection of carbon monoxide
(CO). The refinements encompass improved spectroscopic line lists for the relevant water
lines and a revision of the laboratory pressure measurements used to analyze the spec-
tra. Finally, a revision and extension of the COCCON network instrument-to-instrument
calibration factors for XCO2, XCO, and XCH4 is presented, incorporating 47 new spec-
trometers (of 83 in total by now).

In the second part, the results of the city emission campaign carried out in St. Petersburg
as a case study in Eastern Europe, aiming at empirically quantifying the CO2, CO, and
CH4 city emissions, are presented and compared with available inventories sources. This
campaign utilized two portable EM27/SUN FTIR instruments operated at daily variable
locations based on St. Petersburg’s forecasted wind direction. After the mobile campaign,
one instrument remained in a continuous mode of operation in Peterhof (a suburb of St.
Petersburg), and the other instrument was moved to Yekaterinburg in 2019 and 2020. The
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collected measurements, during approximately one year, were analyzed, and the results
are compared to all available satellite products (TROPOMI, OCO-2, GOSAT, and MUSICA
IASI), showing generally good agreement with COCCON observations. As a final result,
the gradients between both cities are analyzed and compared with Copernicus Atmo-
sphere Monitoring Service (CAMS) model data. Satellite and ground-based observations
at high latitudes are much sparser than at low or mid-latitudes, which makes direct coin-
cident comparisons between remote-sensing observations more difficult, but at the same
time, assigns these measurements a great scientific value.

The final chapter presents the results of the remote sensing measurements used for the
study case region in the Rhine valley area. This area was selected due to the variety of
the emission sources located in the surrounding: industry, urban, power, forest, and agri-
cultural sectors. TCCON and MAX-DOAS observations were performed at KIT Campus
North from 2019 to 2021 in order to investigate the ratios of column-averaged abundance
(∆XCO/∆XCO2 and ∆NO2,VCD/∆XCO2) for separating the anthropogenic emissions of
CO2; the results were compared to the in-situ, and TNO high-resolution inventory data
results. The ∆proxy/∆ffCO2 ratios found are in the range of the TNO emissions ratios
corresponding to the industry sector, which is supported by the predominant wind di-
rection, advecting air from an industrial area located in the South-West of the Campus.
Several significant transport events have been detected.
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1
I N T R O D U C T I O N

Since human beings have existed on the Earth’s surface, their activities have deteriorated
the environment in several ways. The activities of modern civilisation require the use
of vast amounts of energy, among which fossil fuels such as coal, oil, and natural gas
have been the primary sources since the industrial era. The increase in the global popula-
tion, the globalization of the economy, the growing industry, and the transport sector are
only some of the most important causes which have increased anthropogenic emissions
and, therefore, negatively impacted the Earth’s atmosphere. Global warming is one of the
most severe adverse effects caused by the anthropogenic emissions of greenhouse gases
(GHGs). CO2 from fossil fuel combustion is the most important driver of climate change;
but also methane (CH4), and nitrous oxide (N2O) contribute significantly. These gases
directly affect the Earth’s radiative balance by reducing the thermal infrared emission to
space. Consequently, the Earth’s surface temperature increases, melting glaciers and the
Greenland and Antarctic ice sheets, rising sea levels, but also creating droughts, and other
harmful effects. Unfortunately, these gas emissions affect the climate for decades or cen-
turies due to their long atmospheric lifetime.

The reduction of anthropogenic GHGs emissions is thus recognized as an essential and
urgent political and societal task requiring urgent actions at all levels. Countries have
debated anthropogenic climate change for more than three decades, and international
conferences on the topic produced several important agreements. In 1992, the first global
deal on climate change was created: the UN Framework Convention on Climate Change
(UNFCCC), which established the annual Conference of the Parties (COP). Based on this
meeting, the Kyoto Protocol and the Paris Agreement were created. The Kyoto Proto-
col became active in 2005, and its main aim was to commit industrialized economies to
reduce the emission of GHGs following defined and agreed-on targets. Unfortunately,
the global anthropogenic emissions of GHGs continued to increase (Harris, Chow, and
Symons, 2012). The Paris Agreement came into force on November 2016, which aims to
limit global warming below 2 °C or even below 1.5 °C. Such an objective can only be
achieved by a very significant reduction of GHG emissions. Although most cities have en-
acted initiatives to measure and control pollution, most interventions are only localized
(Miller et al., 2013; Seinfeld and Pandis, 2016). Most countries’ governments have gener-
ally failed to enact effective measures for reducing anthropogenic emissions (Meetham,
Bottom, and Cayton, 2016). Consequently, global warming is expected to reach and most
likely exceed 1.5°C within the coming two decades (IPCC, 2021).

Monitoring and quantifying those gases – thereby pinning down their sources and
sinks and their links with various human activities – are essential tasks for appropriate
decision-making in order to mitigate climate change. In general, atmospheric concentra-
tions of GHGs are measured by in-situ and remote sensing techniques; the first of these
techniques offers very high accuracy but faces problems due to its high sensitivity to
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local sources and details of the vertical transport. Ground-based remote sensing tech-
niques using solar absorption spectroscopy deliver column-averaged atmospheric GHG
abundances but suffer from lower precision, accuracy, and sensitivity for local sources.
Nevertheless, these observations are well suited for validating satellite missions and for
dedicated observations of source regions on local and regional scales. Both applications
require measuring relatively minor changes superimposed on a large background concen-
tration, which requires high accuracy instrumentation and calls for continuous efforts to
improve the instrumental and data processing state of the art.

Currently, several dedicated GHG satellite missions are in orbit: the Greenhouse Gases
Observing Satellite (GOSAT) and GOSAT-2 (Kuze et al., 2009; Morino et al., 2011; Suto
et al., 2021; Yoshida et al., 2013), the Orbiting Carbon Observatory-2 (OCO-2) and OCO-3
(Crisp et al., 2017; Eldering et al., 2019, 2017; Frankenberg et al., 2015), the Copernicus
Sentinel-5 Precursor (S5P) (Veefkind et al., 2012), and the Chinese Carbon Dioxide Obser-
vation Satellite (TanSat) (Liu et al., 2018). The TCCON network was established in 2004

to obtain accurate measurements of column-averaged dry-air mole fractions of XCO2,
XCO, XCH4, and N2O. The TCCON stations operate high-resolution Fourier transform
IFS125HR spectrometers (FTS) manufactured by Bruker. The network has 29 operational
sites worldwide (Wunch et al., 2011). Although these TCCON stations are distributed
around the globe, there are still considerable geographic gaps that need the addition
of further stations. The COCCON network emerged in 2016 based on the portable low-
resolution 0.5 cm−1 EM27/SUN FTIR spectrometer developed by KIT in cooperation with
Bruker (Gisi et al., 2012; Hase et al., 2016), delivers similar precision and accuracy as TC-
CON, assuming a careful calibration of each spectrometer. Several studies have revealed
its previously unprecedented high level of performance and stability (Frey et al., 2015,
2019; Sha et al., 2021). In addition, the portability of the EM27/SUN spectrometer allows
the realisation of campaigns for observing selected sources (as cities, landfills, power
plants, coal mining areas), and numerous campaigns have already successfully been con-
ducted by various investigators (Butz et al., 2017; Chen et al., 2020, 2016; Dietrich et al.,
2021; Hase et al., 2015; Hedelius et al., 2016; Jones et al., 2021; Kille et al., 2019; Luther
et al., 2019; Makarova et al., 2021; Viatte et al., 2017; Vogel et al., 2019).

The number of EM27/SUN spectrometers deployed worldwide continues to grow. There-
fore it is essential to continuously assess the quality assurance/quality control (QC/QA)
work and apply the best available procedures for instrumental characterization of new
units to maintain and further improve the collected atmospheric data. Enabled by the Eu-
ropean Space Agency (ESA) support, KIT has launched the Collaborative Carbon Colmn
Network (COCCON), which delivers a framework for assuring instrumental and data
processing standards for the EM27/SUN spectrometer. One of the key characteristics that
needs to be specified for the quantitative spectral analysis of measurements collected
with measurements Fourier Transform InfraRed (FTIR) spectrometers is the instrumental
line shape (ILS). Several studies have shown that the actual ILS deviates from the ideal
one (Bernardo and Griffith, 2005; Hase, 2012; Hase, Blumenstock, and Paton-Walsh, 1999),
e.g., due to interferometric misalignment, optical aberrations, or uneven illumination or
sensitivity of the detector element. An out-of-range ILS result points to instrumental is-
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sues which need to be alleviated by realignment or replacement of optical or mechanical
components. Portable spectrometers must demonstrate their ability to preserve their ILS
characteristics during transport events and over sufficiently long periods. Stable instru-
mental characteristics of the EM27/SUN spectrometer have been demonstrated despite
harsh transport and operation conditions for up to several years (Frey et al., 2015).

In the first part this thesis, the open-path (OP) method for ILS calculation of EM27/SUN
spectrometers, as described by Frey et al. (2015), is significantly improved and applied in
the commissioning of further spectrometers (Alberti et al., 2022a). Additionally, a new cal-
ibration cell filled with C2H2 was designed, built, and used in addition to the open-path
method since January 2020. This provides additional redundancy of the ILS characteri-
zation and allows the comparison of both approaches, OP and cell measurement. The
meanwhile seven-year long-term trace gas measurements of the reference EM27/SUN
spectrometer operated at KIT are used as a fixed point for the instrument-specific gas
calibration factors (also called side-by-side solar measurements) of the other EM27/SUN
units, has been continued. These atmospheric measurements are compared with the trace
gas amounts derived from low-resolution spectra collected with the co-located 125HR
spectrometer of the Karlsruhe TCCON station. The open-path measurements and list the
instrument-specific calibration factors for each spectrometer done in the past had been re-
evaluated, considering the detected variations in the reference unit during the first three
years of operation.

A considerable part of this doctoral thesis’ work has been done in the framework of the
EU project VERIFY work-packages (WP) 2 and 3 (https://verify.lsce.ipsl.fr/, last
access: 01 October 2022), which aimed to quantify and estimate the anthropogenic and
natural GHG emissions based on atmospheric measurements, emission inventories, and
ecosystem data. As a task of VERIFY, two cities in Russia (St. Petersburg and Yekaterin-
burg) were selected to improve our understanding of a key important region with antici-
pated massive biosphere fluxes and potentially extensive carbon sinks (Reuter et al., 2014).
Two different campaigns using a pair of COCCON spectrometers were carried out in Rus-
sia in the framework of VERIFY: (1) continuous measurements at fixed locations in both
places and (2) a mobile city campaign targeting St Petersburg emissions (Emission Moni-
toring Mobile Experiment, EMME), using a pair of spectrometers in St Petersburg. During
the city campaign in spring 2019, the spectrometers were placed upwind and downwind
of St Petersburg. With the obtained results, the emission ratios for the city emissions were
quantified and compared with the bottom-up estimation and with the results presented
by Makarova et al. (2021). Furthermore, the complete set of COCCON measurements col-
lected in the framework of VERIFY was used to validate and compare TROPOMI, OCO-2,
GOSAT, MUSICA IASI, and Copernicus Atmosphere Monitoring Service (CAMS). Addi-
tionally, a method was developed for upscaling the COCCON measurements for better
inter-comparison with satellite products. In that regard, the gradients for XCO2, XCH4,
and XCO are calculated between both studied cities during the shared measurement pe-
riod. Finally, a city-scale transport event that occurred during the city campaign and was
tracked by TROPOMI has been investigated.

https://verify.lsce.ipsl.fr/
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The final part of this thesis presents the results obtained in the "key-study" region of
VERIFY: the Rhine valley in South-Western Germany (Karlsruhe). This location was se-
lected because it comprises a mixture of urban, industrial, forest, and agricultural sectors,
which implies a variety of possible biogenic and anthropogenic CO2 emission sources.
This complex structure can be taken as a typical case for European urban agglomera-
tions. Additionally, it took advantage of the vast amount of collocated in-situ and remote
sensing measurements continuously carried out in this region, plus the instrumentation
added by VERIFY. The main aim was to quantify anthropogenic emissions from fossil-
fuel combustion (ffCO2) on a local/urban scale. Because their fossil and non-fossil CO2

components cannot easily separate based on total CO2 concentration measurements alone,
observations of co-emitted species were used. Because there is no way to retrieve ffCO2

with remote sensing techniques, an approach that uses the short-term variability of NO2,
CO, and CO2 to separate the signals from local sources have been developed. The NO2

vertical integrated column density is retrieved from MAX-DOAS observations, while the
XCO and XCO2 are from the TCCON station at KIT CN. The main results obtained during
the whole campaign period from the total column measurements are presented, followed
by a comparison with the events found with in-situ ICOS measurements and TNO inven-
tory data.



2
S C I E N T I F I C B A C K G R O U N D : E A RT H ’ S AT M O S P H E R E A N D
T R O P O S P H E R I C C H E M I S T RY

2.1 the earth’s system

The Earth system can be considered an integrated system, subdivided into four main
components that are tightly interconnected: the geosphere, atmosphere, hydrosphere, and
biosphere, see Figure 2.1.

Figure 2.1: Overview of the different global components of the Earth’s cli-
mate system. Figure taken from https://www.ipcc.ch/report/ar4/wg1/

historical-overview-of-climate-change-science/faq-1-2-fig-1/ last access :
August, 02 2022.

The Earth’s system components are interconnected and affect the climate. For example,
the stratospheric ozone layer is responsible for absorbing the solar UV radiation, protect-
ing the biosphere. The temperature on the Earth is regulated by the interaction of the solar
radiation with the atmosphere and Earth’s surface. Atmospheric circulation is responsible,
among other things, for the transport of smoke, seeds, dust, and trace gases. The oceans
are essential because of their role in the global heat transport and for the carbon cycle,
which regulates the CO2 concentrations in the atmosphere.

2.1.1 The terrestrial biosphere

The terrestrial biosphere is composed of forests, grasslands, tundra, and deserts. Changes
in any of these components affect Earth’s climate via:

https://www.ipcc.ch/report/ar4/wg1/historical-overview-of-climate-change-science/faq-1-2-fig-1/
https://www.ipcc.ch/report/ar4/wg1/historical-overview-of-climate-change-science/faq-1-2-fig-1/
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• Grasslands and forests: These components help to cool down the Earth’s surface
during high temperatures. Their leaves absorb parts of the incoming solar radiation,
and the evapotranspiration process helps to release the water from Earth’s surface
to the atmosphere.

• Local albedo: This is defined as the amount of scattered solar radiation by the
Earth’s surface, clouds and aerosols.

• Land surface roughness: Over tundras and flat soils, the wind speeds are higher
than in forests areas.

2.1.2 The hydrologic cycle

The water cycling between different Earth’s reservoirs is vital to allow life on Earth, see
Figure 2.2. Here, one important term is "residence time," which refers to the time water
lasts in a defined reservoir. Table 2.1 shows the type of reservoir, its mass, and the typical
residence time within the Earth’s system.

Reservoirs of water Mass Residence time

Atmosphere 0.01 Days

Fresh water: lakes and rivers 0.6 Days to years

Fresh water: underground 15 Up to hundred years

Alpine glaciers 0.2 Up to hundred years

Greenland ice-sheet 5 10,000 years

Antactic ice sheet 53 100,000 years

Oceans 2700

Crust and mantle 20,000 10
11 years

Table 2.1: Masses and residence time for diverse water’s reservoirs in Earth’s system. Data taken
from Wallace and Hobbs (2006).

From Table 2.1, it can be observed that in the atmosphere water resides the shortest time.
Due to the significant exchange rate and having the highest known heat of vaporization,
water transports latent heat from the Earth’s surface into the atmosphere.

2.1.3 Carbon cycle

The carbon cycle is essential because it moderates the atmospheric amounts of the two
most important greenhouse gases (GHGs) in the atmosphere: carbon dioxide (CO2) and
methane (CH4). Table 2.2 collects the carbon reservoirs within the Earth’s system, their
capacity, and the usual residence time. Additionally, Figure 2.3 presents how the carbon
exchanges between these reservoirs.
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Figure 2.2: Overview of the Earth’s hydrologic cycle. Figure taken from https://www.agci.org/

earth-systems/hydrosphere last access : 23 July 2022.

Reservoir Capacity Residence time

Atmospheric CO2 1.6 10 years

Atmospheric CH4 0.02 9 years

Green part of the biosphere 0.2 Days to seasons

Tree trunks and roots 1.2 Up to centuries

Soil and sediments 3 Decades to millenia

Fossil fuels 10 -

Organic C in sedimentary rocks 2×10
11

Ocean dissolved CO2 1.5 12 years

Ocean CO3
2−

2.5 6,500 years

Ocean HCO− 70 200,000 years

Inorganic C in sedimentary rocks 80,000 10
8 years

Table 2.2: Major carbon reservoirs within the Earth’s system and their corresponding capacities.
Data taken from Wallace and Hobbs (2006)

2.1.3.1 Carbon reservoirs

• Atmosphere: CO2 is the dominant form of carbon within the atmosphere, which is
found fairly well mixed because of its inert state. Out of well-known natural sources
of CO2 like forest areas or close to vegetation, its concentrations vary ∼1% over
Earth’s surface. CH4 is also found in the atmosphere but smaller amounts than CO2.
Nevertheless, this is sufficient to contribute to the so-called greenhouse effect (see
Section 3.6.2) being its emissions responsible for approximately 1 W m−2 radiative
forcing in 2011 (Holmes, 2018).

• Biosphere: Vast amounts of carbon are exchanged between the biosphere and the
atmosphere, which involves photosynthesis and respiration, and decay reactions
summarized in a simplified way by Equations 2.1, which remove and return CO2

into the atmosphere, respectively. In that equation, CH2O stands for "organic matter"
in general (Van Niel, 1949).

https://www.agci.org/earth-systems/hydrosphere
https://www.agci.org/earth-systems/hydrosphere
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Figure 2.3: Carbon cycle between different reservoirs within the Earth’s system. Taken from https:

//www.noaa.gov/education/resource-collections/climate/carbon-cycle, last ac-
cess: August 2, 2022.

CO2 + H2O hν−→ CH2O + O2

CH2O + O2
hν−→ CO2 + H2O

(2.1)

The photosynthesis reaction needs sunlight, which is absorbed in the visible range,
while the decay releases energy in a heat form. The residence time of CO2 is ∼
10 years; however, excess amounts of CO2 injected into the atmosphere last longer
because the biosphere can only store ∼ 10% of the total carbon in the atmosphere
independent of time.

• Oceans: The ocean plays an essential role in the carbon cycle because of its ability
to store ∼ 50 times more CO2 than the atmosphere. In the ocean, the anthropogenic
CO2 is dissolved more effectively than other gases like CH4 and Chlorofluorocar-
bons (CFCs), and for that reason, it is called a carbon sink. Carbon exists in three
different forms: carbonic acid, carbonate ions paired with Ca2+ and Mg2+, and bi-
carbonate ions, accounting for ∼ 91% of the total. The exchange between ocean and
atmosphere occurs over several hundred years.

The CO2 solubility changes with seawater temperature, salinity, and alkalinity; there-
fore, if any of these variables are affected, this directly affects the ocean uptake of
CO2. Ocean circulation plays a vital role in the transport of carbon from natural sink
areas to natural source regions.

https://www.noaa.gov/education/resource-collections/climate/carbon-cycle
https://www.noaa.gov/education/resource-collections/climate/carbon-cycle
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2.2 the earth’s atmosphere

The Earth’s atmosphere is composed of different layers consisting of several main and
various trace gases. It is responsible for keeping Earth warm enough, protecting living
species on Earth from harmful UV radiation by absorbing it and making life possible. In
the following subsection, each layer of the atmosphere and the processes taking part there
are described.

2.2.1 Chemical composition

The atmosphere is a thin gaseous layer extending from the Earth’s surface to space. It is
mainly composed of diatomic Nitrogen (N2), Oxygen (O2), Argon (Ar) and water vapor
(H2O). There are many more gases that constitute the atmosphere but in much smaller
amounts, as described in Table 2.3.

Constituent Molecular
weight

Percentage or fractional
concentration per volume

Nitrogen (N2) 28.013 78.08%

Oxygen (O2) 32.000 20.95%

Argon (Ar) 39.95 0.93%

Water vapor (H2O) 18.02 0-5%

Carbon dioxide (CO2) 44.01 417.42 ppm

Neon (Ne) 20.18 18 ppm

Helium (He) 4.0 5 ppm

Methane (CH4) 16.04 1908.74 ppb

Krypton (Kr) 83.80 1 ppm

Hydrogen (H2) 2.02 0.5 ppm

Nitrous oxide (N2O) 56.03 335.47 ppb

Ozone (O3) 48.00 0-0.1 ppm

Table 2.3: Major atmospheric constituents of the Earth atmosphere. The values for CO2, CH4 and
N2O were taken from Dlugokencky (2022), and the others species from Wallace and
Hobbs (2006). In bold marked are the GHGs.

The sole presence of oxygen (O2) in the troposphere, and the stratospheric ozone (O3)
layer makes the Earth different from other planets in our solar system. Considerably
scientific efforts have been invested to estimate how much oxygen existed before life
began and what exactly produced its rise. Geological and geochemical evidence suggests
that oxygen levels were very low ∼ 2.45 billion years (Gyr) ago and that the rise had
occurred between 2.22 and 2.32 Gyr (Bekker et al., 2004).
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In the lowermost layers of the atmosphere, clouds are formed then droplets fall out as
precipitation. Additionally, water vapour is an essential source of infrared opacity in the
Earth’s atmosphere.

Due to the large variability of water vapor into the atmosphere, gas concentrations
are preferably expressed in terms of dry air molar fractions: for convenience minor trace
gases are quantified in parts-per-million (ppm) or parts-per-billion (ppb) by volume. The
(stratospheric) O3 layer absorbs hazardous UV solar radiation, the GHGs, mainly H2O,
CO2, CH4 and N2O trap outgoing thermal radiation from Earth’s surface which keeps
Earth warm enough to make life possible on Earth’s surface.

2.2.2 Vertical structure

The most important meteorological variables: temperature, pressure, density, and the es-
sential components of the Earth’s atmosphere show differences with geolocation, season,
day, night, etc. Only the vertical structure of each of these elements is summarized within
this section. Despite the horizontal variation of the atmospheric temperature, the vertical
distribution is comparatively similar everywhere. The value of the atmospheric pressure
at a defined altitude directly relates to the mass located above that height. Both pressure
and density decrease with altitude. The relationship describing the stratification of pres-
sure as function of altitude is the so-called hydrostatic balance, which mathematically can
be written as:

∂p
∂z

+ gρ = 0 p(z + dz) = p(z)e
−dz

H (2.2)

H is defined as scale height and p0 as reference pressure from the last equation, usually
at z=0, i.e. at sea level. The scale height H varies between 7 to 8 km in the lowermost
layers of the atmosphere.

The mixing ratios of the gases N2, O2, Ar , CO2 and others long lived constituents are
quite constant at different altitudes. Nevertheless, most of the other trace gases have more
variable vertical profiles due to chemical reactions, solubility, and photolysis (Wallace
and Hobbs, 2006). Usually the atmosphere is split into layers according to the temper-
ature vertical profile. Following that approach, the atmosphere can be divided in four
different layers starting from the Earth’s surface: Troposphere, Stratosphere, Mesosphere
and Thermosphere (see Figure 2.4).

The results presented in this thesis deal with gases and processes occurring within the
troposphere; therefore, the other atmospheric layers are are only briefly described here.

• Stratosphere: In this layer, a temperature inversion occurs; the temperature increases
with altitude due to the absorption of UV radiation by stratospheric O3. This phe-
nomenon makes the Earth suitable and habitable for life.

• Mesosphere: The layer is located just above the stratosphere between the stratopause
and the mesopause. In this layer, the temperature decreases with height, similar to
the troposphere, until it reaches the lowest temperature value that defines mesopause.
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Figure 2.4: Vertical structure of the atmosphere. Data taken from libradtran input files: US Stan-
dard Atmosphere 1976 (Mayer and Kylling, 2005).

• Thermosphere: This layer is located above the mesopause. Here again, a tempera-
ture inversion occurs, which increases with height mainly due to the absorption of
solar radiation by N2 and O2.

2.2.2.1 Troposphere

The troposphere is the lowermost layer of the atmosphere that extends from the Earth’s
surface until the tropopause (the boundary between the troposphere and the stratosphere).
In this layer, the temperature decreases with height with a rate of around 6.5 °C.km−1,
named "lapse rate". Most of the air of the entire atmosphere is located in this layer; it
contains ∼ 80% of the total mass of the atmosphere.

2.3 atmospheric chemistry

Atmospheric chemistry has evolved from purely studying the most important gases in the
Earth’s atmosphere to identifying natural and anthropogenic sinks, sources, properties, in-
teraction with the biosphere, etc., of various chemical species in the atmosphere. Thinking
about spatial and temporal scales of the chemical constituents in the atmosphere, by as-
suming globally averaged amounts (which do not change dramatically in a defined time)
and within a steady-state of the atmosphere, the rate at which the species are injected into
and removed from the atmosphere must be equal, and thus in equilibrium. Under these
conditions, the so-called "residence time" is defined as (see Equation 2.3):

τ =
M
F

, where [M] = kg , and [F] = kgs−1 (2.3)

Figure 2.5 shows how the atmospheric constituents vary in the space and time domain.
The residence time of a defined species is proportional to the variation in concentration
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in the spatial domain; high concentrations of constituents with short residence time are
likely to be found close to local sources and in low amounts far away from them.
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Figure 2.5: Space-time variability for some important atmospheric constituents. Adapted from Wal-
lace and Hobbs (2006).

Atmospheric chemistry is much more complex than described in this chapter; however,
the essential concepts of tropospheric chemistry are briefly summarized here, emphasiz-
ing the trace gases and GHGs studied in this thesis.

2.4 tropospheric chemistry

Various chemically active species are emitted from the Earth’s surface; such emissions
vary with the geolocation. The troposphere is well mixed for long-lived species. However,
gases with short lifetimes can exhibit large gradients. Like in the stratosphere, tropo-
spheric O3 chemistry is associated with the formation and destruction of ozone. Here,
O2 cannot be the ozone source because the photons with the required energy have al-
ready been absorbed in the stratosphere; NOx1 serves instead. Apart from NOx species,
many anthropogenic and natural hydrocarbons and organic species are present in the
troposphere. CH4 is the leading hydrocarbon, a critical component for tropospheric chem-
istry. Although short-wave UV radiation has already been absorbed in the stratosphere,
sufficient radiation still reaches the troposphere leading to photochemical reactions. The
troposphere is well known to be an oxidant medium, the essential reaction is driven by
the hydroxyl radical OH, which is very reactive and attacks most trace gases. For that
reason, OH is known as the "detergent of the atmosphere" (Ball, 2000).

1 NOx = NO2 + NO
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2.4.1 Ozone: O3

Tropospheric O3 is a highly toxic and reactive species, which can cause human health
problems and damage vegetation and ecosystems. As described before, O3 is very impor-
tant within the stratosphere whereby it is called "good ozone"; however, tropospheric O3

has many harmful effects and, for that, is called "bad ozone." Additionally, tropospheric
O3 absorbs IR radiation, turning it into the third most important GHG after CO2 and CH4

(D. et al., 2001). Within the troposphere, O3 has a critical role in the oxidation capacity of
this layer. Photolysis of O3 occurs in the wavelength region between 300 and 320 nm:

O3 + hν(λ < 310nm) ⇒ O2 + O(1D)

O3 + hν(λ > 310nm) ⇒ O2 + O(3P)

(2.4)

The produced O(1D) yields OH production, whilst, O(3P) regenerates O3. An impor-
tant fraction of tropospheric O3 is formed by oxidation reactions of CH4 and CO with OH
in the presence of NOx.

2.4.2 Nitrogen oxides: NOx

Nitrogen oxides (NOx): NO (nitric oxide) and NO2 (nitrogen dioxide) are important pol-
lutants due to their role in atmospheric chemistry. They are mainly produced at high
temperatures. Several studies demonstrate that the concentration of nitrogen oxides in
the atmosphere has been increasing steadily due to anthropogenic emissions (Rosa Eu-
gene and Thomas, 2012). These gases are also very important due to their relationship
with the photochemical ozone production in the troposphere and the estimation of its dis-
tribution over the Earth (Crutzen, 1979). This ozone located in the troposphere is harmful
and produces several pulmonary diseases like asthma (EPA, 2022b).

2.4.2.1 Natural sources

Denitrification and nitrification processes, which occur in undisturbed terrestrial environ-
ments, are the primary sources of NOx in the atmosphere. Lightning, animal wastes, and
the transport of NO2 from the stratosphere are also sources of NOx in the troposphere
(Rosa Eugene and Thomas, 2012).

2.4.2.2 Anthropogenic sources

Human activity is the primary source of NO releases in the troposphere. Electricity gener-
ation, road transport, ships, and the heat sector are the primary sources of anthropogenic
NOx (Rosa Eugene and Thomas, 2012). These emissions are concentrated in urban and
industrial areas (Dix, 2007). A photochemical reaction occurs between the unburned mo-
tor vehicle’s exhaust and NO, producing ozone (Crutzen, 1979). Chemically it can be
expressed as,
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R + O2 + M ⇒RO2 + M

RO2 + NO ⇒RO + NO2 λ ≤ 400nm

NO2 + hν ⇒NO + O (2.5)

O + O2 + M ⇒O3 + M (2.6)

R + 2O2 ⇒RO + O3

(2.7)

Where R is a radical like H, CH3 or CH3C(O). These components are intermediate
products of hydrocarbons combustion (Crutzen, 1979).

2.4.2.3 Photochemical cycle

In the troposphere, NOx species are responsible for O3 formation. For that, the presence of
three actors is required: NO, NO2, and sunlight, the last one photolyzing NO2. Reactions
2.5 and 2.6 produce O3. This O3 then reacts with NO and brings back NO2. However,
when the NO concentration is much higher than O3, reaction 2.8 leads to O3 depletion;
this usually occurs at night in urban areas.

NO + O3 ⇒ NO2 + O2

(2.8)

2.4.2.4 Urban photochemistry

In general, urban air can be subdivided into two categories depending on the anthro-
pogenic source and light intensity as follows:

1. Photochemical smog (or Los Angeles-type): Both sunlight intensity and emissions
are high. Moreover, the emission source is the fossil-fuel combustion type. It is pro-
duced from reactions of "reactive organic gases" (ROGs) such as NO and NO2 with
sunlight, as described above.

2. London-type smog: This occurs when high amounts of sulphur oxide emissions
from coal-fired power plants and high relative humidity are present in the tropo-
sphere. Unlike type 1, here, the sunlight intensity is moderate.

O3 production is different in the free-troposphere compared to polluted urban air be-
cause the ROGs radicals involve the NO to NO2 conversion.

2.4.3 Formaldehyde: HCHO

Formaldehyde is the most crucial intermediate in the oxidation of methane and other
biogenic and anthropogenic organic compounds like hydrocarbons in the troposphere
(Brasseur, Orlando, and Tyndall, 1999). On average, its lifetime in the troposphere is about
5 hours (Arlander et al., 1995). Furthermore, its photolysis and reaction with OH are the
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major sources of CO (Brasseur, Orlando, and Tyndall, 1999). Formaldehyde is hazardous
and can cause some types of cancer (EPA, 2022a). Like NOx, it is found in industrialized
cities. Formaldehyde is also a primary emission product of biomass burning and fossil
fuel combustion (Dix, 2007).

2.4.3.1 HCHO degradation

Formaldehyde is removed by the reaction with OH radicals and photolysis, as follows:

HCHO + hν(λ < 330nm) ⇒H + HCO

HCHO + hν ⇒H2 + CO

HCHO + OH ⇒HCO + H2O

(2.9)

The hydrogen, and the radical HCO reacts quickly with O2 as follows:

H + O2 + M⇒HO2 + M

HCO + O2⇒HO2 + CO

(2.10)

The formed HO2, later reacts with NO. Therefore, the oxidation chain for HCHO/NOx
follows:

HO2 + NO ⇒NO2 + OH (2×)
NO2 + hν ⇒NO + O (2×)

O + O2 + M ⇒O3 + M (2×)

Net : HCHO + 4O2 + hν ⇒CO + 2OH + 2O3

(2.11)

HCHO + OH ⇒HCO + H2O

HCO + O2 ⇒HO2 + CO

HO2 + NO ⇒NO2 + OH

NO2 + hν ⇒NO + O

O + O2 + M ⇒O3 + M

Net : HCHO + 2O2 + hν ⇒CO + OH + O3 + H2O

(2.12)
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2.4.4 Carbon monoxide: CO

There are several sources of CO; one of them is the oxidation of CH4 with the so-called
Non-Methane HydroCarbons (NMHC); another critical source is anthropogenic emissions
such as biomass burning and fossil fuel combustion. CO is not considered a GHG because
it does not absorb the outgoing infrared radiation from Earth’s surface. Its biggest sink is
the oxidation by OH as follows:

CO + OH ⇒CO2 + H

H + O2 + M ⇒HO2 + M

HO2 + NO ⇒NO2 + OH

NO2 + hν ⇒NO + O

O + O2 + M ⇒O3 + M

Net : CO + 2O2 + hν ⇒CO2 + O3

(2.13)

Because of the last reaction, in rural areas and non-forested places, OH concentrations
are determined by CO. In extratropical locations, CO presents a seasonal cycle directly
linked to its OH removal, i.e., it accumulates in winter when OH is low and decreases in
spring.

2.4.5 Methane: CH4

CH4 is the most abundant hydrocarbon within the atmosphere. High-resolution measure-
ments of CH4 have been performed to determine its temporal and spatial distribution
within the troposphere and stratosphere. These reveal that in the stratosphere, its variabil-
ity is relatively small (D. et al., 2001).

CH4 is the second most important anthropogenic GHG after CO2. Latest preliminary
reports from NOAA’s analysis have shown that the CH4 concentrations during 2021 were
≈ 1896 ppb, which is 162% higher than the pre-industrial levels. CH4 global emissions
are 15% higher than the estimated levels during the 1984 to 2006 period (NOAA, 2021).
Figure 2.6 shows the global CH4 budget with its sources and sinks. Sources include fossil-
fuel and oil production, and use like leakages from natural gas pipelines and coal mines,
agriculture and waste, biomass burning, and wetlands. From the chemical point of view,
it is a reactive gas with an atmospheric residence time of ∼ 9 years, which is mainly
removed by its reaction with the hydroxyl radical (OH) as shown in Equation 2.14 which
consequently leads to CO2, H2O, O3, and HCHO formation.

CH4 + OH O2−→ CH3O2 + H2O

(2.14)
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Figure 2.6: Global emission sources and sinks of CH4 during 2008-2017. Taken from https://www.

globalcarbonproject.org/methanebudget/, last access: August 1, 2022.

2.4.6 Tropospheric aerosols

Atmospheric aerosols are small solid or liquid suspended particles in the air; their atmo-
spheric role depends on their size, which is illustrated in Figure 2.7
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Figure 2.7: Particle size distribution within the atmosphere and their importance. Adapted from
Wallace and Hobbs (2006)

2.4.6.1 Sources and sinks

The primary natural sources of tropospheric aerosols are sea salt, smoke from wildfires,
and particles from the Earth’s surface, released by semi-arid regions and deserts. These
particles can be transported over long distances. Particles are injected into the atmosphere
by volcanic eruptions. Aerosols can also form from the gas phase (eg. secondary organic

https://www.globalcarbonproject.org/methanebudget/
https://www.globalcarbonproject.org/methanebudget/


2.4 tropospheric chemistry 18

aerosol formation from pined emissions). The most important anthropogenic sources are
biomass-burning, fuel combustion, industrial processes, dust from roads, etc. In general,
tiny particles are converted into larger ones by coagulation processes; this increase in size
reduces their mobility and contributes to their atmospheric removal by other mechanisms.



3
R A D I AT I V E T R A N S F E R I N T H E AT M O S P H E R E

3.1 electromagnetic waves and photons

1Electromagnetic radiation (commonly known as light) is a transversal wave traveling at a
speed of light c ∼ 2.998× 108 ms−1 (in vacuum). Light has a dual (wave-particle) behavior,
which means it can behave equally as an electromagnetic wave (with a coupled electric
and magnetic field) or as a particle simultaneously. This duality perfectly explains the
emission and absorption of the light (photon) in the atmosphere (Hilboll, 2014).

The energy of a photon depends on the value of the electromagnetic field’s wavelength:
E = hc

λ , where h = Planck’s constant ∼ 6.63× 10−34 Js, and λ = wavelength.

The radiative transfer process in the atmosphere requires the consideration of the con-
tribution of different spectral regions (with different wavelengths and frequencies). The
available range of values for wavelength and frequencies are given in Figure 3.1.

Figure 3.1: The electromagnetic spectrum. Taken from https://sites.google.com/site/

chempendix/em-spectrum.

3.2 radiant power , irradiance and radiance

In the following sections, the radiative processes that take place in the atmosphere are
quantitatively described; for this, it is necessary to introduce the following concepts:

• Radiant power (Φ): It is the radiant energy dQ per time unit dt.

Φ =
dQ
dt

[W] (3.1)

1 This chapter is based on overview from the following books: Petty (2006) and Wallace and Hobbs (2006).

https://sites.google.com/site/chempendix/em-spectrum
https://sites.google.com/site/chempendix/em-spectrum
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• Irradiance E: Is the radiant power on a given surface dA.

E =
dQ

dAdt

[
W
m2

]
(3.2)

• Radiance L: Is the irradiance per solid angle dΩ. Here θ and φ are the zenith and
azimuth angle respectively, see Figure 3.2.

L =
dQ

dA cos θdΩdt

[
W

m2sr

]
(3.3)

Figure 3.2: Definition of the angles involved in the radiance’s definition

3.3 black body radiation

All existent bodies emit thermal radiation. A blackbody is considered a surface capable
of absorbing all the incoming radiation. Substances like coal and a small hole in a much
larger cavity are examples. For the last one, the small aperture must look black, although
the interior surfaces can be very reflective. However, only a tiny portion of the entered
light is reflected back to the aperture, which entails the light absorption in the cavity’s
interior due to the multiple reflections occurring inside.

3.3.1 Planck function, Wien’s and Stefan Boltzmann’s law

2Any "body" at equilibrium emits radiation depending on its temperature. The so-called
blackbody is the ideal physical body capable of emitting the maximum radiative energy.
Mathematically this process is described by Planck’s law:

B(λ, T) =
2hc2

λ5
1

exp{ hc
λ.kBT} − 1

(3.4)

2 This subsection is based on an overview from Sportisse (2010).



3.3 black body radiation 21

Where kB = 1.38× 10−23 JK−1 is the Boltzmann constant.
Wien’s displacement law gives the wavelength at which the maximum emission occurs

at a defined temperature:

λmax =
2898× 103 [nm K]

T [K]
(3.5)

The total emitted radiance can be found by integrating the last equation over the whole
wavelengths, that is the so-called Stefan-Boltzmann Law:

B(T) =
∫ ∞

0
B(λ, T)dλ = σT4 (3.6)

3.3.2 Radiative properties of nonblack materials

Strictly speaking, a perfect blackbody does not exist. Non-black bodies like gaseous sam-
ples or mediums, unlike blackbodies that absorb all the incoming radiation, also scatter
and transmit it. Despite their individual characteristics, the behavior of the non-black ma-
terials can still be understood based on the blackbody equations described before. For
this reason, it is essential to define some better connections between the monochromatic
intensity of the emitted radiation by the body and the corresponding blackbody, which
are: the monochromatic emissivity ελ (Equation 3.7), absorptivity αλ, reflectivity Rλ, and
transmissivity Tλ, see Equation 3.8.

ελ =
Iλ(emitted, T)

Bλ(T)
(3.7)

αλ =
Iλ(absorbed)
Iλ(incident)

, Rλ =
Iλ(re f lected)
Iλ(incident)

, and Tλ =
Iλ(transmitted)

Iλ(incident)
(3.8)

3.3.3 Kirchhoff’s Law

As described before, the Planck distribution function describes the radiation absorbed
by a blackbody. In reality, i.e., in non-ideal cases, objects or mediums absorb at some
wavelength ranges, not in all.

Kirchhoff’s Law expresses that the emissivity of any object at any particular wavelength
is equal to its absorptivity.

ελ = αλ (3.9)

Where ελ(T) is called emissivity. Typical values of this constant can be found in Table
3.1
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Surface ε IR Surface ε IR

Sea 0.95 - 1 Grass 0.90 - 0.95

Fresh snow 0.99 Desert 0.85 - 0.90

"Old snow" 0.80 Forest 0.95

Liquid water clouds 0.25 - 1 Concrete 0.70 - 0.90

Cirrus 0.10 - 0.90 Urban 0.85

Table 3.1: Values of emissivity in the IR range. Taken from (Sportisse, 2010)

3.4 solar output

Assuming that the Sun emits electromagnetic radiation resembling a blackbody with a
surface temperature of around 5800 K and by applying Wien’s displacement law, the
maximum emission occurs at ∼ 500 nm, referred to as shortwave radiation.

In reality, the Sun is not a perfect blackbody. The solar spectrum results from emission
and absorption through the whole photosphere; the photospheric temperature increases
with depth, therefore the resulting spectrum is more complex than the blackbody spec-
trum. The solar irradiance spectrum contains numerous absorption lines due to some
absorbers in the Sun’s atmosphere, called "Fraunhofer lines". Finally, the solar spectral
irradiance that reaches the Earth’s surface is modified due to the absorbers in the Earth’s
atmosphere. Figure 3.3 is an example of the spectral irradiances calculated at the top of
the atmosphere (TOA), and the Earth’s atmosphere compared with the Planck function
evaluated for the sun. The irradiances have been calculated with the radiative transfer
model libRadtran (Emde et al., 2016; Mayer and Kylling, 2005).

3.5 physics of scattering , absorption and emission

3.5.1 Scattering by air molecules and particles

Particles are considered omnipresent, including aerosols of all possible sizes and shapes,
ice crystals, and cloud droplets. Therefore it is crucial to describe their interaction with
the incoming electromagnetic radiation; here, the scattering is described, and for that,
particles are considered spherical with radius r.

3.5.2 Elastic scattering

This is defined as the scattering process in the atmosphere that only changes the direc-
tion of propagation of the photon but not the energy, and consequently the wavelength
remains unchanged. Elastic scattering is produced when the incoming radiation interacts
with air molecules (Rayleigh scattering), and aerosol particles (Mie scattering).
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Figure 3.3: The solar spectrum irradiance at the Top Of the Atmosphere (TOA) and the Earth’s
surface is compared to the ideal blackbody at 6000◦C. The irradiances have been calcu-
lated with libRadtran (Emde et al., 2016; Mayer and Kylling, 2005) with the following
inputs: U.S. Standard atmosphere, solar zenith angle: 30◦, the extraterrestrial spectrum
from Kurucz (1992), surface albedo: 0 and wavelength range: 100− 1500 nm.

3.5.3 Rayleigh Scattering

Rayleigh scattering is caused by air particles with radius smaller than the incoming radi-
ation wavelength λ (e.g air molecules). The Rayleigh scattering cross section σ depends
strongly on the wavelength:

σR ∝ λ−4 (3.10)

It is the cause of the blue color of the sky owing to its effectiveness in the UV range
by scattering the light with small wavelength (Grossmann, 2014). The Rayleigh phase
function is described by:

Φ(cos ϑ) =
3
4
(1 + cos2 ϑ) (3.11)

Where ϑ is the angle between the incoming and outgoing (scattered) direction of the
photon. The Figure 3.4 shows an example of the Rayleigh phase function.

3.5.4 Mie Scattering

Mie Scattering is caused by particles with radius comparable to the wavelength of the
incoming radiation. The Mie theory assumes spherical aerosol particles. For a typical par-
ticle distribution the Mie scattering cross section can be approximated as follow (Gross-
mann, 2014),

σM ∝ λ−1.3 (3.12)
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Figure 3.4: Typical Rayleigh scattering phase function. Adapted from Platt and Stutz (2008) and
Yilmaz (2012).

The Mie scattering phase function PHG is more complex to obtain. An analytical parametriza-
tion proposed by Henyey and Greenstein (1941) is often used:

PHG(µ) =
1− g2

(1 + g2 − 2gµ)3/2 (3.13)

Where g is the so-called asymmetry parameter, and µ = cos θ. Here θ is the scattering
angle.

Figure 3.5: Mie Scattering phase function for water clouds with effective radii of 10 µm (solid blue
line), calculated with libRadtran (Emde et al., 2016; Mayer and Kylling, 2005) and also
the Henyey Greenstein approximation is shown (dashed green line).
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3.5.5 Inelastic scattering (Raman Scattering)

3Inelastic scattering can be defined as the scattering process in the atmosphere in which
the direction and the energy of the scattered photon changes. This is called Raman scat-
tering. During this scattering process the photon can either loose or gain energy:

• Stokes-Raman Scattering: The photon transfers part of its energy to the molecule
and the emitted photon has lower energy than the absorbed one. See Figure 3.6.

• Anti-Stokes Raman Scattering: The photon take out part of the molecule’s excita-
tion energy and the scattered photon has higher energy than the absorbed one. See
Figure 3.6.

Figure 3.6: Schematic drawing of rotational and vibrational Raman lines of a diatomic molecule.
Taken from Hosseinpour and Magnus (2017).

3.5.6 Aerosol optical properties

Besides scattering the incoming radiation, aerosols may absorb it depending on its compo-
sition. Aerosols are usually characterized due to their optical properties by the following
parameters: "extinction coefficient" (βext) and "single scattering albedo (SSA)."

3.5.6.1 Extinction coefficient

It is defined as the sum of the scattering coefficient βscat(λ) and the absorption coefficient
βabs(λ).

βext(λ) = βscat(λ) + βabs(λ) (3.14)

The wavelength dependence of βext is described by the Ångström exponent α:

βext(λ) = βext(λ)(
λ

λ0
)−α (3.15)

Where λ0 is the reference wavelength, α on average is ∼ 1.3 (Ångström, 1930).

3 The following part is based on an overview from Grossmann (2014) and Yilmaz (2012).
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The aerosol optical thickness τ can be obtained by:

τ =
∫ z

0
βext(λ, z′)dz′ (3.16)

3.5.6.2 Single scattering albedo (SSA)

The SSA ω0 is defined as the ratio between the scattering coefficient and the extinction
coefficient:

ω0(λ) =
βscat(λ)

βscat(λ) + βabs(λ)
(3.17)

The value of the SSA is between 0 and 1. Thereby, "0": no scattering, and "1": all light
scattered.

3.5.7 Extinction by an atmospheric layer

When considering the path of a radiation beam through the atmosphere, the initial monochro-
matic beam radiation decreases due to the presence of molecules and particles on its way
to the Earth’s surface. This phenomenon can be quantitatively described by using Equa-
tion 3.18 (see Figure 3.7):

dLλ = −Lλ
Nσ

A
= −Lλnσdz = −Lλdτabs (3.18)

where n = N
V , and N

V = N
Adz

Figure 3.7: Solar radiation extinction by a infinitesimally thin atmospheric layer

Here, N is the number of particles in volume V, n is the number density, σ is the
particle/molecule cross-section. The product µσ defines the volume absorption coefficient,
so βabs, and the product βabsdz, the optical thickness dτabs. For the slant incidence beam
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shown in Figure 3.7, where ds is the differential optical path length, and µ = cosθ is the
zenith angle; the Equation 3.18 change to:

dLλ = −Lλ
dτabs

µ
, where ds =

dz
µ

, and τabs = nσds = nσ
dz
µ

(3.19)

The solution of Equation 3.19 is given by:

Lλ = L0exp
(
−τabs

µ

)
= L0exp

(
−nσz

µ

)
(3.20)

Where:

τλ =

z2∫
z1

βabs(z)dz and Tλ = e−
τ
µ (3.21)

The terms in Equation 3.21 are the so-called layer transmissivity, and the optical den-
sity/thickness, respectively.

Finally, the monochromatic absorptivity of the layer is defined as 1− Tλ, i.e.:

αλ = 1− Tλ = 1− e−
τ
µ (3.22)

3.5.8 Reflection and absorption by an atmospheric layer

Applying the conservation of energy for every atmospheric layer that the incoming radia-
tion is passing through, leads to:

αλ
f + Rλ

f + Tλ
f = 1 (3.23)

α, R, and T are every layer’s absorptivity, reflectivity, and transmissivity fluxes. The
incoming radiation can be scattered multiple times when it passes through a given layer,
resulting in diverse ray paths. The initial parallel beam can be deviated on multiple scat-
tering or isotropic radiation if there is no absorption. There are three essential parameters
utilized for the optical characterization of aerosols, cloud droplets, and ice crystals:

• The volume extinction coefficient Nσβλ: describes how particles decrease the in-
coming radiation intensity by absorption or scattering.

• Single scattering albedo: See subsection 3.5.6.2.

• The asymmetry parameter: It is defined as:

g(λ) =
1
2

1∫
−1

P(cos θ′) cos θ′d cos θ′ (3.24)

Here, P(cos θ′) is the so-called scattering phase function and θ′ is the angle between
the incoming and the scattered radiation.
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3.6 atmospheric windows and greenhouse effect

3.6.1 Atmospheric windows

Atmospheric windows are defined as the range of wavelengths where the atmosphere
becomes transparent, i.e., there is a relatively small absorption of the incoming radiation
by the atmospheric gases. Figure 3.8 shows the most important and well-known window
between 8 and 13 µm (AMS, 2022).

Figure 3.8: Upper panel: Incoming solar energy and outgoing thermal energy to the atmosphere.
The bottom panel shows the energy absorbed by the atmosphere including the atmo-
spheric window. Figure taken from https://www.weather.gov/jetstream/absorb, last
access 26 July 2022.

3.6.2 The greenhouse effect

The Sun is the primary energy source for Earth. From the solar radiation balance as
outlined in Figure 3.9, approximately one-third of the radiation that reaches the TOA is
directly reflected back into the space. The other 2/3 are mainly absorbed by the Earth’s
surface and the atmosphere. In order to balance the energy absorbed, the Earth has to ra-
diate the same amount back to space. The temperature on Earth’s surface is much colder
than that on the Sun; therefore, it thermally emits at much longer wavelengths, which
are partly absorbed by the atmosphere and re-radiated back to the Earth’s surface. This
so-called greenhouse effect is responsible for an additional heating of the Earth’s sur-
face. Without the natural greenhouse effect, life on Earth may not be possible because the
ground temperature would be below 0° C. However, humankind’s activities, especially
those linked to burning fossil fuels and deforestation, have seriously increased the green-
house effect and raised Earth’s surface temperature, leading to a global warming of ∼
1.5◦C above pre-industrial levels (Forster et al., 2021).

As described in Table 2.3, the atmosphere is mainly composed of nitrogen (78%) and
oxygen (21%), whose effect on the greenhouse effect is almost negligible. The greenhouse

https://www.weather.gov/jetstream/absorb
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Figure 3.9: Diagram showing all the components of the Earth’s energy budget. Taken from (Forster
et al., 2021)

effect depends on the atmospheric abundance of other molecules which are effectively in-
teracting with thermal infra-red (IR) radiation. In terms of their abundances, water vapor
is the most important GHG, followed by CO2. Other gases contribute to the greenhouse
effect, but their atmospheric concentrations are much lower than H2O and CO2. Naturally,
multiple parts of the Earth’s climate system affect the abundance of greenhouse gases in
the atmosphere; for example, plants remove atmospheric CO2 via photosynthesis during
daylight. However, anthropogenic emissions, mainly from burning fossil fuels and coal,
injected a tremendous amount of greenhouse gases during the industrial era and have not
stopped until now. The increase of GHGs in the atmosphere by human activities increases
the greenhouse effect and, therefore, the warming of the Earth’s climate. As temperature
rises, atmospheric water vapor increases too, further intensifying the greenhouse effect.
Since the greenhouse effect has a tremendous repercussion on the energy budget of Earth
(incoming and outgoing radiation), it is essential to introduce a variable called "Effective
Radiative Forcing (ERF)," which accounts for the atmospheric change in the energy flux
caused by biogenic or anthropogenic sources as measured at the TOA, which are summa-
rized in Figure 3.10 (Forster et al., 2021).

3.7 the radiative transfer equation (rte)

4Radiative transfer in the atmosphere is critically important because accurate knowledge
of it:

1. Helps to quantify the greenhouse effect and, therefore, climate change;

2. allows us to determine the efficiency of the photochemical reaction on Earth’s atmo-
sphere; and

4 This subsection is based on the book Guzzi, Lanzerotti, and Platt. (2011).
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Figure 3.10: Diagram showing the change in Effective Radiative Forcing (ERF) from 1750 to 2019

due to CO2, other well-mixed GHGs, O3, H2O, surface albedo, contrails, and aviation-
induced cirrus, aerosols, total anthropogenic contribution, and solar radiation. Figure
taken from Forster et al. (2021)

3. electromagnetic radiation sources and their atmospheric transport within the atmo-
sphere are crucial for the trace gases and aerosol retrievals used in this thesis.

In real life, radiative transfer models are complex because they are composed of sys-
tems of equations that cannot be solved analytically, and this demands substantial com-
putational resources.

Considering a stream of radiation travelling through the atmosphere the RTE represents
all the possible interactions of the radiation with the atmosphere constituents: emission,
single or multiple scattering, and absorption. The RTE integrates the changes in the radi-
ance Lλ while crossing the atmosphere, which changes dLλ after passing through an layer
of thickness dz, and described by Equation 3.25:

dLλ

dz
= −βext(λ)Lλ︸ ︷︷ ︸

1

+ βabs(λ)B(λ, T)︸ ︷︷ ︸
2

+
βscat(λ)

4π

∫
4π

P(Ω′, Ω)Lλ(Ω′)dω′

︸ ︷︷ ︸
3

(3.25)

Here, the term 1 is the loss due to absorption and scattering of incoming radiation, and
the term 2 is the increase of radiance due to thermal self emission. The term 3 describes
the scattering of radiation into the direction of the beam under consideration. Calculation
of this term is especially difficult, as it requires knowledge of the radiance from all direc-
tions, moreover, the resulting contribution depends on the directional characteristics of
the scattering molecules and particles (see Section 3.5).

Generally, Equation 3.25 cannot be solved by analytical methods. However, depending
on the wavelength range, two simplifications are possible:
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• Short wavelengths (UV-Vis): The Planck term is neglected, transforming Equation
3.25, into:

dLλ

dz
= −βext(λ)Lλ +

βscat(λ)

4π

∫
4π

P(Ω′, Ω)Lλ(Ω′)dω′ (3.26)

• Thermal infrared radiation: For direct solar absorption spectroscopy in this spectral
range, scattering effects become negligible, and then the Equation 3.25 is reduced
to:

dLλ

dz
= βabs(λ)(B(λ, T)− Lλ) (3.27)

by using the optical density definition for this case dτ = βabsdz, last equation sim-
plifies to the so-called Schwarzschild’s equation (3.28):

dLλ

dτ
= B(λ, T)− Lλ (3.28)

When working in the near infrared (NIR), Equation 3.27 can be further simplified
by neglecting the thermal self emission source term, reducing the RTE into a simple
description of attenuation by absorption, as described by the Beer-Lambert equation:

dLλ

dz
= −βabs(λ)Lλ (3.29)

3.8 interaction of electromagnetic radiation with molecules

The ground-based remote sensing techniques utilized in this thesis derive the atmospheric
abundances of greenhouse and trace gases based on the interaction of the incoming elec-
tromagnetic radiation with matter. The accuracy of the retrieved species amount depends
on the knowledge of these interactions; for that reason, a short introduction is given in
the following subsections.

3.8.1 Photochemistry

In a photochemical process, a given molecule AB absorbs a photon switching its state
to an often short-lived intermediate excited state AB*. Following the excitation several
processes are possible to return or to keep thermochemical equilibrium, Table 3.2 shows
the most important processes.

C1, C2, and M are other molecules. If a photon is absorbed, there is a probability that
more than one of these routes will happen. The bond energy and the photon wavelength,
which is equivalent to it, are essential because photolysis occurs when the photon has
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Photolysis AB∗ → A + B

Ionization AB∗ → AB + e

Luminiscence AB∗ → AB + hν′
Intramolecular transfer AB∗ + AB→ AB + AB∗∗

Intermolecular transfer AB∗ + M→ AB + M∗

Collisional deactivation AB∗ + M→ AB + M

Photochemical reaction AB∗ + M→ C1 + C2

Table 3.2: Photochemical processes that a molecule AB can go through. Data taken from Grainger
(2013).

energy larger or equal to the bond energy to break the bond. It is important to note that
only solar photons provide enough energy to create notable atmospheric photolysis. In the
electromagnetic wavelength range, photons of visible or higher frequencies are required in
photolysis reactions. In Table 3.3 these values are shown for several atmospheric species,
and the most important photolysis reactions that occur in the atmosphere are shown in
Table 3.4.

Bond Energy [kJ mol−1] Photon’s wavelength [nm]

C ≡ C 812 147.3

C = O 728 164.3

C = C 615 194.5

O = O 498 240.2

H − H 436 274.4

H −O 464 257.8

C− H 414 289.0

C−O 360 332.3

C− C 347 344.7

Cl − Cl 244 490.3

F− F 158 757.1

Table 3.3: Example of bond energy for some atmospheric gases. Data taken from Grainger (2013)

3.8.2 Absorption molecular spectrum

A molecule’s absorption spectrum is much more complex than those for a single mono-
atomic gas because, in the molecule, there could be transitions between different energy
states involving nuclei vibrations and rotations. In the Born-Oppenheimer approximation,
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Reaction Taking place in: Importance

O2 + hν→ O + O Stratosphere Formation of O3

O3 + hν→ O2 + O Stratosphere Balance between atomic oxygen and O3

O3 + hν→ O2 + O1D

O1D + H2O→ 2OH
Troposphere Formation of OH

NO2 + hν→ NO + O

O + O2 + N2 → O3 + N2
Troposphere Formation of O3

Table 3.4: Some of the most important photolytic reactions happening in the Earth’s atmosphere.
Data have been taken from Grainger (2013).

the total energy of an individual molecule is given by the sum of the electronic (Eel),
vibrational (Evib), and rotational energy (Erot).

E = Eel + Evib + Erot (3.30)

The associate energy change for the electron’s excitation (δEel ∼1 eV) is larger than that
for the molecular vibration (δEvib = hνvib ∼ 10−2eV). Therefore, hνel � hνvib � hνrot.

The various transitions occurring within the rotation, vibration, and electronic energy
level belong to the far-infrared - microwave, infrared, and ultraviolet-visible spectral
range, respectively. Generally, vibrational and electronic transitions also incorporate changes
in the rotational and vibrational and rotational modes, respectively.

Absorption takes place when a given molecule interacts with the incoming electromag-
netic radiation. Such a molecule has to have an electronic variable dipole moment that
oscillates during the transition. Trace gases like H2O, and O3 are complicated, and they
indeed own both permanent electric dipoles and vibrationally induced moments. How-
ever, the two more abundant atmospheric gases, N2 and O2, do not interact via the electric
dipole; therefore, these gases do absorb weakly in the infrared region.

3.8.3 Vibration and rotation

Within the infrared spectral region, the vibrational and rotational molecular transitions
and several additional electronic transitions of atoms and molecules occur. This spectral
region is essential for molecular spectroscopy because each molecule’s vibrational bands
are unique. In this section, two phenomena are described: (1) rotating molecules produce
stretching in the molecule’s chemical bonds due to centrifugal forces, having an effect
on the rotational spectra; and (2) the atoms in a molecule do not remain in relatively
fixed locations but instead, vibrate about a mean position. Here, the case of diatomic and
polyatomic molecules are considered .

3.8.3.1 The harmonic oscillator

The harmonic oscillator is a fundamental and straightforward quantum mechanics model
used to describe the vibration of diatomic and polyatomic molecules. The harmonic os-



3.8 interaction of electromagnetic radiation with molecules 34

cillator is described by a particle moving in a straight line constraint by the potential
V = kx2

2 , where k is Hooke’s constant. The Hamiltonian and the wave equation of the
system is given by:

H =
p2

2m
+

1
2

kx2 ,and
d2ψ

dx2 +
8π2m

h2

(
E− 1

2
kx2
)

ψ = 0 (3.31)

Introducing the following abbreviations, and changing variables accordingly:

α =
8π2m

h2 E , β =
2π
√

mk
h

, ξ =
√

βx , and
d2

dx2 = β
d2

dξ2 (3.32)

We find 3.33:

d2ψ

dξ2 +

(
α

β
− ξ2

)
ψ = 0 (3.33)

From Equation 3.33, we have to infer the form of ψ for large values of ξ. If ξ is large
enough the ratio α

β can be neglected in comparison to ξ2 so that the equation turns into:

d2ψ

dξ2 − ξ2ψ = 0 (3.34)

The solution to the last equation is:

ψ(ξ) = u(ξ)e
−

ξ2

2 (3.35)

By substitution of Equation 3.35 into Equation 3.33, it is found that the energy E is
quantized as follows:

E =
h

2π

(
n +

1
2

)√
k
m

=

(
n +

1
2

)
hν , n = 0, 1, ... (3.36)

And finally, the normalized wave function is found to have the following form:

ψn(ξ) = NnHn(ξ)e−
ξ2
2 with Nn =

(√
β

π

1
2nn!

)1/2

(3.37)

where Hn are the Hermite polynomials.
In conclusion, in an ideal case of harmonic oscillation behaviour, the energy levels are

equidistant.
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3.8.3.2 Vibration of diatomic molecules

Here the vibrations of the two atoms relative to each other are considered. The funda-
mental vibration in this kind of molecule is when each atom moves back and forth from
the other in a harmonic way. Homonuclear molecules like Cl2 have zero dipole moment,
i.e., they do not have electric dipole-allowed pure rotational/vibrational spectra. Never-
theless, these molecules have weak electric quadrupole vibrational transitions that can be
measured with long path distances. Electric quadrupole transitions are ∼ 10−6 weaker
than typical infrared transitions occurring on heteronuclear molecules such as HCl that
own electric dipole (Bernath, 2016).

The assumption of an harmonic oscillator potential is very approximative for molecules.
A more realistic potential V is defined by the Morse function, see Figure 3.11 as,

V(r) = D(1− e−β(r−re))2 (3.38)

Where D is the molecular dissociation energy resulting when r → ∞; and β is a constant
different for each molecule.

Figure 3.11: Illustration of the potential energies and their vibrational states given by the harmonic
oscillator and Morse function, respectively.

Another essential quantity that is necessary for determining the vibrational energy is
the so-called reduced mass (see Equation 3.39).

µ =
m1m2

m1 + m2
(3.39)

Assuming that r1 and r2 are the distances of each to the molecule’s center of mass, we
have:

m1r1 = m2r2 if r = r1 + r1 then r1 and r2 are given by: (3.40)

r1 =
m2

m1 + m2
r , r2 =

m1

m1 + m2
r (3.41)
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The Kinetic energy, Hamiltonian, and Schrödinger equation of the system are then
defined by Equations 3.42, 3.43, and 3.44 respectively.

K =
1
2

m1ṙ2
1 +

1
2

m2ṙ2
2 =

1
2

µṙ2 (3.42)

H =
1
2

µṙ2
1 + V(r) with V(r) =

1
2

k(r− re)
2 (3.43)

d2ψ

dr2 +
8π2µ

h2 [E−V(r)]ψ = 0 (3.44)

The solution of Equation 3.44 provides the wave function and energy of the diatomic
molecule, as follows:

ψn(ξ) =

(√
β/π

2nn!

)1/2

Hn

(√
βx
)

e−
1
2 βx2

with β = 2π

√
µk
h

(3.45)

E =
h

2π

(
v +

1
2

)√
k
µ
=

(
v +

1
2

)
hν (3.46)

3.8.3.3 Rotation of diatomic molecules

In addition to the space coordinates (xi, yi, zi), the masses mi and the distance R between
both atoms; the center of mass coordinates (x, y, z), and the spherical coordinates (r, θ, φ)

are utilized, see Figure 3.12.

Figure 3.12: Rigid rotator coordinates. Modified from Griffiths and Haseth (2007)

In our system, the spherical coordinates follow:

x2 − x1 = R sin θ cos φ , y2 − y1 = R sin θ sin φ , and z2 − z1 = R cos θ (3.47)
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The center of mass of the system is given by:

x =
m1x1 + m2x2

m1 + m2
, y =

m1y1 + m2y2

m1 + m2
, and z =

m1z1 + m2z2

m1 + m2
(3.48)

Raising the variables a, and b:

a =
m2

m1 + m2
R b =

m1

m1 + m2
R (3.49)

The kinetic energy of the system is then written as follows:

K =
m1a2 + m2b2

2

[(
dθ

dt

)2

+ sin2 θ

(
dφ

dt

)2
]

(3.50)

The quantum mechanical Hamiltonian in spherical coordinates can be written as (Zdunkowski,
Trautmann, and Bott, 2007)

H = − h2

8π2m

[
1
r2

∂

∂r

(
r2 ∂

∂r

)
+

1
r2 sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1
r2 sin2 θ

∂

∂ϕ2

]
+ V (3.51)

Assuming no external forces, r = 1, and mr2 = m = I; Schrödinger’s equation is found
to be:

1
sin θ

∂

∂θ

(
sin θ

∂ψ

∂ψθ

)
+

1
sin2 θ

∂2ψ

∂ϕ2 +
8π2 IE

h2 ψ = 0 (3.52)

Because this differential equation has two independent variables, we need a solution of
the form: ψ = Θ(θ)Φ(ϕ). Omitting all the math required to solve the equation, we come
up with the solution and the energy in Equations 3.53 to 3.56.

Φ(φ) = ΦM(φ) =
1√
2π

e±iMφ , M = 0, 1, ... (3.53)

Θ(θ) = ΘJ
|M|(θ) =

√
(2J + 1)

2
(J − |M|)!
(J + |M|)! PJ

|M|(cos θ) (3.54)

ψJ,M = ΦM(φ)ΘJ
|M|(θ) (3.55)

8π2 IE
h2 = J(J + 1) or E =

h2

8π2 I
J(J + 1) , J = 0, 1, ... (3.56)
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The suitable wave functions depend on the rotational J and magnetic M quantum num-
bers. As a rule, for every value of J, there will be 2J + 1 values for M, which is called
degeneracy, because all these wave functions have the same energy.

As mentioned earlier, the molecule needs to have a permanent dipole moment to either
interact with the radiation and produce molecular rotation or for a rotating molecule to
emit or absorb radiation. The selection rule governing the rotational transitions follows:

∆J = J′ − J′′ = ±1 (3.57)

A rotating molecule’s absorbed/emitted frequencies νR are linked to the ∆E between
adjacent energy levels. Using the Equation 3.56, we find:

νR =
h

8π2 I
[J′(J′ + 1)− J′′(J′′ + 1)] =

h
4π2 I

(J′′ + 1) , J′ > J′′ (3.58)

3.8.3.4 Vibration-rotation of diatomic molecules

Interaction of the molecule with infrared radiation changes its vibrational and rotational
states. For describing the rotational state of the molecule the non-rigid rotator is used,
which consists of two punctual masses connected by a spring with negligible mass. Using
the Hamiltonian of the system we found the following wave function:

1
r2

∂

∂r

(
r2 ∂ψ

∂r

)
+

1
r2 sin θ

∂

∂θ

(
sin θ

∂ψ

∂θ

)
+

1
r2 sin2 θ

∂2ψ

∂ϕ2 +
8π2µ

h2 [E−V(r)]ψ = 0 (3.59)

The procedure to solve and find the energy is similar to the one described in the pre-
vious section. The Schrödinger equation for the r-variable of the wave function has the
form:

1
r2

∂

∂r

(
r2 ∂ψ

∂r

)
+

(
8π2µ

h2 [E−V(r)]− J(J + 1)
r2

)
ψr = 0 (3.60)

And the energy of the system,

E =

(
v +

1
2

)
hνe + J(J + 1)

h2

8π2 I
− J2(J + 1)2h4

128π6νe2 I2 with νe =
1

2π

√
k
µ

(3.61)

As in the previous section, the Morse function is used to find a solution for the fre-
quency, which yields to:

ν̄ =
E
hc

= ν̄e

(
v +

1
2

)
− xeν̄e

(
v +

1
2

)2

+ J(J + 1)Be − J2(J + 1)2De

− αe

(
v +

1
2

)
J(J + 1)

(3.62)
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where:

ν̄e =
β

2πc

(
2D
µ

)1/2

, De =
h3

128π6µ3ν̄e
2c3re6 , Be =

h
8π Ic

,

xe =
hν̄ec
4D

, αe =
3h2ν̄e

16π2µre2D

(
1

βre
− 1

β2re2

) (3.63)

From Equation 3.62, the first term is the harmonic oscillator, the second corrects the
anharmonicity as described by the Morse function, the third and fourth describe the
rotational energy, and the fifth, the coupling of vibration and rotation. The selection rule
for J keeps the same as before. The vibrational transitions are not restricted to ∆ν > ±1
, but transitions with ∆ν > ±2 are very weak. In terms of the energy level diagram, the
following equation is useful:

ν̄0 = ν̄e(v′ − v′′)− xeν̄e

[(
v′ +

1
2

)2

−
(

v′′ +
1
2

)2
]

, v′ > v′′ (3.64)

Equation 3.64 describes the vibrational energy difference caused by the transition v′′ to
v′. The absorption and emission processes are considered between levels with quantum
numbers v′′ and J′′ and v′ and J′ (v′ and v′′ are fixed values.)

If J′ − J′′ = 1 or −1, yields to Equation 3.65, as follows:

ν̄R = ν̄0 + 2(J + 1)Be , and ν̄P = ν̄0 + 2JBe (3.65)

These transitions are forming the R or P branch, respectively (See Figures 3.13 and 3.14).
In one branch ∆ν should increase with J, and in the other drecrease. In a few molecules,
the transitions corresponding to ∆J = 0 are permitted; such transitions generate the Q
branch. Diatomic and polyatomic molecules having electronic angular momentum in the
ground electronic state, such as NO, have a Q-branch. However, most diatomic molecules
own a small angular momentum, so no Q-branch is observed.

3.9 spectral line shape

A freely rotating molecule has rotational kinetic energy of the following form:

Er =
1
1

Ixωx
2 +

1
1

Iyωy
2 +

1
1

Izωz
2 (3.66)

The rotation axis is given by x, y, and z; their corresponding moments of inertia are Ix,
Iy, and Iz, which help to classify molecules in the four categories shown in Figure 3.15.

3.9.0.1 Spectral line shapes

Three properties mainly define the absorption line:
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Figure 3.13: First P, Q and R transitions of the vibration-rotation for a diatomic molecule.
Taken from https://commons.wikimedia.org/wiki/File:Vibrationrotationenergy.

svg, last access: September 25, 2022.

Figure 3.14: IR absorption spectrum of CO2 measured with the Bruker 125HR spectrometer.

• Central position (frequency vo or wavenumber νo)

• The intensity of the line (or strength, S)

• The shape (or profile, f (x)) of the line

https://commons.wikimedia.org/wiki/File:Vibrationrotationenergy.svg
https://commons.wikimedia.org/wiki/File:Vibrationrotationenergy.svg
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Linear 
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O2C H4C
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OH2

Figure 3.15: Electronic rotors and their moments of inertia respectively.

These combined define the so-called mass absorption coefficient as follows:

kabs(ν̃) = S f (ν̃− ν̃0) (3.67)

The line strength is defined as:

S =
∫ ∞

0
kabs(ν̃)dν̃ (3.68)

ν̃0 is defined as the line center, and all the frequencies far from that value are called line
wings. The shape factor is normalized to 1, so:

∫ ∞

0
f (ν̃− ν̃0)dν̃ = 1 (3.69)

Figure 3.16: Line shape of a spectral line. Adapted from Demtröder (2006)

The broadening of a line is produced by tiny changes in the energy levels involved in a
transition. Due to the limited duration of the transition every absorption line has a width,
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referred to as the natural broadening of a spectral line. There are two processes occurring
in the atmosphere dominating the resulting broadening of a given molecule’s spectral
line, such that:

1. Pressure broadening: due to the collisions between molecules

2. Doppler broadening: caused by the molecular thermal momentum.

3.9.0.2 Natural linewidth

A spontaneous emission caused by an excited atom can be described with the classical
model of a damped harmonic oscillator with mass "m", spring constant "D", and eigenfre-
quency ω0 =

√
D/m . Therefore, the equation of motion is the following (where gamma

is the damping constant)

ẍ + γẋ + ω0
2x = 0 (3.70)

The solution to this equation is given by:

x(t) = x0e−(γ/2)t[cos ωt + (γ/2ω) sin ωt] (3.71)

The damped oscillator frequency is given by ω =
√

ω02 − (γ/2)2, which is a bit lower
than ω for the undamped oscillator. Generally, the damping constant δ is much smaller for
excited atoms than ω0. Then, the second term of the equation can be neglected resulting
ω ∼ ω0, and then the previous solutions become more straightforward as:

x(t) ≈ x0e−(γ/2)t cos ω0t (3.72)

Here and because x(t), the frequency will not necessarily be monochromatic. Therefore
and applying a Fourier transformation it is possible to get the frequency distribution of
the amplitudes as follows:

A(ω) =
1√
2π

∫ +∞

−∞
x(t)eiωtdt

=
1√
2π

∫ +∞

0
x0e−(γ/2)t cos ω0teiωtdt

(3.73)

The integration leads to:

A(ω) =
x0√
8π

[
1

i(ω0 −ω) + γ/2
+

1
i(ω0 + ω) + γ/2

]
(3.74)

The second term is neglected because in the proximity of the resonance frequency
|ω−ω0| � ω0.
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The power spectral radiation density can be derived because A(ω) is E(ω), a Fourier
component of the emitted radiation’s electric field.

Pω(ω) ∝ A(ω)A∗(ω) =
C

(ω−ω0)2 + (γ/2)2 (3.75)

And the constant C satisfies:

∫ ∞

0
Pω(ω)dω = P0 (3.76)

The integration and solution of that integral yields to the Equation 3.77, called the
"Lorentzian profile," and the fullwidth at half-maximum (FWHM) is then derived as:

δωn = γ⇒ δνn = γ/2π (3.77)

Finally, this FWHM is called “natural linewidth”.

3.9.0.3 Doppler Broadening

The random motion of the molecules in the atmosphere produces this effect. Assuming
that an excited atom moves with velocity v = vx, vy, vz, the emitted wave is Doppler
shifted; if the wave travels in the z direction, then:

ωa = ω0 + kzvz = ω0(1 + vz/c) (3.78)

At thermal equilibrium, the atom’s velocities follow the Maxwell-Boltzmann distribu-
tion, and then the number density of atoms absorbing within z + dz is:

ni(vz)dvz =
Ni

vω
√

π
e−(vz/vω)2

dvz (3.79)

Where vω = (2kBT/m)1/2, Ni =
∫ +∞
−∞ ni(vz)dvz and kB is the Boltzmann constant.

Likewise before, the power spectral radiation density can be derived because is propor-
tional to n(ω)dω. Altogether yields to the Doppler-broadening of the emitted or absorbed
lines, as follows:

ni(ω)dω =
cNi

ω0vω
√

π
e−[c(ω−ω0)/(ω0vω)]2 dω (3.80)

Equation 3.80 is a Gaussian function symmetric to ω0; therefore, the FWHM can be
derived as follows:

δωD = |ω1 −ω2| with P(ω1) = P(ω2) =
1
2

P(ω0) (3.81)

Using vω = (2kBT/m)1/2, we get:

δωD = 2
√

ln 2ω0vω/c = (ω0/c)
√

8kBT ln 2/m (3.82)

Doppler broadening is proportional to ω0 and
√

T.
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3.9.0.4 Pressure (Collision) broadening

This broadening is associated with molecular collisions that reduce the lifetime of a given
excited state as compared to the natural broadening (see Equation 3.77) and is described
with the Lorentzian function.

φ(ν)coll =
1
π

∆νc/2
π(ν− ν0)2 + (∆νc/2)2 (3.83)

In the last equation, the FWHM is determined by:

∆νP =
1

2πτcollc
∝ p with τcoll ∝

√
T

p
(3.84)

3.9.0.5 The Voigt line shape

The Voigt profile is defined as the convolution of Lorentzian and Gaussian profiles, which
characterizes broadening under low-pressure conditions, see Figure 3.17. This profile is
essential for atmospheric spectroscopy, where the accurate measurement of the line wings
grants the separation of Doppler-broadening and natural broadening or pressure broad-
ening.

Figure 3.17: Gaussian, Lorentzian and Voigt profiles
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F O U R I E R - T R A N S F O R M I N F R A R E D S P E C T R O S C O P Y

1Some important aspect as electromagnetic radiation, blackbody spectrum, and molecular
shape are already described in Chapter 3.

4.1 the ftir spectrometer

2An FTIR spectrometer is used to observe the chemical composition of the atmosphere.
This instrument uses the rovibrational transitions discussed in Chapter 3, and especially
in Figure 3.14. Therefore, in this section the most relevant aspects of these instruments are
described.

4.1.1 Michelson interferometer

Generally the interferometers used in IR spectroscopy are based on the original two-beam
interferometer built by the American physicist Albert Abraham Michelson approximately
in the 19th/20th century. The instruments used for measuring the GHGs in the atmo-
sphere within this thesis are also based on this spectrometer.

When incoming radiation passes through the Michelson interferometer, the beam is
divided into two paths and recombined after adding a path difference; this setup allows to
observe interference between both beams. The beam’s intensity variability is measured by
a detector as a function of the path difference. The elemental model of this interferometer
is shown in Figure 4.1.

The ideal interferometer is composed of two mutually perpendicular plane mirrors, F
and M, in Figure 4.1. M is moving along the axis perpendicular to its plane. Bisecting F
and M has located the beamsplitter, which partially reflects and transmits the incoming
collimated radiation beam to F and M, respectively ideally achieving a 50/50 division
ratio. Once the beams reach F and M, they return to the beamsplitter, producing interfer-
ence, and are partially reflected and transmitted again. The occurring interference affects
the intensity of the recombined beam that reaches the detector/radiation source, which
depends on the path difference of the beams in the interferometer’s arms. This intensity
variation as a function of the path difference yields the spectral information in Fourier
transform spectrometers.

4.1.2 Interferogram creation

The interferogram, which is the final output of this kind of spectrometer, is the recorded
interference as a function of the optical path difference (OPD). The signal that reaches the
detector (I′(δ)) is composed of two parts: a constant (DC) and modulated part (AC); this

1 This chapter is described based on Demtröder (2006) and Zdunkowski, Trautmann, and Bott (2007).
2 The notation here used follows Griffiths and Haseth (2007).
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Figure 4.1: Illustration of the Michelson interferometer. Modified from (Griffiths and Haseth, 2007)

modulated part refers to the interferogram I(δ), which is the only important component
for spectroscopic measurements. In case of monochromatic input, the signal becomes:

I′(δ) =
1
2

I(ν̄0)(1 + cos 2πν̄0δ) , where ν̄0 =
1

λ0
(4.1)

The AC part becomes:

I(δ) =
1
2

I(ν̄0) cos 2πν̄0δ (4.2)

It is essential to say that the amplitude of the interferogram as observed by the detector
not only depends on the source’s intensity but also on the beamsplitter efficiency, detector
response, and amplifier details. Therefore the Equation 4.2 can be re-written as:

S(δ) =
1
2

H(ν̄0)G(ν̄0)I(ν̄0) cos 2πν̄0δ

= B(ν̄0) cos 2πν̄δ
(4.3)

Where, B(ν̄0) accounts for H(ν̄0) and G(ν̄0), which represent a wavenumber-dependent
correction factor and the response of the detector/amplifier, respectively. When repeated
measurements with the same interferometer hardware and operational settings are per-
formed, mainly I(ν̄0) varies from one measurement to another.
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4.1.3 The Fourier transformation

The interferogram S(δ) and the spectrum B(ν̄) are related via the Fourier Transformation.
The mathematical formulation for the recorded interferogram and spectrum when the
radiation source is a continuum, like sunlight, is given by:

S(δ) = F−1(B(ν̄)) =
∫ +∞

−∞
B(ν̄) cos 2πν̄δdν̄

B(ν̄) = F (S(δ)) =
∫ +∞

−∞
S(δ) cos 2πν̄δdδ =

∫ +∞

0
S(δ) cos 2πν̄δdδ

(4.4)

In reality, interferograms must be sampled discretely; therefore, the frequency range
covered by the interferogram needs to be limited according to the Nyquist criterion. The
discretization of Equation 4.4 leads to the so-called Discrete Fourier Transformation (DFT).
The sampling interval h needs to be adjusted to the frequency range covered by the in-
terferogram. The maximum sampling interval h in the interferogram needs to obey the
condition 2h ≤ (ν̄max − ν̄min)

−1.
The integral is changed to a summation and the intensity B′(ν̄1) is computed at any

wavenumber ν̄1, being Sa(n) the interferogram value at this point, where N is the total
number of sampled points.

B′(ν̄1) = Sa(0) + 2
N−1

∑
k=1

Sa(k) cos 2πν̄1kh (4.5)

4.1.4 Finite resolution and instrumental line shape (ILS)

The spectral resolution of a given interferometer depends on its maximum retardation or
maximum optical path difference (OPDmax). So, the best resolution, ∆ν̄ of an interferome-
ter with OPDmax can be defined as:

∆ν̄ =
1

OPDmax
(4.6)

When the interferometer is scan path restricted to OPDmax, it is understood that the
interferogram’s size is finite. For connecting this truncated with the full interferogram
a boxcar truncation function D(δ) is imagined. Limiting the maximum retardation for a
given interferogram to OPD [cm], the boxcar function adopts the following values:

D(δ) =

1, if −OPD ≤ δ ≤ +OPD

0, if OPD > |OPD|
(4.7)

Multiplying by D(δ):

B(ν̄) =
∫ +∞

−∞
S(δ)D(δ) cos 2πν̄δdδ (4.8)
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By using the convolution theorem (Equation 4.9) stating that the Fourier transform (FT)
for the product of the two functions is the convolution of the FT of each function, it can
be shown that the FT of the first term S(δ) yields to the true spectrum, B(ν̄), while the FT
of the second one D(δ), yields to f (ν̄), see Equation 4.10.

G(ν̄) = B(ν̄) · f (ν̄)

=
∫ +∞

−∞
B(ν̄′) f (ν̄− ν̄′)dν̄′

(4.9)

f (ν̄) = 2(OPD)
sin(2πν̄OPD)

2πν̄OPD
≡ 2(OPD) sinc(2πν̄OPD)

(4.10)

For a low-resolution spectrum measured with a monochromator, the true spectrum
must be convolved with the slit function of the instrument; the equivalent for FT spec-
trometers is the Instrumental Line Shape (ILS) function f (ν̄). There are several criteria to
specify the resolution of a given spectrometer, one of the more used techniques are the
Rayleigh and the FWHM criteria. The first is commonly used for diffraction-limited grat-
ing spectrometers, while the second is for monochromators with triangular slit functions.
The FWHM of a line that has a shape of the sinc function given by the Equation f (ν̄)
results in:

∆ν̄ =
0.6035

OPDmax
(4.11)

Figure 4.2: FT of a boxcar sinc x function, with amplitude = 1 and extending from +OPD to −OPD.
Modified from (Griffiths and Haseth, 2007)

4.1.5 Apodization

The sinc function often results from the convolution with the boxcar function, provides
the lowermost line representation; however it generates negative sidelobes in the spec-
trum if the line is not fully resolved. A method used to address this problem and reduce
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these artifacts down to an acceptable level is known as apodization. Here, instead of the
previous boxcar function, different functions A(δ) are used, see Figure 4.3 and Table 4.1.

Figure 4.3: ILS calculated with different apodization functions for COCCON’s reference unit SN37

by using LINEFIT

A(δ) can be used instead of the previous boxcar function. Then, as before, the FT of
A(δ) is convolved with the true spectrum; this function would then determine the ILS. De-
pending on choices for apodization resolution criteria, different resolution values result,

therefore it is useful to define as nominal resolution the factor:
1

OPD
or to specify OPDmax

directly.
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Name Apodization function

Boxcar D(δ) =

1, if |δ| ≤ OPD

0, if |δ| > OPD

Triangular D(δ).
[
1− |δ|

OPD

]

Hamming (Happ–Genzel) D(δ) = 0.54 + 0.46 cos(π
δ

OPD

Blackman
D(δ) = 0.35875− 0.48829 cos

(
2π

δ

OPD

)
+ 0.14128 cos

(
4π

δ

OPD

)
− 0.01168 cos

(
6π

δ

OPD

)

Norton-Beer (weak) 0.384093− 0.087577
(
1− δ

OPD

)
+ 0.703484

(
1− δ

OPD

)2

Norton-Beer (medium) 0.152442− 0.136176
(
1− δ

OPD

)
+ 0.983734

(
1− δ

OPD

)2

Norton-Beer (strong) 0.045335 + 0.554883
(
1− δ

OPD

)2
+ 0.399782

(
1− δ

OPD

)4

Table 4.1: Examples of apodization and ILS functions shown in Figure 4.3. The mathematical de-
scription was adapted from (Griffiths and Haseth, 2007; Parker et al., 1991)
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D I F F E R E N T I A L O P T I C A L A B S O R P T I O N S P E C T R O S C O P Y ( D O A S )

1This chapter summarizes the most important aspects of the Differential Optical Absorp-
tion Spectroscopy (DOAS) technique, which, together with the FTIR one described in the
previous chapter, are the central techniques used for the data presented in this thesis.

5.1 the doas basics

The DOAS technique was introduced for the very first time by Perner and Platt (1979).
Since then, and for more than four decades has become one of the most powerful tech-
niques for measuring atmospheric trace gas and aerosol abundances. One of the most
remarkable points is that many species were finally measured for the first time, e.g., OH
by Perner et al. (1976), HONO by Perner and Platt (1979) and Platt, Perner, and Pätz
(1980), NO3 by Platt, Perner, and Pätz (1980), tropospheric BrO in the Artic by Hausmann
and Platt (1994) and IO in the marine boundary layer by Alicke et al. (1999), stratospheric
OClO, and BrO by Sanders et al. (1988), CHOCHO by Volkamer et al. (2005). Addition-
ally, several other essential trace gases which absorb in the UV-Vis wavelength range, like
O3, NO2, SO2, HCHO, and ClO, have been extensively retrieved with this technique (Bo-
browski et al., 2003; Dix et al., 2009; Friess et al., 2011; Halla et al., 2011; Heckel et al.,
2005; Hendrick et al., 2014; Hönninger et al., 2004a,b; Leser, Hönninger, and Platt, 2003;
Macdonald et al., 2012; Stutz et al., 2011; Theys et al., 2007).

The DOAS technique is very sensitive for all these gases, which have structured absorp-
tion cross-section structure in the UV-Vis spectral range. It allows the retrieval of reactive
species such as halogen oxides (BrO, IO, etc.), OH, and NO2. Furthermore, the fact that
several species can be retrieved within a single wavelength range reduces measurement
and analysis time.

Depending on the light source used, the DOAS technique can be either active or passive,
as described below:

Active DOAS: Uses an artificial light source like Light Emitting Diodes (LEDs).
Passive DOAS: Uses a natural light source, mainly the Sun and Moon.

5.2 the beer-lambert’s law

The DOAS method is based on the application of Beer-Lambert’s law to the atmosphere in
a specific wavelength range, which describes the attenuation of the initial light intensity
I0 (incoming radiation) due to the absorption that occurs in the atmosphere on its way
from the Sun to the ground-based instrument’s detector (for the instruments used in this
thesis). For a simple absorber the Beer-Lambert’s law can be written as:

I(λ) = I0(λ)e−σ(λ)cL (5.1)

1 All the concepts and terminology are based on Platt and Stutz (2008).
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Where I is the intensity measured at the surface, I0 is the initial intensity, σ is the
absorption cross-section of the trace gas, c is its concentration at the TOA, and L is the
light path length through the atmosphere (see Figure 5.1).

I 0 Ic

L

Light source

Detector

Figure 5.1: Scheme of the DOAS technique principles, described by Beer-Lambert’s law. Adapted
from Platt and Stutz (2008)

In this thesis, a passive DOAS technique using scattered sunlight was used; therefore,
Equation 5.1 has to be transformed for an experiment with the Sun as the light source
and including all the processes occurring in the atmosphere; with those considerations
the extended version of that equation is:

I(λ) = I0(λ) exp{−
∫
[

n

∑
i=1

σi(λ, s)ρi(s) + σRay(λ, s)ρair(s)+

+ σMie(λ, s)ρaer.(s)]ds}+ IRaman

(5.2)

Here n indicates the trace gases that absorb in the wavelength range in which the
DOAS fit is performed. In the following, the rotational (called Ring effect) scattering
is represented by a pseudo cross section σ with its density ρ. The Mie, and Rayleigh
scattering are not pseudo cross sections because they are proportional to the density of
the atmosphere and aerosols respectively. Therefore, Equation 5.2 can be re-written and a
new term called optical density τ(λ) is defined as follows:

τ(λ) = ln
I0(λ)

I(λ)
=
∫
[

n

∑
i=1

σi(λ)ρi(s) + σRay(λ)ρair(s)+

+ σMie(λ)ρaer.(s)]ds
(5.3)

Then, another critical quantity is defined, the so-called Slant Column Densities (SCD)
Si, which is the concentration of a given trace gas along the optical light path:

Si =
∫

ρi(s)ds (5.4)

5.3 differential optical absorption spectroscopy

The retrieval of the SCD by Equation 5.4 requires that I0 in Equation 5.3 is known. How-
ever, in MAX-DOAS (Multi AXis DOAS) applications, I0 at TOA cannot be measured. Ad-
ditionally, the measured absorption structure already contains the broad-banded spectral
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fingerprints caused by Rayleigh and Mie scattering, which depend on the actual observing
parameters like ground albedo, solar zenith angle, and aerosol information (Friess, 2001).
To overcome these restrictions, the DOAS technique uses differential quantities, which is
explained in the following.

Extinction by molecules and particles show a broad spectral behaviour. Many trace
gases create highly structured spectral signatures. DOAS separates the broad and narrow-
band structures from the cross sections according to:

σi(λ) = σ′i (λ) + σb
i (λ) (5.5)

Where σi(λ) is the total absorption cross-section, while σ′i (λ), and σb
i (λ) are the narrow,

and smooth (broad) variation of the cross sections with respect to wavelength, respectively.
In practice, this can be done in two different ways; the first one is applying a high pass
filter to the absorption cross-sections and the measured spectrum, and the second one; by
simply including a polynomial (p(λ)) into the DOAS fit. Figure 5.2 shows an example of
this approach applied on a NO2 cross-section at 298 K (Vandaele, 1996).

Figure 5.2: Separation of the NO2 cross section into broad and narrow spectral components. The
top panel shows the original cross-section and the measured spectrum, left to right
respectively; the middle one shows a polynomial of order five fitted to both of them,
which represents the smooth variation with wavelength; and finally, the bottom panel
shows the differential cross-section and measured spectrum. The NO2 data was taken
from the MPI-Mainz UV/Vis spectral atlas of gaseous molecules of atmospheric inter-
est www.uv-vis-spectral-atlas-mainz.org, last access: 03 October 2022.

In Equation 5.6 σ′i explains the construction of the so-called differential absorption cross-
section. The use of this quantity explains the name of the technique, differential absorption
spectroscopy.

σ′i (λ) = σi(λ)− p(λ) (5.6)

www.uv-vis-spectral-atlas-mainz.org
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The DOAS polynomial represents all the contributions that vary slowly with respect to
the wavelength. Due to their smooth variation, including Rayleigh and Mie scattering. At
this point, the strong fluctuation of the trace gas absorption structure can be isolated and
analyzed with the DOAS method. Therefore, the Equation 5.3 is converted as follows:

τ′(λ) = ln
I′0(λ)
I(λ)

=
n

∑
i=1

σ′i (λ)SCDi + ∑
n

cnλn (5.7)

where I′0(λ) includes I0(λ) and the broad-band structure produced by the trace gas ab-
sorption cross-section, and the Mie and Rayleigh extinction. τ′(λ) is the differential optical
density. The second term of the equation is a low-order polynomial, usually between 2

and 5, representing the broad-band contributions of the trace gas absorption structure as
described above. It is essential to mention that the Ring effect (rotational scattering) is
included as an additional or pseudo-cross-section, see Section 5.6.3.

Therefore, trace gas SCDs in the atmosphere can be determined based on the optical
density, the differential cross sections, and the fitted polynomial.

5.4 experimental procedure

2A typical DOAS experiment is described in Figure 5.3. Light with intensity I0 traverses
the atmosphere and is collected in a telescope; it has been attenuated by the extinction
processes in the atmosphere and now has a lower value I which goes through the slit’s
entrance of the spectrograph and it is dispersed by the grating, see Figure 5.3 a). Because
of the limited spectral resolution of the spectrograph, the size, and shape of I changes.
Mathematically, this is described by the convolution of I with the spectrograph’s function
H (see Figure 5.3 b).

I∗(λ, L) = I(λ, L)∗H (5.8)

And finally, in order to be able to save the data in a digital computer, I∗ has to be
converted to binary data, which is done by an analog-digital converter (see Figure 5.3 c)

5.4.1 Spectrograph’s function H

H is the spectrometer response to a received monochromatic light (λ0). In real life, this
is solved by using measurements of well-known narrow-band emission lines, such as
from Mercury or Neon. This function is vital because it allows us to transform the high-
resolution (HR) cross-section (σHR) to the resolution of a specific instrument, i.e., as if they
had been measured with our equipment (σLR). Mathematically this process is described
by the convolution of the cross-sections with H, as follows:

σLR(λ) = H ∗ σHR =
∫

H(λ0, λ)σHR(λ0)dλ0 (5.9)

2 The following description is based on the overviews of Platt and Stutz (2008) and Stutz and Platt (1996).
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Figure 5.3: Description of the DOAS procedure, starting with the scattered sunlight collected in
the telescope and ending with the final DOAS results. Modified from Hönninger (2002)

From the last equation, H(λ0, λ) is commonly not constant over λ0 due to the opti-
cal characteristic of the instrument. The variation of the H over the wavelength can be
approximated from the surrounding emission lines (Friess, 2001; Yilmaz, 2012).

As an important note, in most literature sources, the instrument function H is also
called Slit Function Parameter (SFPλ). In the following sections, we decide to name it like
that.

5.5 doas retrieval

Having performed DOAS measurements in the atmosphere, the SCD can be derived by
applying a least-squares fit to Equation 5.7 in a defined wavelength range (Platt and
Stutz, 2008). During the fitting process, a Levenberg-Marquardt algorithm (Levenberg,
1944; Marquardt, 1963) minimizes the chi-square (χ2) described in the following equation:

χ2 = ∑
k

(
ln I(λk)− ln I′0(λk) + ∑

i
σ′i (λk)SCDi + ∑

n
cnλn

k

)2
!−→ min (5.10)

In the ideal case, χ2 in Equation 5.10 must be integrated over the considered wavelength
range; however, in practice, the integral is replaced for the sum over the discrete pixels
covering the spectral window range instead (∑k).

Other significant quantities that help to define the quality of the DOAS fitting results
are described as follows:
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• The residual: It is the difference between the optical density of the observed and
modeled spectrum. Mathematically defined as:

Rk = ln I(λk)− ln I′0(λk) + ∑
i

σ′i (λk)SCDi + ∑
n

cnλn
k (5.11)

• The χ2: defined as: χ2 = ∑k R2
k

• The Root Mean Square (RMS): defined as: RMS =

√
χ2

k
=

√
1
k ∑k R2

k

An unstructured Residual with values < 10−3 is ideal for a good fit.

5.6 passive doas

When using the Sun as the light source several effects needs to be considered, these are
briefly described in the following sections.

5.6.1 Fraunhofer Lines

The incoming radiation at the TOA has structured spectral lines due to the interaction of
sunlight with the Sun’s atmosphere. Those are called Fraunhofer lines, and their optical
densities are around 2-3 orders of magnitude higher than the optical density of the trace
gases in the UV-Vis range (Grossmann, 2014; Yilmaz, 2012). For that reason, it is essential
to consider this effect in our analysis. In practice, this is considered by including a so-
called Fraunhofer reference spectrum (FRS) which is a spectrum taken at an elevation
angle of 90°, which also serves as I′0 spectrum in the DOAS fitting analysis.

5.6.2 Solar I0 effect

This effect is caused by the limited spectral resolution of the spectrograph that measures
the absorbed sunlight and the cross sections measured in the lab with a smooth light
source, producing an incomplete removal of the Fraunhofer lines during the DOAS fit.
This is basically because the exponent and convolution do not commute, i.e, H ∗ (e−σs) 6=
e−(H∗σs). Using modified absorption cross sections helps to overcome this problem (Wag-
ner et al., 2001).

The modified cross sections can be calculated with the following equation proposed by
Johnston (1996).

σcorr(λ, S) =
−ln( I∗(λ,S)

I∗0 (λ)
)

S
(5.12)

Where I∗0 is the HR solar spectrum convolved with the spectrograph function. I∗0 is a
modeled absorption spectrum calculated from the HR solar spectrum, convolved with
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the spectrograph function, and S is an atmospheric column that has to be assumed. This
effect is significant for strong absorbers, and it can be omitted for weak ones.

In this thesis, only NO2 and O3 are I0 corrected. The usual values for S are: 1e−19 for O3

and 1e−16 for NO2. More details can be found in the analysis settings in Appendix C.1.

5.6.3 Ring effect

Inelastic rotational scattering in the atmosphere, also called the "Ring effect," produces a
"filling-in" of the Fraunhofer lines. The observed measured intensity (IMeas) at the ground
can be written as:

IMeas = IRayleigh + IMie + IRing = Ielastic + IRing (5.13)

In the DOAS analysis, the optical densities are determined by comparing the logarithm
of the intensities. Because the Raman (inelastic) component of the scattered light is small
in comparison with the elastic one when taking the logarithm of Equation 5.13, a Taylor
expansion can be applied and yields:

ln(IMeas) = ln(Ielastic + IRaman)

= ln(Ielastic) + ln
(

1 +
IRaman

Ielastic

)
≈ ln(Ielastic) + IRing (5.14)

where IRing = IRaman
Ielastic

. In this thesis, the Ring effect is considered by including a pseudo-
cross-section (additional cross-sections) in the DOAS fit, which was calculated with QDOAS
using the HR solar spectrum published by Chance and Kurucz (2010).

5.7 multi-axis doas (max-doas)

The MAX-DOAS technique was introduced by Hönninger G. and Platt (2004). The main
difference from other DOAS approaches is its capability to measure the scattered sunlight
at different elevation angles3. Each of those angles has its own sensitivity to the state of the
atmosphere at the measurement time, which depends on the meteorological conditions,
vertical distribution of the trace gases, aerosols, etc., in the atmosphere. The lower the
elevation angle, the longer the atmospheric light path, resulting in high sensitivity to trace
gases located in the very first kilometers of the atmosphere. With good meteorological
conditions (sunny and clear days), this technique can retrieve the vertical profile of trace
gases and aerosols.

Figure 5.4 shows in a very simplified way the MAX-DOAS geometry. An instrument
located at a fixed place at ground measures the scattered sunlight at different elevation

3 MAX-DOAS instruments can optionally measure at different azimuth angles as well, which is the case of the
instruments used in this thesis.
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angles and either at different azimuth viewing directions or at a fixed one. The eleva-
tion angles are measured with respect to the horizon, and the Solar Zenith Angle (SZA)
measures the Sun’s position relative to the horizontally oriented line of sight.

Elevation angle

Stratosphere

Troposphere

Zenith

Θ
Solar Zenith Angle

MAX-DOAS instrument

Figure 5.4: MAX-DOAS geometry and its principal elements. As it can be seen, the light path in
the upper atmosphere does not depend on the elevation angle of the observation; in
contrast, it does for the lowermost layers of the atmosphere, which means that the light
path increases with decreasing the elevation angle.

For MAX-DOAS measurements, the output from the DOAS fitting procedure as de-
scribed in Equation 5.4 is the integrated concentration of a given trace gas along the line
of sight through the atmosphere, here for convenience we call it SCDretr, which, thus,
includes the tropospheric (SCDtrop) and stratospheric (SCDstrat) components:

Sretr = Strop + Sstrat (5.15)

The Sretr also contains atmospheric absorption of the analyzed trace gas. Therefore the
result of the DOAS spectral fitting is then given by:

dSretr = Sretr − Sre f (5.16)

where dSretr is the differential Slant Column Density.
In this thesis, the FRS was taken at an elevation angle α = 90° for each elevation angle

sequence. In this thesis, the DOAS fitting considered the closest temporal FRS to every
measurement at α 6= 90°; this cancels out the stratospheric component of the measurement
and the reference by assuming that they are the same during one elevation sequence
(Sstrat(α) = Sstrat(90°) = Sstrat), as follows:

dSretr(α) = Strop(α) + Sstrat − Strop(90°)− Sstrat

= Strop(α)− Strop(90°)
(5.17)
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5.7.1 Air mass factor (AMF)

The final output of the DOAS analysis is the dSCD of a given trace gas as described by the
Equation 5.17. Nevertheless, the light path s is not easy to calculate due to its dependence
on the actual state of the atmosphere4 (Grossmann, 2014). Then, to interpret its vertical
distribution, it is helpful to introduce the so-called "Vertical Column Density" (VCD),
which represents the vertically integrated trace gas concentration along the altitude.

The conversion of the dSCD into VCD needs an additional parameter called "AMF",A,
which is defined as:

A(λ, θ, α, φ) =
dS(λ, θ, α, φ)

V
(5.18)

The AMF calculations require the use of a radiative transfer model (See Section 6.6.2 in
Chapter 6).

5.8 spectral corrections

The DOAS basics described in the preceding subsections hold for an ideal case. For actual
DOAS observations, several corrections must be done in the measured data before starting
the DOAS analysis. All those corrections are described in the following sub-sections.

5.8.1 Spectral calibration

The wavelength calibration is a crucial point in the DOAS analysis because the quality of
the retrieval fit depends on the correct alignment of the measured and reference spectrum
and the cross sections. There are several reasons why small misalignments or minor un-
certainties in the wavelength position can occur, like thermal changes in the spectrograph,
inaccuracy in the grating position, and calibration errors in the literature cross-sections5.
Therefore it is very important to perform a spectral calibration (Platt and Stutz, 2008).

In this sub-section, we introduce two different methods to determine the spectral cali-
bration, which is the pixel-to-wavelength mapping of the instrument, i.e., the dispersion
relation λk = p(k), where k is the pixel number.

5.8.1.1 Emission line calibration

With this method, we determine the pixel-to-wavelength relationship using the well-
known positions of the mercury lamp emission lines within the wavelength range of
the spectrometer. The emission line width is assumed to be much smaller than the actual
instrument’s resolution and therefore is neglected.

The spectrometer has a limited resolution; therefore, a measured spectral line must have
a finite width. The resolution is determined by the width of the instrument’s function
(∆H), see Section 5.4.1, which is mathematically expressed by the FWHM.

4 Scattering process on the atmosphere, meteorological conditions, etc.
5 The absorption cross-sections are taken from the literature.



5.8 spectral corrections 60

In practice, the emission lines of a mercury lamp are measured with the spectrometer;
then, a Gaussian fit is done over every single observed peak in order to get the center
position kn of the nth emission line, which is then linked to a defined λn by searching
into the literature emission lines, which can be found for example in https://lweb.cfa.

harvard.edu/amp/ampdata/kurucz23/sekur.html, last access: August 08, 2022. Figure 5.5
shows an example of a single emission line of HR measurement from Sansonetti, Salit,
and Reader (1996). Then a polynomial p(k) is fitted to the points (kn, λn) by using a least-
square method; finally the dispersion relation λ(k) = p(k) is determined. The spectral
resolution is determined directly by the width of the measured emission line. Figure 5.6
shows an example of this method performed for the UV spectrometer of the instrument lo-
cated at the Karlsruhe Institute of Technology(KIT)-Institute of Meteorology and Climate
Research - Department Troposphere Research (IMK-TRO) tower.

Figure 5.5: Example of a HR spectrum of a Mercury emission peak. Taken from Sansonetti, Salit,
and Reader (1996)

Figure 5.6: Mercury emission lines measured with the UV spectrometer of the instrument installed
at the KIT-TRO tower and the respective polynomial fit as determined using Gaussian
fits to the emission lines in a) and b) respectively.

https://lweb.cfa.harvard.edu/amp/ampdata/kurucz23/sekur.html
https://lweb.cfa.harvard.edu/amp/ampdata/kurucz23/sekur.html
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5.8.1.2 HR solar spectrum calibration

The previous method has the disadvantage that the mercury lamp has a limited number
of emission lines6 to find the dispersion relation, which can lead to interpolation errors.
This can be solved by using a well-structured absorption spectrum covering the whole
wavelength range of the spectrometer; the solar spectrum for example.

QDOAS (Danckaert et al., 2017) offers a tool to make this process by aligning a mea-
surement taken with the spectrometer at 90° to an HR Fraunhofer spectrum such as the
published by Chance and Kurucz (2010), using a nonlinear least-squares fit algorithm. The
steps followed by QDOAS are summarized in the chart shown in Figure 5.7. The required
settings for the calibration are briefly described as follows:

• The wavelength calibration interval in which the calibration is going to be made
needs to be defined. Such interval is split in N sub-windows that must also be set.

• A non-linear least squares fitting in each N sub-windows selected is made, and
during this process, the following calculations are carried out:

– The shift between (∆nshi f t) the Isolar,n and I0,n.

– The slit function parameter (SFPn) is derived.

– The new wavelength calibration is calculated by fitting a polynomial previously
set by the user through the N individual ∆nshi f values.

– The dependence of the SFP with the wavelength is calculated by fitting a poly-
nomial previously set by the user over the SFPn values.

• Fitting routine: HR Fraunhofer spectrum is convoluted with line shape and wave-
length calibration as fit parameter, and fitted to the measured spectrum.

Figure 5.8 shows a typical calibration result. The plot at the top of the figure shows the
original HR solar spectrum and the adjusted one; the plots below show the residual, shift
and slit function parameters calculated during the calibration process. More details can
be found in Section 5.10.

5.8.2 Electronic offset

The electronic offset is an artificial electronic signal added to every single measurement
due to the limitation of the Analog-to-Digital (AD)-converter to process negative values.
Therefore, the electronic offset has to be subtracted for every single measurement (Platt
and Stutz, 2008). The electronic offset can be measured by recording a spectrum with a
high scan number and a very low integration time (e.g., 10000 scans at 3 milliseconds). A
typical example is shown in Figure 5.9 a).

6 Some of them are not well separated and therefore cannot be used either for calibration or spectrograph
resolution calculations.
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Inputs:Initial wavelength calibration

λ, measured spectrum I, HR solar

spectrum Isolar, HR cross-sections Sj

Calibration interval and sub-
windows N and polynomial

Optical density fitting
for each sub-window

Determine the wavelength dependence
of the Slit Function Parameter (SFP),

i.e SFPλ by a polynomial fitting

Wavelength calibration file and SFPλ

Selection

Fitting selection

Through the N individual SFPn values:

Final results of the calibration process

Figure 5.7: Chart diagram of the steps followed by QDOAS for the HR Fraunhofer calibration.

Mathematically the correction of the spectrum is made by:

Icorr = Imeas −
Nmeas

N f
O f (5.19)

Where Icorr: corrected spectrum, O f : offset spectrum, Nmeas: scans number of the mea-
sured spectrum, N f : scans number of the offset spectrum and Imeas: intensity of the mea-
sured spectrum (Shaiganfar, 2012).

5.8.3 Dark current

The dark current effect occurs when thermally excited electrons pass from the valence
band to the conducting band, which is proportional to the Boltzmann function. Then,
this effect strongly depends on the detector temperature (Grossmann, 2014; Shaiganfar,
2012). Experimentally this effect can be quantified by measuring a spectrum without light
entering the spectrograph (no illumination) using longer integration time than for normal
measurements. For deriving the pure dark current spectrum, the offset signal needs to be
subtracted from the dark current measured spectrum. See Figure 5.9.

Mathematically this correction is done by the following equation:

Icorr = Imeas −
tmeas

tDC
IDC (5.20)

Where Imeas: Measured spectrum intensity, IDC: Dark Current spectrum, tmeas and tDC:
integration time of the measured and Dark Current spectrum respectively.



5.8 spectral corrections 63

Figure 5.8: HR Fraunhofer spectrum calibration using QDOAS for a single spectrum at an eleva-
tion angle of 90◦, on 25 July 2019 and around noon, measured with UV spectrometer
of the instrument set-up at the KIT-TRO tower. More details can be found in section
10.3.3.

Figure 5.9: Example of a usual electronic offset in a), and dark-current spectrum in b) taken with
UV spectrograph of the 2D MAX-DOAS instrument installed at the KIT-TRO tower
(details of this instrument can be found in the Chapter 7, Section 7.1.1). The electronic
offset was taken with 3 milliseconds of integration time and 20000 scans, while the
dark-current spectrum was taken with an integration time of 3 seconds and 20 scans.

5.8.4 CCD non-linearity effect

It is assumed that the spectrometer’s Charge Coupled Device (CCD)7 has a linear re-
sponse to the illumination, but in reality, it does not. The nonlinearity of the detector is

7 An array of elements that serve to record the spectra. It is located in the spectrometer.
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a necessary correction, especially for weaker absorbers like HONO. This non-linear effect
of the spectrograph’s CCD can be calibrated by scaling the measured spectrum with an
adequate polynomial that represents the pixels response of the CCD, see Figure 5.10.

Figure 5.10: Nonlinearity effect example of one of the UV spectrometer of the 2-D MAX-DOAS
installed at KIT-TRO tower, see Chapter 7, Section 7.1.1 for more details on the instru-
ment.

5.9 doas fitting parameters used

5.9.0.1 Wavelength range

For the DOAS fit a wavelength range has to be selected depending on the trace gas to be
analyzed. The wavelength range used for the retrieval of each trace gas presented in this
thesis can be found in Appendix C.1.

5.9.0.2 Absorption cross sections

The absorption cross sections are measured with HR instruments in laboratory conditions.
Then, to use them in the DOAS fit, it is necessary to convolve them with the spectrograph’s
spectral resolution (instrument’s slit function) used for the measured spectrum. The wave-
length range used for the analysis depends on the cross sections. Once the wavelength
range to be used has been defined, all the cross sections that absorb in that range might
be considered. An example of cross sections absorbing in the UV-Vis range can be seen in
Figure 5.11.

The convolution process is performed during the DOAS analysis. Additionally to the
standard convolution, the following has to be taken into account:
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Figure 5.11: Differential absorption cross-sections of the standard atmospheric trace gas compo-
nents that can be measured with the DOAS technique in the wavelength range from
250 to 600 nm. The data set has been taken from satellite.mpic.de/spectral_

atlas/, last access: 03 October 2022.

5.9.0.3 Fraunhofer reference

Since the atmosphere changes rapidly, in this thesis, a sequential reference is used, which
means that a spectrum measured at α = 90° in the same elevation angle sequence is taken.

5.9.0.4 Shift and stretch

In order to correct possible misalignments between most of the inputs that have wave-
length dependencies during the DOAS fit, a shift and stretch are applied in this thesis for
all the cross sections and the reference spectrum.

satellite.mpic.de/spectral_atlas/
satellite.mpic.de/spectral_atlas/
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5.9.0.5 Polynomial

Depending on the trace gas fitting range, a defined polynomial with a degree between 2

and 5 is set to separate the smoothest part of the spectral absorbance, as explained above.

5.9.0.6 Non-linear offset correction

It considers additional offset sources like instrumental stray-light and dark current in
the detector (Danckaert et al., 2017). Different values are used depending on the fitting
interval; these values can be found in Appendix A.

5.9.0.7 Taylor terms

AMF is assumed to be constant in a defined wavelength range; nevertheless, it is well
known that AMF depends on the wavelength. A Taylor series approach described in
Pukite et al. (2010) is used to correct the wavelength dependency of the NO2 AMF. It is
important to say that this is relevant for weak absorbers like HONO. For more details, see
Appendix C.1.

5.10 applied doas fitting procedure

In this thesis, the DOAS fit analysis is performed using the DOASIS software (Kraus, 2006).
Figure 5.12 shows the resume of all the steps until the dSCD is obtained. The retrieval is
composed of three main processes:

1. CCD nonlinear-effect correction: This correction is the first to be made in all the spectra
measured, even for the corrections (offset and dark current), to have more realistic
spectra by scaling it with the non-linear polynomial response of the spectrographs
CCD.

2. Spectral calibration: Here, a similar algorithm to the one presented in sub-section 5.8.1
was implemented in DOASIS. The main results of this process are the instrumental
slit function and the wavelength-pixel relation. To achieve this, the following steps
are needed:

a) The background spectra (offset, dark current) and the Mercury absorption spec-
trum measured with the spectrometer are loaded. Then, the initial calibration
is made by using the Mercury absorption peaks.

b) The required inputs are the measured Fraunhofer spectra (I0) at the zenith,
background spectra (offset and dark current), and the HR solar spectrum (Isolar).
Here the published solar spectrum by Chance and Kurucz (2010) is used, which
is convoluted with the preliminary SFPλ from step 1, resulting in the HR solar
spectrum calibration is made.

3. DOAS fitting process: It is mainly composed of 3 processes:

a) Cross-section processing:
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Pre-processing: CCD non-linear effect
correction over all the measured spectra.

Inputs:Measured Hg spectrum, back-
ground spectra (offset and dark current).

Inputs: Initial wavelength calibra-

tion λ, Measured Fraunhofer spec-

trum I0, HR Solar Spectrum Isolar

Wavelength calibration file and SFPλ

Wavelength calibration of
I and convolution of Sj

Optical density fitting

Differential slant column densities (dSCD)

Initial Mercury calibration

HR Solar spectrum calibration

Final results of the calibration process

Cross sections and reference spectrum processing

DOAS fitting method used

Application of a Non-Linear Least Squares Fit (NLLS)

Figure 5.12: Flow chart of the DOAS technique retrieval used in this thesis.

• The wavelength calibration and the SFPλ are applied to convolve σj. In
the case of O3 and NO2, a I0 correction is also done using a HR solar
spectrum, as previously explained. See Figure 5.13, as an example, showing
the original HR cross-section for NO2 at 298 K measured by Vandaele et al.
(1998), and the corresponding cross-section convolved with the instrument
function for the UV spectrometer operated at the KIT-TRO tower

• The Ring spectrum is calculated as an additional cross-section as explained
in 5.6.3.

• Taylor terms: In the case of using them, those are calculated based on the
convolved cross sections as it is described above.

b) Spectra processing: Dark current and Offset corrections are applied to the mea-
sured spectrum.
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Figure 5.13: Example of the convolution effect over the HR NO2 at 298K with the instrument
function for the UV spectrometer at the KIT-TRO tower.

c) The DOAS fitting process uses all the parameters defined in 5.9. A Non-Linear-
Least-Squares (NLLS) method is used to deduce the Slant Column densities
and their errors, as explained in Section 5.5.
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I N V E R S I O N T H E O RY F O R G R O U N D - B A S E D F T I R A N D M A X - D O A S
O B S E RVAT I O N S

1The retrieval of atmospheric abundances of CO2, CO, CH4, and H2O, derived from
ground-based FTIR remote sensing observations, is possible making use of the inversion
theory. The following sections describe the most important features of this theory.

6.1 retrieval algorithm

Retrieving atmospheric variables and constituents based on remote sensing observations
is a well-known ill-posed inverse problem (Rodgers, 1976), i.e., there is no unique solu-
tion. The algorithm comprises two main parts: The forward model F(x) and the inverse
model used to solve the problem, see Figure 6.1. In this thesis, the approach described
by Rodgers (1976) and Rodgers (2000) is summarized for a basic understanding of the
inversion problem and solution.

Figure 6.1: Illustration of the retrieval algorithm components

6.2 forward radiative transfer model

The measurement y can be written in terms of the measured variables (radiances), consid-
ering the general radiative transfer formulations in the atmosphere, as follows:

y = F(x, b) + ε (6.1)

Where F is the so-called forward model, x represents the atmospheric state vector, b
describes all the model parameters affecting the measurement but not included in the fit,
and ε is the measurement error or noise.

1 This chapter is based on Chapter 4 from Guzzi, Lanzerotti, and Platt. (2011) and Wiacek et al. (2007).
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6.3 the optimal estimation method (oem)

This method retrieves the values of variables x̂ assembled in the state vector assuming
the model F is locally linearizable. It should be based on the best possible knowledge
of the atmospheric state prior to the measurement and its variability; this is comprised
of the mean state xa and its covariance matrix, Sa; both refer to the n-dimensional state
vector x (in our case, the discrete vertical profile of any gas of interest). The OEM solution
results from a weighting between the a priori state xa and the information contained in
the vector of the spectral measurement y. The weighting is determined by the covariance
matrix of the a priori profile and the spectral measurement noise Sa and Sε, respectively.
If the forward model is linear, y = F(x, b) + ε = Kx + ε, where K is the jacobian matrix
or weighting function K = ∂F

∂x , which does not depend on the state vector. The optimal
solution is given by:

x̂ = (Sa
−1 + KTSε

−1K)−1(Sa
−1xa + KTSε

−1y) (6.2)

Because the radiative transfer equation is not linear; iterative methods are used to min-
imize the cost function:

χ2 = (F(x, b)− y)TS−1
ε (F(x, b)− y) + (x− xa)

TS−1
a (x− xa) (6.3)

The minimization of the cost function 6.3, and therefore the finding of the optimal state
vector x̂ can be derived by:

~∇χ2(x̂) = 0 −→ ~∇F(x̂)TS−1
ε [Kx̂− y] + S−1

a [x̂− xa] = 0 (6.4)

Subject to the state vector and the model function, solving Equation 6.4 can be linear or
nonlinear.

6.3.1 Nonlinear inversion case

For a non-linear inversion problem like aerosol retrievals (Deutschmann et al., 2010; Friess
et al., 2006; Grossmann, 2014; Yilmaz, 2012), the Gauss-Newton iteration method de-
scribed in Equation 6.5 is applied to solve the Equation 6.4.

xi+1 = xi + (S−1
a + KT

i S−1
ε Ki)

−1[KT
i S−1

ε (y− F(xi))− S−1
a (xi − xa)] (6.5)

Levenberg (1944) and Marquardt (1963) presented a method that uses a barely modified
version of Equation 6.5. The main advantage is its faster convergence rate compared to
the Newton-Gauss method:

xi+1 = xi +
[
(1 + γi)S−1

a + KT
i S−1

ε Ki

]−1
{KT

i S−1
ε [y− F(xi)]− S−1

a [xi − xa]} (6.6)

The cost function is minimized by selecting an appropriate γi value at each iteration.
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6.3.2 Retrieval properties

6.3.2.1 Gain function G

G characterizes how sensitive the retrieval is to the measurement. Mathematically it is
defined as:

G =
∂x̂
∂y

= (S−1
a + KTS−1

ε K)−1KTS−1
ε (6.7)

6.3.2.2 Averaging kernel matrix A

A determines the sensitivity of the retrieved state vector x̂ to the true state vector x. Math-
ematically it is given by:

A =
∂x̂
∂x

= GK = (S−1
a + KTS−1

ε K)−1KTS−1
ε K (6.8)

For an ideal measurement (without noise), x̂ and x follows:

x̂ = xa + A(x− xa) (6.9)

6.3.2.3 Degrees of freedom (DOFs): ds

The degrees of freedom ds quantifies the number of independent pieces of information
that can be measured, mathematically, given by:

ds = tr(A) (6.10)

6.3.3 Retrieval errors

Model uncertainties, spectral noise and experimental errors lead to retrieval inaccuracies,
which are calculated based on Bayes’s theorem; more information can be found in Rodgers
(2000). Mathematically these errors are given by:

• Smoothing error:

Ss = (A− In)Sa(A− In)
T (6.11)

• Retrieval noise:

Sm = GSεGT (6.12)

• Parameter error:

Sp = GKpSpKT
p GT (6.13)

• Total error:

Ŝ = Ss + Sm + Sp (6.14)
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6.4 oem for ground-based ftir remote sensing observations

Radiative transfer forward models predict synthetic spectra based on:

1. Spectroscopic line lists containing information on line positions, intensities, broad-
ening and shifting parameters and/or tabulated cross-sections as function of pres-
sure and temperature, as provided by spectroscopic databases like HITRAN (Gor-
don et al., 2022; Gordon et al., 2017; Rothman et al., 2013).

2. The atmospheric state: pressure p(h) and temperature T(h) as function of the alti-
tude , a-priori profiles of the trace gases (H2O, CO2, CH4, CO, O2).

3. The Solar Zenith Angle (SZA) of the observation place.

4. Instrumental characteristics or instrumental resolution.

Figure 6.2 shows an example of synthetic atmospheric transmittance in the solar spec-
tral range for a cloudless sky calculated (off-line) with the two–stream radiative transfer
solver described in Kylling, Stamnes, and Tsay (1995) as part of libradtran.

Figure 6.2: Atmospheric transmittance for a cloudless sky. The calculations were made with the
two–stream radiative transfer solver described in Kylling, Stamnes, and Tsay (1995) as
part of the libradtran (Emde et al., 2016).

The forward codes used for the retrieval of atmospheric species here are PROFFWD
and PCXS (used by PROFFAST) and described in the following sections.

6.5 retrieval software for ground-based ftir remote sensing

The retrieval of atmospheric trace gas abundances in the infrared spectral region using
ground-based remote sensing observations are commonly done with GFIT, SFIT2, PROF-
FIT, and for low-resolution mobile spectrometers PROFFAST.

GFIT is the official software for processing the NIR observations carried out by the TC-
CON network, while COCCON uses PROFAST, and SFIT2 and PROFFIT are dedicated to
analyze the MIR observations made by NDACC. GFIT and PROFFIT have been developed
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by G. Toon from CALTECH (Toon et al., 1992; Wunch et al., 2011) and F. Hase from KIT
(Hase et al., 2004), respectively. In this thesis, the data acquired with the low-resolution
mobile spectrometer EM27/SUN (see Section 7.2) are analyzed; therefore, the PROFFAST
retrieval code is described in the next section.

6.5.1 PROFFAST retrieval algorithm

The processing and analysis of the low-resolution EM27/SUN measurements are sum-
marized in Figure 6.3. This process requires two main steps: (1) the generation of spec-
tra from the pre-processing of the raw interferogram, which are the direct observations
recorded by the computer; and (2) the retrieval of the wanted trace gas abundances based
on the absorption spectra obtained in step 1; this requires a radiative transfer and in-
version algorithm to fit synthetic data to the actual observations. These steps are in-
cluded in two open-source tools developed by F. Hase from KIT in the framework of
the COCCON-PROCEEDS project (supported by the European Space Agency (ESA)); for
the pre-processing (i.e., the tool PREPROCESS) and the subsequent quantitative trace gas
analysis (i.e., the tool PROFFAST), respectively.

Figure 6.3: PROFFAST processing flux diagram.

6.5.1.1 PREPROCESS

The preprocess code generates a spectrum from the raw DC-coupled double-sided inter-
ferogram, which is recorded by the EM27/SUN FTIR spectrometer. This step incorporates
a so-called DC-correction for removing variations in atmospheric transmission during in-
terferogram recording. Several quality checks for ensuring that the quality of generated
spectra is adequate for trace gas analysis are performed (no spectrum is generated if, e.g.,
the variability of atmospheric transmission during the interferogram recording was too
big, if spectral out-of-band artifacts are too strong, if the spectral signal-to-noise level is
too low, or if a significant spectral detuning is detected). The Fourier Transform is per-
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formed by using an FFT algorithm. It uses the fact that the EM27/SUN phase spectrum
is very smooth. A numerical apodization function (Norton-Beer medium) is applied to
avoid excessive ringing in the resulting under-resolved spectrum. A final spectral interpo-
lation is performed on the spectrum resulting from the FFT (by performing a convolution
with a truncated sinc-function) for achieving a minimally sampled spectrum (using the
maximum path difference of the spectrometer).

6.5.1.2 PROFFAST

PROFFAST is performing the trace gas analysis of the spectra generated by PREPROCESS.
In order to achieve high computational speed, the code is split into two sub-programs:
pre-calculation of cross-sections (PCXS) and INVERS.

• PCXS

The code PCXS generates a daily lookup table of optical depth for each gas to be
used by INVERS. The table is generated by performing line-by-line calculations as-
suming Voigt profiles, using line lists in the HITRAN format. Input parameters are
ground pressure, the temperature and humidity profiles, and the a priori dry-air
mixing ratio profiles for each relevant gas. In the near-infrared region, the relevant
absorbers are H2O (+ HDO), CO2, N2O, CO, CH4, and HF.

The final table of cross-sections does not provide the optical depth for each gas as
a function of altitude, but the optical depth along the vertical line-of-sight and a
polynomial expansion as function of SZA. This expansion considers the geometric
curvature of the atmosphere and the bending of the line of sight due to atmospheric
refraction. Along the spectral abscissa, a grid width proportional to the wavenumber
is used for the table because the width of the Doppler broadening of spectral lines is
proportional to wavenumber; a denser sampling is required at lower wavenumbers.
The resulting presentation reduces table size and allows an effective reconstruction
from the tabulated values.

• INVERS

The code INVERS performs for each measured spectrum recorded during the day
the retrieval of the atmospheric abundances of each gas by performing least squares
fits. Therefore, the code uses the contains of the lookup table for calculating the
atmospheric transmission:

T(Si,gas, α) = e−∑ Si,gasτgas(α) (6.15)

Here, the Si,gas are the scaling factors for each gas (the a priori profile has Si,gas = 1).
The equation is written for a particular spectral position; T and τ are vector quan-
tities (their values are evaluated for each spectral grid point of the cross-section
table). The scaling factors are the sought-for quantities derived from the spectral fit.
Note that the radiative transfer equation is straightforward: only absorption along
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the line-of-sight needs to be taken into account, while scattering and emission are
negligible atmospheric processes in the near-infrared solar absorption measurement.
The pure Lambert-Beer equation’s applicability is the reason for the reference char-
acter of solar absorption measurements. The measurement is self-calibrated because
the contrast between a spectral absorption line and the adjacent spectral continuum
informs about the amount of the absorbing gas.

INVERS determines the required derivatives with respect to all fitted quantities
(the scaling factors and additional variables, as the background continuum level
C and the spectral scale) and performs the iterative retrieval. The final calculated
spectrum S follows from the convolution of the transmission with the instrumental
line shape ILS. In this step, a re-gridding to a coarser, spectrally equidistant grid is
performed to match the spectral sampling of the measured spectra resulting from
PREPROCESS.

S = C(ν)ILS ∗ T (6.16)

Here, C is assumed to be a function that slowly varies as a function of wave number.
The parameters determining the background continuum C are among the parame-
ters to be fitted.

The required derivatives are all sampled on the spectrally equidistant grid set by
the spectrum generated by PREPROCESS and assorted into the Jacobean matrix.
The spectral dimension sets the column dimension of the matrix, and the row di-
mension is set by the total number of parameters to be fitted.

The inversion is performed by calculating:

∆~p = (KTK)−1KT(~Smeas. −~Scalc.) (6.17)

Because the retrieval problem is slightly nonlinear, the resulting set of improved fit
parameters is updated several times using ∆~p as predicted by the linearized retrieval
equation above.

Note that INVERS has no access to altitude-resolved optical densities τ(h1, h2); the
tabulated τ-values refer to the complete atmosphere from the observer level to the
top of the atmosphere.

So INVERS cannot compute column sensitivities required to characterize the re-
trieval. For this reason, the calculation of the column sensitivity vector is already
performed by PCXS, while the optical depth for each species is still available as a
function of altitude. For this purpose, PCXS performs simplified retrievals on syn-
thetic spectra for a set of α values. In these calculations, the a priori gas profiles are
disturbed at each model altitude level i (thereby affecting a particular adjacent layer
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in the model atmosphere, resulting in a change of the total column: δc(i)). If the
retrieval performed on the spectrum calculated from the disturbed profile detects
(via scaling of the a priori profile) a total column change of δcinv, then the column
sensitivity at model level i is:

colsens(i) = δcinv/δc(i) (6.18)

The values of the resulting column sensitivities are provided daily for each gas
in a two-dimensional table stored together with the lookup table of cross-sections
(dimensions: altitude and solar zenith angle).

6.5.2 PROFFAST: inputs and final outputs

In order to successfully retrieve the atmospheric trace gas abundances like water va-
por, carbon dioxide, methane, and carbon monoxide with PROFFAST, apart from the
EM27/SUN observations, several inputs are required, summarized in the following sec-
tions.

6.5.2.1 Inputs

• Ground pressure (p) and temperature profile (T(h)): Determines the total mass and
stratification of the atmosphere. Intra-day variations in pressure (and temperature)
are considered.

• Climatology (a-priori profiles): A-priori map files are used; they are provided on-
line by the TCCON network to ensure identical choices for the temperature and
water vapor profiles, as well as for the a-priori vertical profiles of all relevant atmo-
spheric trace gases for each site and day.

• Fitting interval: These are not adjusted by the user; however, it is essential to men-
tion that they have been selected, taking into account the absorption lines of the
retrieved atmospheric species. In this thesis, we derived XCO2, XCH4, XCO, XH2O,
and XAir; their fitting micro-windows, and an additional scaling factor that executes
the air mass independent correction (AICF) are listed in Table 6.1.

6.5.2.2 Outputs

• Fitting example: Here we present an example of the fitting results for one single
measurement to understand better the species retrieved, the microwindows used
during the retrieval (see Table 6.1), and the fitting quality. Figure 6.4 shows the
fitting results for one observation of the COCCON’s reference unit SN37 at the KIT
campus north on May 17, 2022 at ≈ 10:00 A.M.

• Column-averaged volume mixing ratios (Xgas): To minimize potential error sources,
the retrieved total column abundance of a particular gas is converted into a column-
averaged dry air mole fraction (DMF) using the observed O2 column amounts. For
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Species Micro-window (MW) AICF

XCO2 (6173.0, 6390.0) 0.9862

XCH4 (5897.0, 6145.0) 0.9905

XCO (4208.7, 4318.8) 0.9250

XH2O (8353.4, 8463.1) 0.8300

XAir (7765.0, 8005.0) 0.9737

XCH4
∗ (4208.7, 4318.8) 0.9727

Table 6.1: Fitting MW intervals and their AICFs for each retrieved species. The last factors are
summarized in next section. ∗ MW, which is retrieved in the second channel of the
EM27/SUN spectra. This MW coincides with the utilized for the retrieval of the Sentinel-
5 Precursor product.

instance, such error sources are related to the accuracy of the SZA or the ground
pressure. The DMF of a target gas is denoted as and calculated by the following
expression:

Xgas =
VCgas

VCO2

0.2095 (6.19)

where 0.2095 is the dry-air mole fraction of O2. The construction of Xgas by refer-
encing to the O2 column reduces various error sources.

In order to be consistent and to reference the results to the WMO (World Meteo-
rological Organization) in-situ trace gas scale, the EM27/SUN retrieval PROFFAST
also includes a post-processing consisting of an empirical air mass-dependent and
independent corrections as follows:

Xgas = ScaleWMO
gas

VCgas

VCO2

0.2095 (6.20)

These ScaleWMO
gas are listed in Table 6.1 as AIC.

• Sensitivities for all target gases: The sensitivities are one of the outputs of the
INVERS code; they are not calculated for each measurement but for the whole day
instead as a function of the solar zenith angle. Here, we show and briefly discuss
the resulting pressure-dependent column sensitivities for CO2, CH4, and CO; for
measurements carried out with the COCCON’s reference instrument SN37 at KIT
campus north (49.094, 8.437) on May 17, 2022, see Figure 6.5.

– XCO2: CO2 signals are generally slightly overestimated in the troposphere and
underestimated at higher altitudes. This tendency increases with a larger solar
zenith angle, i.e., increasing air mass, see Figure 6.5.
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Figure 6.4: Fitting example using PROFFAST version 1.0 for a measurement taken on May 17,
2022 at ≈ 10:00 A.M at the KIT campus north. The observation was taken with the
COCCON’s reference unit, SN37. The plot shows the measurement (yellow) and the
modeled (black) transmission and the residual times 10 (to be observed with more
detail) for each of the most important quantities retrieved in their respective microwin-
dows: H2O, XAir, XCO2, XCH4, and XCO, respectively.

– XCH4: The sensitivity pattern qualitatively compares to that of carbon diox-
ide. However, the imbalance between increased tropospheric sensitivity and
decreased stratospheric sensitivity is less pronounced. However, for small so-
lar zenith angles, the sensitivity is nearly ideal across the whole altitude range,
see Figure 6.5.

– XCO: This sensitivity differs from those found for CH4 and CO2. The sensitivity
variation as a function of solar zenith angle is less pronounced. The sensitivity
slope as a function of altitude is reversed (increasing sensitivity with altitude)
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Figure 6.5: XCO2, XCH4 and XCO sensitivities for observations with the COCCON’s reference
unit SN37 on May 17 2022 at KIT campus north.

and moderate, see Figure 6.5. This is due to the fact that the CO lines are opti-
cally thin.

6.6 max-doas : inversion algorithms for vertical profile retrievals

MAX-DOAS is an atmospheric sounding technique with a horizontal spatial coverage of
about 3-15 km, which offers the possibility to retrieve information on a large horizontal
and vertical extent of the atmosphere (Irie et al., 2011).

This method aims to acquire profiles of the atmospheric constituents based on the slant
column densities measured with MAX-DOAS, which an inverse model determines. In this
thesis, an updated2 version of the Heidelberg Profile Retrieval Algorithm (HEIPRO, Yil-
maz (2012)) has been used to invert the measurements and calculate the aerosol and trace
gas profiles. HEIPRO uses SCIATRAN radiative transfer model version 2.1.53 (Rozanov
et al., 2014) to calculate the light path in the atmosphere for a given state by using the
so-called optimal method.

Like most of the MAX-DOAS inversion retrievals, HEIPRO uses a two-step procedure,
summarized as follows: (1) the aerosol profile is derived using the O4 dSCDs as a mea-
surement vector, and (2) the trace gas profile is derived using the previously calculated
aerosol profile and the trace gas dSCDs.

2 Udo Frieß updated it in order to be able to process the measurements done in this work.
3 With the following mode: discrete ordinate, full multiple-scattering, full-spherical geometry for single-

scattering, and plane-parallel geometry for multiple-scattering light.
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6.6.1 OEM for Aerosol retrieval by using tetraoxygen (O4)

4Because O4 has a well-known vertical profile5, any change in the measured concentra-
tions under clear sky conditions contains information about the atmospheric light path,
which can then be used to retrieve information about the atmospheric aerosols and clouds
(Wagner et al., 2021). The O4 concentration is proportional to the square of the O2 con-
centration, and therefore decreases as function of altitude. The main partial column of
O4 is located near the ground; therefore, the optical depth of O4 is very sensitive to
changes in the first kilometers of the atmosphere. O4 has several absorption bands over
the UV-Visible range that a DOAS instrument can easily detect, see Figure 6.6. Therefore
O4 measurements help to retrieve the aerosol extinction as a function of the wavelength
(Friess et al., 2006).

Figure 6.6: O4 cross section at 293 K (Thalman and Volkamer, 2013). Data taken from http://

satellite.mpic.de/spectral_atlas/, last access: 03 October 2022.

6.6.1.1 Aerosol inversion remarks

An essential quantity containing information about aerosol properties is the relative in-
tensity (Friess et al., 2006; Vlemmix et al., 2010). It is defined as the ratio between any
elevation angle and the corresponding zenith angle in the measurement sequence (eleva-
tion angle sequence used in this work: 1°, 2°, 3°, 5°, 10°, 20°, 40° and 90°).

Irel
α =

Iα

I900
(6.21)

Only relative intensities can be compared to the simulated ones because most of the
DOAS instruments are not radiometrically calibrated, i.e., solely relative changes in the
intensity depending on the measurement geometry can be deduced (Vlemmix et al., 2010).

F(x, b) on Equation 6.1 is the forward model operator implemented, in our case in the
SCIATRAN radiative transfer model.

4 The following sections are based on overviews of Friess et al. (2006), Rodgers (2000), and Wagner et al. (2004).
5 Additionally to the O4 dependency with height, its atmospheric concentrations show only minor variations

with temperature, pressure, and humidity (Wagner et al., 2021).

http://satellite.mpic.de/spectral_atlas/
http://satellite.mpic.de/spectral_atlas/
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Retrieving the aerosol extinction profile by just using the measurement vector y is not
straightforward because for x there are many solutions, i.e., it is an ill-posed problem.
Therefore, to solve it, the OEM is applied (Rodgers, 2000). This method has been widely
used in retrieving vertical profiles by using the MAX-DOAS dSCDs as input vector (Friess
et al., 2006; Grossmann, 2014; Lampel, 2014; Peters, 2013; Wagner et al., 2004; Yilmaz, 2012).

The a priori constitute an approximation of a given state of the atmosphere which can
be obtained, for example, from other independent measurements (Friess et al., 2006).

In Equation 6.3, for the aerosol extinction profile, the variance σa has to be set: typical
values are 50% and 100% of the a priori extinction profile, and the aerosol extinction is
assumed to be correlated through the altitudes; therefore Sa can be expressed as:

Saij = σai σaj exp
(
−
|zi − zj|

ηcorr

)
(6.22)

Where z is the layer altitude and ηcorr is the correlation length representing a constraint
of the measurement vector y smoothness (Friess et al., 2006). The typical values for it are
0.5 to 1.0 km.

In Equation 6.4, the Jacobian matrix 6 is calculated by SCIATRAN.
The retrieval of aerosol extinction coefficient profiles based on MAX-DOAS measure-

ments represents a non-linear inversion problem which is solved as described in Section
6.3.1. Once this is solved, trace gas retrieval can be initiated as described in Section (6.6.2).

6.6.2 Trace gas inversion retrieval

In contrast to aerosols, the retrieval of trace gases is a linear problem that can be solved
with one iteration. Here the forward model is described by K = ∂F

∂x , composed of the
so-called Box Air Mass Factors (BAMFs) modeled by SCIATRAN.

As described in Section 5.7.1, to calculate the VCD, having the dSCD, the AMF is re-
quired. Here, the atmosphere is divided into vertical layers. The BAMFij is calculated
using the modeled dSCDi at an angle α, and the respectively VCDj modeled on that layer.

The trace gas profiles’ calculations depend directly on the aerosol information previ-
ously calculated. This information is used to calculate the BAMF for a single wavelength
located at one of the O4 absorption bands; in this thesis, 360 nm and 477 nm are used for
trace gases analyzed in the UV and Visible range, respectively. Such BAMF is assumed to
be constant over the DOAS fitting interval, i.e., no wavelength dependencies are consid-
ered.

Because the trace gas profiles change with time, the BAMFs need to be re-modeled and
updated for every single measurement, i.e., for a given elevation angle, azimuth viewing

6 The Jacobian matrix describes how the measurement changes in a specific altitude layer when the aerosol
extinction profile also changes
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direction, time, and height level; using the aerosol extinction profile previously calculated.
Mathematically the BAMF can be written as:

Bij =
∂Si

∂Vj
(6.23)

From 6.23:

dSi = ∑
j

Bij × ∆zj × cj (6.24)

Where i stands for the elevation angle, and j is the height level. The layer settings
are the same as in the aerosol retrieval. From the Equation 6.24 the vertical profile can
be acquired (its concentration cj at the height level j). The trace gases profile retrieval
represents a linear inversion model as described in Deutschmann et al. (2010), Friess et al.
(2006), and Yilmaz (2012).

Following the Equation 6.24, a set of linear equations can be obtained for every elevation
angle i at a given height level j. Getting the trace gas profile by using a small number of
measurements is impossible; for that reason, a linear OEM is applied with a two-step
approach to regularize the inversion, as is explained in Friess et al. (2006) and Yilmaz
(2012). The system of linear equations can be written as,

x̂ = xa + (S−1
a + KTS−1

ε K)−1KTS−1
ε (y−Kxa) (6.25)

Where x̂ is the solution of Equation 6.25, xa is the a priori trace gas profile, Sε and Sa

are the covariances matrices of the measurements, y is the measurement vector, and K is
calculated in the same way than for aerosols.

6.6.3 Aplication to MAX-DOAS observations

Here the measurement and state vector are mathematically defined for MAX-DOAS ob-
servations as follows:

6.6.3.1 Aerosols

measurement vector

y = (ydSCDO4
, yI)

T

= {[dSCDO4(λ1, Ω1), ..., dSCDO4(λ1, Ωn), dSCDO4(λm, Ω1), ..., dSCDO4(λm, Ωn)]
T ,

[I(λ1, Ω1), ..., I(λ1, Ωn), I(λm, Ω1), ..., I(λm, Ωn)]
T}︸ ︷︷ ︸

Optional

(6.26)

Where,
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• Ω1, ..., Ωn: is the viewing geometry, with Ω = (α, θ, φ) where α, θ, φ are the elevation,
solar zenith and solar azimuth angles respectively.

• λ1, ..., λm are the O4 absorption bands wavelengths, and;

∆SCDO4 = SCDO4(λ, Ωn)− SCDO4(λ, Ω90)

Î(λ, Ωn) =
I(λ, Ωn)

I(λ, Ω90)

(6.27)

state vector

x = [εM(z, λre f ), ω0(λ1), ..., ω0(λm), g(λ1), ..., g(λm), αM︸ ︷︷ ︸
Optional

] (6.28)

Where,

• εM(z, λre f ): Aerosol extinction profile at reference wavelength.

• λ1, ..., λm: As described before.

• ω0: Aerosol single scattering albedo.

• g: Asymmetry parameter for Henvey-Greenstein parametrization.

• αM: Ångström exponent

6.6.3.2 Trace gases

measurement vector : All the dSCDs for a given trace gas to analyze. Specifically
in this thesis, NO2 in the UV and VIS range, and HCHO.

state vector :

x = [∆V(z0), ..., ∆V(zl)]
T , with ∆V(z) =

z+
∆z
2∫

z−
∆z
2

c(z′)dz′ (6.29)

Where,

∆V(z): Partial vertical column density in a column of height ∆z. Furthermore, the
BAMFs are given by the weighting functions:

BAMF(λ, Ω, z) =
∂dSCD(λ, Ω)

∂∆V(z)
(6.30)
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6.7 retrieval procedure

As previously mentioned, in this thesis, HEIPRO (Yilmaz, 2012) was used for the measure-
ments’ inversion to derive the aerosol and trace gas vertical content in the atmosphere.
Figure 6.7 shows the retrieval steps starting from the spectra and ending with the aerosol
and trace gas profile information as a final output.

Relative 

intensity
Intensity

errors

O4

dSCDs

O4

errors

Aerosol retrieval
Radiative transfer model

A priori 

aerosol profile

A priori 

covariance

Aerosol 

profile

Aerosol opt. 

properties

Retrieval

covariance

DOAS 

analysis

Spectra

Trace gas retrieval
Radiative transfer model

A priori 

trace gas profile

A priori 

covariance

Trace gas 

dSCDs

Trace gas 

errors

Figure 6.7: Retrieval scheme of the aerosol and trace gas profile retrieval adapted from Yilmaz
(2012) and modified for the here used algorithm.

The complete retrieval is composed of three main processes:

1. The DOAS analysis: It is deeply explained in Chapter 5. Starting from the actual
observations, it ends with the dSCD7 of aerosols and trace gases of interest.

2. The non-linear inversion of the aerosol extinction profile: The measurement vec-
tor used consists of the O4 dSCD and its errors which represent the measurement
covariance matrix. An a priori aerosol extinction profile is used, exponentially de-
creasing with height. The O4dSCD are modeled using SCIATRAN; then, the OEM
optimizes the aerosol extinction profile by comparing the measured and modeled
O4 dSCD until both agree on a defined limit difference.

In recent studies, it has been demonstrated that the modeled and measured O4

dSCD do not match; therefore, a scaling factor (0 < SF < 1) must be applied
to the O4 observations to correct this inconsistency (Clémer et al., 2010; Wagner,
Deutschmann, and Platt, 2009).

3. Linear inversion of the trace gases profile: The retrieved aerosol extinction profile
calculated above, together with the dSCD of the trace gas of interests obtained with
the DOAS fit, is used. Furthermore, depending on the wavelength range used for the

7 And their respective errors, which are later used as measurement vector.



6.7 retrieval procedure 85

DOAS analysis, an absorption band of O4 is selected to calculate the BAMFs, which
are calculated with SCIATRAN. Finally, an a priori trace gas extinction profile is
provided with an exponential decay function. Then a linear inversion is performed
using the OEM to calculate the trace gas profile. More details on the algorithm and
procedure can be found in Yilmaz (2012).



7
I N S T R U M E N TAT I O N : D E S C R I P T I O N A N D S E T- U P.

7.1 max-doas instrument

7.1.1 Airyx SkySpec 2D MAX-DOAS

7.1.1.1 Description and set-up

The MAX-DOAS instrument used within this thesis is a two-dimensional (2D) unit built
by Airyx, commercially called "Airyx SkySpec 2D". Figure 7.1 comprises all instrumen-
tal components, measurement geometry, and basic features. Briefly, the instrument has
two spectrometers covering the UV and Vis range; this feature allows the user to have
a broader spectral interval for retrieving more trace gases and aerosol properties, with
higher resolution than using only one spectrometer covering the whole range. The in-
strument collects scattered sunlight at different elevation angles using a motorized prism
inside a quartz tube; this arrangement prevents misalignments in the optical adjustment
of the telescope by not moving the entire telescope unit but only the prism employing
a small servo motor. Furthermore, an azimuth motor allows the instrument to measure
in different horizontal directions (azimuth angles). The instrument includes a motorized
light diffuser, allowing direct-sun measurements. The instrument is temperature stabi-
lized and includes an inclination sensor to adjust the elevation angle automatically (Airyx,
2022).

Figure 7.1: Illustration of the Airyx 2D MAX-DOAS’s components and basics. Taken from Airyx
(2022)

Figure 7.2 shows all the parts of the instrument, which are explained below:

• Part A: Quartz tube containing the scanning telescope and a small stepper motor
that allows to measure at different elevation angles. The scanning telescope itself



7.1 max-doas instrument 87

B.

D.

C.

E.

A.

Figure 7.2: The main components of the 2D MAX-DOAS are shown in Figure. A., B., C. and D
represent the external parts of the 2-D MAX-DOAS while E. is the outdoor part of the
instrument.

is composed of a prism reflector that redirects the sunlight to the entrance of the
telescope box (B.).

• Part B: A telescope, a rotating housing box containing the focusing lenses to receive
scattered sunlight, an integrated motorized diffusor for direct sun measurements, an
integrated mercury lamp for wavelength calibration, and an optical fiber entrance
transporting the collected light to the spectrometer box (E.).

• Part C: The optical fiber bundle which carries the sunlight from the telescope box to
the entrance of the two spectrometers, i.e., the spectrometer box (E.)

• Part D: Contains a stepper motor that controls the azimuth viewing direction.

• Part E: Due to the sensitive elements that form this part, and the necessity of temper-
ature stabilization , it needs to be indoors. It is composed of two Avantes AvaBench-
75 spectrometers, which use Hamamatsu CCD detectors; brief information about
them is described in Table 7.1 :

Besides the spectrometers, the box contains all the connecting cables between E. and
B., including the power supply for the stepper motors and a USB cable that connects
B. to a computer that controls the instrument.
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Spectrometer name Spectral range Spectral resolution

UV 300 ∼ 460nm ∼ 0.6nm

Vis 405 ∼ 550nm ∼ 0.6nm

Table 7.1: Airyx 2D SkySpec spectrometers information

• Software: This instrument is operated by an external computer, which uses "MS-
DOAS"1 to control the instrument and, therefore, the measurements.

7.1.1.2 Elevation angle calibration

The SkySpect instruments utilized in this thesis were bought under the premise that they
were ready to use, calibrated, and tested. However, during the first months of measure-
ments, one of the instruments showed different failures, one of which was the elevation
angle and all related components. Once this was fixed, we perform, together with a col-
league from IUP-Heidelberg2 an elevation angle calibration procedure similar to the one
described in Donner et al. (2020). A sketch of the method is provided in Figure 7.3, and
is briefly described in the following.

A thin neon-light stick was used as a target placed at ∼ 5 meters far from the instru-
ment telescope. Because an artificial light source was utilized, this calibration was made
at night. The lamp was fixed on a tripod at an altitude that was aligned with the telescope
unit’s center, so with the elevation angle α = 0 The alignment described before was possi-
ble using a laser level, which illuminated both the telescope unit and the target lamp on
the tripod. Such laser level has a total uncertanty of ∼ 0.1 degrees3. After all, it is set up;
it is turned to measure. A simple routine was run, which includes two steps:

1. Using the eye, we moved the instrument’s azimuth angle φ to an initial position
relatively close to the target in a straight line. At that initial position, we collected
measurements at different elevation angles with a step of 0.1 degrees, with the idea
of sampling until the lamp was found.

2. If the lamp was not found in 1., we moved the azimuth angle by a step of 0.1 degrees,
and then we sampled in the vertical axis as described before.

Once the lamp position was found, we fixed the azimuth angle, then took measure-
ments at different elevation angles with a step of ∼ 0.01°.

Figure 7.4 shows that our hypothesis that the instrument’s elevation angle was not
properly calibrated was true. We found that the elevation angle was off by about -1.8°.
After this finding, the instrument was sent to Airyx for complete calibration.

1 Software written by Udo Frieß.
2 Jan-Lukas Tirpitz
3 The laser level used is the same described by Donner et al. (2020). Furthermore, they experimentally measured

its uncertainty to ∼ 0.1°, summing up to ∼ 0.04° due to the beam width of ∼ 2 mm.
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Figure 7.3: MAX-DOAS set-up for calibration of the elevation angle.

Figure 7.4: Example of elevation angle calibration test results for one of the instruments used in
this thesis.

7.1.1.3 Instrumentation software

ms-doas : The software written by Udo Frieß from the University of Heidelberg con-
trols the SkySpect 2D instrument. It requires a routine script to set up the desired mea-
surement sequence. For the instruments used in this thesis, the script provided by Airyx
was extended and adjusted accordingly.
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7.2 ftir

7.2.1 EM27/SUN FTIR spectrometer

The EM27/SUN FTIR spectrometer was designed/developed by KIT in close cooperation
with Bruker OpticsTM. Briefly, it is a mobile unit capable of measuring direct solar radi-
ation in the NIR spectral region with two detectors, the main covering the range: 5500

to 11000 cm−1 and the second: 4000 to 5500 cm−1 . From the measured spectra the at-
mospheric abundances of CO2, CH4, CO and H2O can be derived. The Figure 7.5 shows
schematically the general instrumental components and the measurement principles.

Figure 7.5: EM27/SUN set-up and basics

7.2.1.1 Description and set-up

The main component of these instruments are shown in Figure 7.7 and briefly described
as follows:

• Part A: This is a RockSolidTM pendulum interferometer4 composed of two cube
corner mirrors and a Quartz beamsplitter offering high thermal and mechanical
stability, supporting a maximum beam diameter up to 40 mm. The pendulum’s
retroreflectors are gimbal mounted to avoid wear and friction damage. This pendu-
lum allows an OPD of 1.8 cm, approximating a spectral resolution of 0.5 cm−1 that
permits double-sided interferogram recording.

• Part B: This is a standard CMOS USB-camera that helps to monitor and control
the solar tracking by giving real-time optical feedback of the diffusely backscattered

4 As an FTIR spectrometer, the core is an interferometer, as described previously.
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radiation emerging from the field stop wheel (see Figure 7.6 A) showing a real-time
image of the solar disk alignment into the field-stop of the instrument, photo of
the camera view is shown in Figure 7.6 B. More details can be found in (Gisi et al.,
2011).

Figure 7.6: Illustration of the camera tracking system; in A, the illuminated field stop of the main
channel and the camera placed right in front is shown; and in B, an example of one
digital image of the solar disk recorded by the software CamTracker.

• C and Part D: They are the instrument’s main and CO channel detectors, respec-
tively. Both are Indium Gallium Arsenide (InGaAs) detectors, which cover the wave-
length range: 5500-11000 cm−1, and 4000-5500 cm−1 for the primary and CO channel,
respectively. The second channel uses an extended InGaAs detector element and a
wedged Germanium (Ge) filter to define a spectral bandpass beyond the spectral
coverage of the standard spectrometer. More details can be found in Hase et al.
(2016).

• Part E: It is a standard non frequency stabilized HeNe laser that controls the inter-
ferogram sampling.

• Part F: It is the outer part of the CamTracker system, which is an altazimuthal solar
tracker; more information can be found in (Gisi et al., 2011). The rest are the camera
described previously, and the software controlling it.

7.2.1.2 Instrumentation software

camtracker : It is the software controls the solar tracking system in the EM27/SUN
instrument. It uses the coordinates of the measurement site (latitude, longitude, altitude),
the instrument should face towards South. Once this is done, the solar disk has to be
manually centered in the instrument’s field stop and saved for future measurements. The
ellipse and circle parameters of the fitted solar disk (see Figure 7.6 B) must be adjusted,
and then the tracking system is ready to work.
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Figure 7.7: The main components of the EM27/SUN can be seen in this figure. A., B., C., D, and E
represent the internal parts of the instrument while F. is the outdoor part.

opus : The software provided by the manufacturer Bruker controls the collection of the
interferograms. For daily solar measurements, the procedure is automatized by a script
called "macro," which contains the settings of the desired measurement acquisition.

7.2.2 Bruker FTS-125HR

The Ground-Based FTIR Remote Sensing group operates a high-resolution FTIR spec-
trometer, Bruker IFS 125HR, at KIT Campus North (49.100

◦ N, 8.439
◦ E, 112 m a.s.l.). This

spectrometer is part of the TCCON and NDACC network, a complete description of this
instrument can be found in Kiel (2016).

The instrument operated at KIT is set up in a controlled temperature shipping container
to ensure a constant temperature throughout the year. In order to satisfy the requirements
of the NDACC and TCCON network measurement routines and specifications, the spec-
trometer uses a devoted dichroic beamsplitter arrangement (Optics Balzers Jena GmbH,
Germany) with a cut-off wavenumber of 5250 cm−1. The core of this instrument is a cube-
corner Michelson interferometer with a calcium Fluoride (CaF2) beamsplitter and a linear
moving scanner.

This spectrometer can measure solar radiation in the MIR and NIR spectral regions,
covering the wavelength region 1900 - 11000 cm−1; experimentally done by using two dif-
ferent detectors: (1) an indium antimonide (InSb) covering the wavelength from 1900 to
5250 cm−1 that requires a cryogenically cooling system done by liquid nitrogen (LN2); and
(2) an indium gallium arsenide (InGaAs), covering the spectral range 5250 to 11 000 cm−1,
which works at room temperature; more information can be found in Kiel (2016). The di-
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rect sunlight radiation is collected using a camera-based tracking system (Gisi et al., 2011).



8
I M P R O V E D C A L I B R AT I O N P R O C E D U R E S F O R T H E E M 2 7 / S U N
S P E C T R O M E T E R S O F T H E C O C C O N N E T W O R K .

In this chapter, an extension on the previously reported status of the COllaborative Car-
bon Column Observing Network’s (COCCON) calibration procedures incorporating re-
fined methods is presented. COCCON is a global network of portable Bruker EM27/SUN
FTIR spectrometers for deriving column-averaged atmospheric abundances of greenhouse
gases. The original laboratory open-path lamp measurements for deriving the instrumen-
tal line shape (ILS) of the spectrometer from water vapour lines, see (Frey et al., 2019),
have been refined and extended to the secondary detector channel incorporated in the
EM27/SUN spectrometer for detection of carbon monoxide (CO). The refinements en-
compass improved spectroscopic line lists for the relevant water lines and a revision of
the laboratory pressure measurements used for the analysis of the spectra. In addition,
a new calibration cell for ILS measurements was designed, constructed and put into ser-
vice. Spectrometers calibrated since January 2020 were tested using both methods for ILS
characterization, open-path (OP) and cell measurements. Finally, a revision and extension
of the COCCON network instrument-to-instrument calibration factors for XCO2, XCO
and XCH4 is presented, incorporating 47 new spectrometers (of 83 in total by now). This
calibration is based on the reference EM27/SUN spectrometer operated by the Karlsruhe
Institute of Technology (KIT) and spectra collected by the collocated TCCON station Karl-
sruhe.

8.1 advancing the open-path method for ils characterization

The method described in Frey et al. (2015), of characterizing the ILS of low-resolution
spectrometers using open-path measurements, is improved and extended; the method is
briefly summarized here along with a description of the main improvements. The idea
of the approach is to use the absorption of infrared radiation from an external tungsten
lamp by strong water vapour lines along a laboratory path of a few metres. A fit to the
spectrum is performed by adjusting the H2O column, a spectral scaling factor, a spectrally
variable background transmission level and a parameterized ILS.

Two parameters are used for describing deviations from the nominal ILS shape: the
"modulation efficiency amplitude" (MEA) describes a deviation from the expected ILS
width, and the "phase error" (PE) quantifies the asymmetry of the ILS (Hase, Blumenstock,
and Paton-Walsh, 1999). Because the widths of the spectral lines generated along the
open path depend on pressure and temperature, these parameters need to be recorded
for the analysis of the measurements. The self-broadening of H2O is a non-negligible
contribution; therefore, the absorption path length needs to be known. The H2O partial
pressure is calculated from the retrieved H2O column amount, pressure and temperature,
so the analysis of the spectrum is an iterative procedurem (repeated until convergence to
a self-consistent solution is reached).
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8.1.1 Procedure and set-up

The general set-up is described by Frey et al. (2015) and Gisi et al. (2012) and illustrated
in Figure 8.1. At least 2 h before the first interferograms are collected, the spectrometer
is powered up. Two openings in the spectrometer’s shelter are uncovered for allowing
exchange between the air trapped inside the spectrometer and the external laboratory
air. This equilibrates the water vapour mixing ratio inside the spectrometer with the en-
vironment and allows the spectrometer to reach a stable operating temperature, thereby
minimizing spectral drifts of the He–Ne laser which controls the interferogram sampling.
For the radiation source, a commercial halogen lamp attached to a lens collimator is used.
The lamp bulb is grounded on the outside and is tilted with respect to the optical axis
to minimize channelling artefacts (Blumenstock et al., 2021). The spectrometer resides on
a table, while the lamp is mounted on a tripod at about 4.20 m (4.0 m for instruments
calibrated before January 2020) from the first mirror of the solar tracker attached to the
spectrometer. The position of the lamp is level with the tracker, and the beam is steered
towards the first tracker mirror.

Figure 8.1: Set-up of the open-path measurements. The central part of the illustration schemati-
cally shows all the components and the alignment of the experimental set-up, while
in left and right sides photographic close-up views are presented. The left photograph
shows the view in the opposite direction from the spectrometer towards the lamp unit,
while the right photograph shows a view from the lamp unit (bottom) towards the spec-
trometer with its solar tracker (top): the lamp in the bottom part and the instrument
located at a distance of 4.20 m.

8.1.2 Updated measurement procedures

The main changes with respect to the old method are described in the following sub-
sections.

8.1.2.1 Geometry of the set-up

In addition to the open-path procedure (January 2020), a cell set-up has now been imple-
mented for the calibration of the EM27/SUN spectrometers; the geometrical arrangement
previously used was slightly reconfigured to support both OP and cell measurements. The
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spectrometer is now oriented in such a way that the cell can be conveniently located in
the infrared beam on top of the spectrometer housing (see Figures 8.1 and 8.4 a) and 8.4
b). This modification results in a slightly larger distance between the lamp and the first
tracking mirror; in the past that distance was 4.0 m, and it is now 4.2 m.

8.1.2.2 Distance travelled by the beam inside the instrument

We decided to re-check and thereby noticed that the previously assumed optical path
length inside the spectrometer was underestimated. In order to derive this distance prop-
erly, an optical method was applied. The set-up of the method is illustrated in Figure
8.2 and described as follows: it uses a digital camera J, a finely structured optical target
printed on a piece of paper E’ and pocket lamp E” for illumination of the target. The aim
is to optically measure the inaccessible path section from the instrument entrance window
E’ until position E, as shown in that figure.

Figure 8.2: Light path of the beam inside the instrument coming from the lamp in E” to the camera
at the instrument’s entrance A’.

For performing the distance measurement, the solar tracker was unmounted to gain ac-
cess to the entrance window. The paper target was located at position E and illuminated
with the pocket lamp. The digital camera equipped with a telescopic lens was positioned
directly in front of the entrance window for observing the target. The target is focused
properly, and the focus position of the lens is maintained while the spectrometer is re-
moved. Next, the target is arranged at such a distance from the lens that a sharp image is
re-created. This distance can easily be measured geometrically, and we estimate the accu-
racy of the method to be better than 5 cm. In order to determine the complete optical path
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inside the instrument, the distances E to F and F to I are measured with a conventional
ruler and added to the distance calculated with the previously explained method.

Length Old New
(cm)

Difference
abs(new− old)/old

Lamp to first tracking mirror 400.0 430.0 7.5 %

(note: deliberate ad-
justment)

First tracking mirror to spectrome-
ter housing entrance

38.0 33.0 −13.2 %

Spectrometer housing entrance to
detector

58.0 74.0 +27.6 %

Table 8.1: Description of the main changes in the path distance used in the past and the current
ones.

In Table 8.1, the old and new results for the relevant distances are presented. Note that
the distance between lamp and first tracker mirror has been changed deliberately. The
corrected other two contributions to the total path length, which are used for the proper
calculation of the H2O partial pressure, have been considered in the reanalysis of the
old lamp measurements. For the analysis of the lamp measurements after mid-January
2020, the updated values as provided in Table 8.1 have been used. The effect on the ILS
parameters via the resulting change in H2O partial pressure is small, but detectable. We
discuss this effect in Section 8.3.1.

8.1.2.3 Measurement procedure

Before the collection of measurements, the tracking mirrors (elevation and azimuth) are
carefully adjusted in order to centre the lamp image on the field stop. The image of the
lamp needs to surpass the field stop’s diameter. This procedure is conveniently carried
out using the camera, which is incorporated in the spectrometer for controlling the solar
tracking.

8.1.3 Data acquisition and improved processing

Before the interferograms are recorded (either with or without the cell in the path), the pre-
gain and gain settings of both detectors are checked. The manufacturer’s data acquisition
software OPUS is used to perform the measurements and to process the DC-coupled
interferograms. Ten double-sided full-resolution scans recorded with 10 kHz scan speed
are co-added into one averaged interferogram, and 30 to 40 averaged interferograms of
this kind are recorded in total to achieve a spectral signal-to-noise ratio in the range of
2000 to 3000; see Section 8.5.3. As the DC level of the EM27/SUN is slightly variable
as a function of optical path difference, a DC correction is applied (because the solar
observations also undergo a DC correction). The resulting spectra are normalized to about
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unity in the spectral range required for the ILS analysis and are stored with a zero-filling
factor of 8 to support the visual inspection of the spectral fit quality.

8.1.3.1 Required auxiliary data

In order to correctly derive the H2O column and ILS parameters, pressure and tempera-
ture need to be measured, both inside the instrument and outside in the laboratory. The
temperature inside the spectrometer is recorded using the sensor built into the spectrom-
eter by the manufacturer. The temperature of the laboratory air is recorded using digital
thermometers offering 0.8 ◦C accuracy (Lutron MHB-382SD data loggers or thermo hy-
grometer barometers of type PCE-THB 40 were used). While in the previous data analysis
the pressure readings of the aforementioned portable sensors were used, we migrated for
the analysis of new measurements as well as for the re analysis of previous measurements
to the pressure record from the nearby meteorological tall tower. This tower is operated
by the Institute for Meteorology and Climate Research – Department Troposphere (IMK-
TRO), see Kohler, Metzger, and Kalthoff (2018). The pressure sensor used at the tower is
calibrated in regular intervals, and the data accuracy is expected to be within 0.5 hPa. The
tower is located at a distance of about 800 m from our laboratory. We apply a barometric
correction to the pressure data measured at the tower, as the elevation of the laboratory
is higher than the location of the pressure sensor by approximately 11 m.

8.1.3.2 Data processing

For the retrieval of the ILS parameters, the LINEFIT software version 14.8 (Hase, Blu-
menstock, and Paton-Walsh, 1999) is used. In order to retrieve the H2O column, a simple
two-parameter ILS model is utilized as described in Frey et al. (2015). The main extension
in the retrieval set-up is that the ILS is now characterized for both the primary and the
CO channel. Two different spectral regions are therefore investigated as shown in Figure
8.3. The previously used spectral window covers 7000–7400 cm−1, and the newly added
window covers 5275–5400 cm−1. The latter window resides in the spectral overlap region
covered by both detectors, allowing a check for a possibly degraded ILS of the CO channel
with respect to the primary channel, because in this spectral window the retrieval of ILS
parameters can be performed from both main channel and CO channel spectra. A dedi-
cated check of the CO channel seems advisable, because the primary channel is used as
the reference for the interferometric alignment, while the CO channel is only adjusted to
match the alignment of the primary channel. By comparing the ILS parameters retrieved
from the same spectral window, biases introduced by spectroscopic inconsistencies cancel
out. Therefore, according to the new scheme presented here, three sets of ILS parame-
ters are retrieved, and the two additional retrievals performed in the new window are
introduced for recognizing a potential misalignment of the CO detector.

8.1.3.3 Empirical update of H2O spectroscopic data

For the previous ILS analysis, the H2O line list provided by HITRAN version 2008 (in-
cluding the corrections introduced in 2009) with some minor empirical adjustments was
used. The work presented here uses a considerably revised line list. The HITRAN 2016
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Figure 8.3: Typical spectra for both channels, obtained with the COCCON reference instrument
SN37 on 19 March 2021. The highlighted regions (a) and (b) are the spectral windows
used for the ILS retrievals.

H2O list served as a starting point for fitting empirical H2O line parameters in the two
relevant spectral regions using a pair of high-resolution open-path spectra recorded with
the Bruker IFS125HR spectrometer of the TCCON station Karlsruhe. The air condition-
ing system of the laboratory container housing the spectrometer was used to adjust the
air temperature to 15 and 30

◦C, respectively. We assume that this span largely covers
the conditions of laboratory ILS measurements. The pair of spectra were then used for a
multi-spectrum fit of empirical H2O line parameters using the LINEFIT software with a
wrapper for adjusting the line parameters. Line intensities, line positions and broadening
parameters were adjusted (the ratios of the self and foreign broadening parameters were
maintained as reported in the HITRAN line list). The fit residuals of the high-resolution
spectra after the empirical adjustment are shown in Appendix A (see Figures A.1 and Fig-
ure A.2). In order to avoid a significant bias between the ILS parameters reported by Frey
et al. (2019) and the results of the reanalysis presented here, a global scaling factor was
determined and applied to the new pressure broadening parameters. As expected, the fit
quality of EM27/SUN open-path spectra using the new empirical line list are significantly
improved, as discussed in Section 8.3.1.

8.2 use of a cell filled with a c2 h2 –air mixture for ils characteriza-
tion

In addition to the refinements introduced in the open-path method, a new gas cell was
developed and has been used in parallel with the open-path measurements. This chapter
presents the details of the cell.
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8.2.1 Cell components

This new method developed for measuring the ILS for EM27/SUN instruments uses a
gas cell filled with C2H2. This gas is a good choice, because it is easily accessible and easy
to handle, and because it offers a strong absorption band at 6550 cm−1, a spectral region
largely free from H2O contamination. In the context of calibration work for TCCON, ex-
perience with C2H2 has already been collected (see Section 8.2.2). The cell has an effective
length of 200 mm and an internal diameter of 30 mm. Wedged fused silica windows are
glued to the slightly angled end surfaces of the cell body. The cell is closed with a Teflon
valve stem, sealing against a Schott Duran valve body. A temperature sensor is attached
to the cell in order to monitor this variable during the experiment. To fix the cell into the
lamp beam at the level of the tracker beam, a simple support has been built as shown in
Figure 8.4 c). A cardboard screen is used to limit the heating of the cell body by the lamp.

Figure 8.4: The set-up of the cell measurements and the cell components used in this study are
shown in (a), (b) and (c), respectively.

8.2.2 Cell content and calibration

A different cell, which is pressure-monitored and filled with 300 Pa of pure C2H2, is used
at the TCCON station Karlsruhe for calibration work on the sealed HCl cell as used
by the TCCON network; this cell and its application is described in Hase et al. (2013).
Inspection of the fit residuals of high-resolution C2H2 spectra recorded with the IFS125HR
spectrometer indicates that in particular the line positions of the HITRAN 2016 line list
are slightly imperfect, so the line positions have been adjusted. This improved empirical
C2H2 line list is also applied to the low-resolution work presented here.

For low-resolution measurements, we require a higher filling pressure, as pressure
broadening is needed to generate absorption lines of sufficient area. In the Doppler limit,
even saturated lines generate a very weak signal in the convolved spectrum, because such
lines are spectrally much narrower than the ILS of the EM27/SUN spectrometer. Using
an available cell body of 200 mm length, a pressure on the order of 100 hPa was found to
be a reasonable choice.

After filling of the cell, a pair of high-resolution reference cell spectra were recorded us-
ing the IFS125HR spectrometer at temperatures around 288 and 303 K. From these spectra,
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the amount of C2H2 contained in the cell was retrieved, which also sets the C2H2 partial
pressure for a given cell temperature. Next, assuming an ideal ILS for the IFS125HR spec-
trometer, the relevant cell parameters were retrieved using LINEFIT. The results for C2H2

total and partial pressure are provided in Table 8.2. While the partial pressure results
from the measured line area follow the ideal gas law, the retrieved total pressure which
minimizes spectral residuals deviates from the ideal gas law. It should not be regarded
as a physical parameter, and it is used to compensate for various imperfections (reported
values of self and foreign pressure broadening parameters and their temperature depen-
dence, possible air contamination in the cell, etc.). For adjusting these parameters to other
working temperatures, we apply a linear interpolation in both tabulated parameters of
the total and partial pressure.

T [K] ptot [hPa] ppart [hPa]

288.2 138.0 121.8

303.2 147.8 128.1

Table 8.2: Measured variables in the cell with respect to the IFS125HR spectrometer at Karlsruhe
TCCON station.

8.2.3 Measurement set-up

When the cell is positioned in the open-path set-up, we maintain the 4 m distance between
the lamp and spectrometer. This does not bring in complications, because the H2O lines
superimposed to the observed C2H2 band are sufficiently weak. Therefore, we can easily
go back and forth between the open-path and cell configuration. The C2H2 cell introduces
a slight beam deviation because the window wedges do not fully compensate, but the
camera incorporated in the EM27/SUN can be conveniently used for realigning the image
of the lamp collimator on the spectrometer’s entrance field stop. After the warm-up phase
of the spectrometer discussed in Section 8.1.2.1, 10 to 16 interferograms are collected using
a 10 kHz scan speed (each interferogram comprised of 10 co-added scans).

8.2.4 Error budget of the cell measurement for measuring ILS parameters of the EM27/SUN
spectrometer

With the spectral noise level achieved by applying the measurement procedure outlined
in Section 8.3.3, the propagation of spectral noise into the retrieved ILS parameters turns
out to be a negligible contribution. The error budget of the ILS parameters is dominated
by the knowledge of the gas cell temperature, which might vary while the measurement
is performed and across the cell body. We assume that the knowledge of cell temperature
during the measurement is on the order of 1 to 2 K. A change in the temperature by 1 K
changes the retrieved modulation efficiency amplitude by about 0.25 %. The empirical cell
pressure parameters described in Section 8.2.2 used for the analysis of cell spectra also
suffer from experimental uncertainty. The IFS125HR spectrometer might deviate slightly
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from an ideal spectrometer, and the analysis of the spectra used for the calibration of
the cell parameters suffers from imperfect measurement of cell temperature. In the subse-
quent application of the cell, we estimate an uncertainty of the cell pressure parameters
on the order of 0.5 %, which produces a systematic error contribution of about 0.36 %.
Table 8.3 summarizes the error budget of the cell measurement.

Error source Uncertainty Propagation on MEA

Spectral signal-to-noise ratio 2000 1.5× 10−4

Temperature 1 K 2.5× 10−3

Empirical cell pressure pa-
rameters
(systematic error contribu-
tion)

0.5 % 3.6× 10−3

Table 8.3: Estimated error budget of the MEA (modulation efficiency amplitude) ILS parameter
for the C2H2 cell measurement procedure.

8.2.5 Data acquisition and pre-processing and final processing

The OPUS software provided by the manufacturer Bruker is used to collect the interfero-
grams. The settings used for their acquisition are the same as for the open-path method.
Once the interferograms are recorded, they are pre-processed using OPUS in the same
way as explained in the open-path method; namely a DC correction is included. After
generating a spectrum, the ILS is retrieved using LINEFIT 14.8. Figure 8.5 shows an open-
path spectrum recorded with the C2H2 cell inserted in the beam. The C2H2 band located
in the wavenumber range 6450–6630 cm−1 is utilized for the retrieval of ILS parameters.

8.3 discussion of open-path results

In this section, we will discuss the results of the open-path measurements, achieved by
applying the improved and extended methods introduced in Section 8.1. Firstly, we apply
the new refined analysis procedure to the open-path measurements collected by Frey et al.
(2019), and we compare the results of this reanalysis with the previously reported results.
Next, the results derived from the standard spectral window are compared with results
obtained using the micro window in the spectral overlap region, which is accessible by
both detectors. As described in Section 8.1.3, this additional spectral micro window was
implemented for detecting a potential misalignment of the CO detector element. This
performance test was not included in the previous open-path recipe. Finally, our best es-
timate of the instrumental line shape parameters is provided for all tested spectrometers.
The table summarizing the revised results contains the revised values for those spectrom-
eters investigated in the study by Frey et al. (2019) and new results for the spectrometers,
which have been calibrated since then.
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Figure 8.5: An open-path spectrum recorded with the C2H2 cell inserted in the beam. The spec-
trum was recorded using COCCON’s EM27/SUN reference spectrometer SN37. The
insert shows a zoom-in of the wavenumber range used for the retrieval of ILS parame-
ters from C2H2.

8.3.1 Reanalysis of previous open-path measurements

Figure 8.6 shows, for all spectrometers treated in the work of Frey et al. (2019), the old
and newly derived modulation efficiency amplitudes (MEAs), the phase errors (PEs), the
new-minus-old differences for both quantities and the empirical standard deviation of the
spectral residuals. The use of the revised H2O line list significantly reduced the spectral
residuals. Figure 8.7 shows an excellent correlation between old and new MEA and PE
(R2 = 0.95) results. Figure 8.8 a shows that due to the empirical calibration of the H2O
broadening parameters mentioned in Section 8.1, only a small bias in MEA is seen, the
mean of the new MEA results being higher by 0.04 %. Figure 8.7 b indicates a significant
reduction of PE values; so probably part of the previously diagnosed ILS asymmetry was
introduced by systematic spectral residuals created by the HITRAN 2008 line parameters.
Overall, the revised analysis recipe confirms the results by Frey et al. (2019), as spectrome-
ters showing suspiciously high or low values of MEA or PE versus the average behaviour
retain their characteristics. Although we are confident that the new method, using an
improved line list, a correction of the optical distance (and thereby H2O self-broadening
effects) and more reliable data for the total pressure, is superior to the original method,
the overall effect is only a gradual improvement. The reanalysis of the old spectra is im-
portant mainly in order to avoid a systematic bias of reported ILS parameters between
previous and current calibrations.
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Figure 8.6: Comparison between the old published values (blue star) and the improved ones (black
dotes). The MEA, PE and new-minus-old difference for each spectrometer. The bottom
panel shows the resulting empirical standard deviation of the spectral fit for the old
and the new methods, respectively.

8.3.2 Open-path results for all spectrometers

In this section, the ILS parameters for all spectrometers as retrieved with the improved
analysis procedure are presented. The left panel of Figure 8.9 provides a graphical overview
of these new results, including the reanalysis results for the spectrometers already inves-
tigated by Frey et al. (2019). In total 47 new spectrometers were investigated. As can be
seen from the figure, the results for new spectrometers are in line with the previous work,
but the occurrence of outliers seems reduced (the clearly deviating behaviour of spectrom-
eters 75 and 76 uncovered by the calibration work was later diagnosed to be caused by
misassembled detector baseplates). Presumably, this reflects the gain of expert knowledge
in the fabrication of the EM27/SUN spectrometer type and in the acceptance and calibra-
tion procedures. We suppose that the continued efforts for quality assurance presented
in this work contribute to the high level of consistency achieved in the spectrometers’
characteristics that is apparent today.
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Figure 8.7: (a) Correlation between the MEA obtained with the new and the old methods for the
shortwave standard micro window (SSW). (b) Correlation between the PE obtained
with the new and the old methods. The colour bar represents the serial number (SN)
of the instruments.

Figure 8.8: Box-and-whisker plots showing the statistics of the original data analysis by Frey et
al. (2019) and the reanalysis: median, mean, scatter and interquartile range are pre-
sented. (a) MEA. (b) PE.

8.3.3 Testing the alignment of the CO channel

The addition of a further spectral window to the open-path analysis in the spectral overlap
region covered by both the main and the CO channel allows the extension of the open-
path ILS analysis to the CO channel. The CO channel is an extension of the original design
of the EM27/SUN (Hase et al., 2016). CO is an air pollutant and also useful for the source
apportionment of CO2 emissions. CO is measured by space sensors as Measurement of
Pollution in the Troposphere (MOPITT) (Drummond and Mand, 1996; Drummond et al.,
2010) and the TROPOspheric Monitoring Instrument (TROPOMI) (Veefkind et al., 2012).
Today, all EM27/SUN spectrometers incorporate both detector channels. Therefore, it is
desirable to include a procedure in the calibration which recognizes the potential for a
significant misalignment of the CO detector element with respect to the main detector.
Such a misalignment of the CO detector would generate (1) deviating ILS parameters and
(2) a deviating spectral scaling factor.
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Figure 8.9: Main results for the main (a, c, e, g) and CO detector channels (b, d, f, h) resulting
from the revised open-path method. The modulation efficiency, phase error, rms and
relative difference for the first channel by using SSW and OVR are shown in (a), (c),
(e) and (g), respectively, while the modulation efficiency, phase error, rms and relative
difference for the first and second channels using SSW and OVR are presented in (b),
(d), (f) and (h), respectively.

In this section we compare the consistency of spectral fits in the standard spectral
window (SSW) and in the overlap region (OVR) using the spectra recorded with the main
detector. We compare the retrieved ILS parameters (MEA and PE) and spectral scaling
factors.

8.3.3.1 Consistency of spectral fitting in the standard spectral window and the overlap region

Figure 8.10 (top panel) compares the MEA and PE of retrievals performed in the SSW and
in the OVR using the main detector. The results show good agreement (MEA: R2 = 0.78,
PE = 0.95). It is very interesting to observe that the regression line has a slope significantly
below 1 : 1. Since parameters such as MEA and PE measure fractional wave front errors,
their deviations from the nominal value are indeed expected to increase with increasing
wavenumber. The wavenumber ratio between OVR and SSW is 0.74, while the slope of the
MEA regression line is 0.63, which would support the assumption of a steeper-than-linear
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wavenumber dependence of the MEA parameter (∼ ν1.5). The PE results are compatible
with the assumption of a linear wavenumber dependence.

Figure 8.10: Correlation plots between the MEAs (a, c, e) and PEs (b, d, f). (a, b) The first channel
in the SSW and in the OVR region, (c, d) the first channel in the SSW and the second
channel in the OVR region, and (e, f) the first channel in the OVR and the second
channel in the OVR region. Additionally, the obvious outliers are labelled in order to
assess them.

As can be seen from Figure 8.11, there is a small bias of 0.3 % in MEA between the
primary channel results deduced from the SSW and OVR spectral regions: the values re-
trieved in the OVR are slightly higher than those from the SSW. The PE retrieved in the
OVR is significantly smaller, which might indicate that the revised spectroscopic descrip-
tion of the SSW spectral window – although the new line list reduced the retrieved PE by
a factor of 2 (see Section 8.3.1) – still simulates a spurious PE bias. The spectral fit quality
in the SSW and OVR regions is quite comparable for the primary channel (Figure 8.10,
bottom panels), while the OVR spectral fits to the measurements recorded with the CO
detector indicate a somewhat higher noise level.
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Figure 8.11: Box plots comparison for the three-wavenumber ranges used with the open-path
method showing the MEAs, PEs and rms.

Figure 8.12: Instrumental variation in the spectral scaling factors in each of the spectral windows
used and for both channels.

Figure 8.12 summarizes the results for the spectral scaling factors for both spectral
windows as resulting from the LINEFIT fits. Figure 8.13 a compares the spectral scaling
factors of OVR and SSW fits as deduced from main detector spectra. As one would expect,
the slope is near 1 : 1, and the correlation is very high.
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Figure 8.13: Correlations between the scaling factors derived from OVR and SSW spectral win-
dows using the main channel spectra (a) and using CO channel results for the OVR
spectral window (b).

8.3.3.2 Evaluation of the CO detector alignment using the spectral overlap region

Figure 8.10 (middle and lower panels) shows the MEA and PE correlations as deduced
from the main detector and the CO detector, respectively. Figure 8.10, middle panel, shows
the correlation of MEA between the CO detector (OVR) and main detector (SSW). While
the shallower slope is comparable with the results reported in the previous section, the
correlation between the two different detectors is significantly poorer. There are several
outliers from the MEA regression line: these are spectrometers 39, 42, 53, 75, and 110. In
the PE regression, the five results furthest from the regression line are 50, 94, 110, 111 and
143.

Figure 8.13 b compares the spectral scaling factors of OVR fits for the two CO and
main detectors. While the slope is in excellent agreement with the results derived from
the main detector, there is more scatter (R2 = 0.95). The results for spectrometers 39 and
41 are furthest from the regression line.

In summary, although the correlation of ILS parameters and spectral scaling factors is
noisier between the main and CO detectors, only one consistent outlier appears, which
is spectrometer SN39. Altogether the applied OVR tests do not detect unacceptable mis-
alignments of the CO detector. The relative spectral detuning of SN39 between SSW and
OVR is on the order of 2× 10−6, which, by applying ∆v

v = 1
2 α2 using α ∼ 1.5 mrad, is

equivalent to about one-seventh of the apparent solar diameter. Here α denotes the maxi-
mum inclination of a ray still accepted by the interferometer. The effect of a misadjusted
field stop on spectral scale is discussed by Kauppinen and Saarinen (1992). The major-
ity of spectral detuning results are located within ±1.5× 10−6, equivalent to an angular
misalignment of 1/14 of the apparent solar diameter, which is in reasonable agreement
with the expected alignment precision of the CO detector. Because the air mass reference
is deduced from the oxygen band observed in the main channel, such a misalignment in-
troduces an error in the XCO data. If we assume a misalignment of 1/10 of the apparent
solar disc diameter along the vertical, the resulting relative error in XCO at an 80

◦ solar
zenith angle amounts to 0.5 %.
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8.4 discussion of c2 h2 cell results

In Section 8.2, the construction and calibration of a cell filled with C2H2 are described.
Here, we compare in detail the results obtained from the open-path measurements (OP)
using the H2O lines forming in the laboratory air with those obtained with the cell method.
Because the cell measurements were implemented in the beginning of 2020, only for spec-
trometers tested afterwards are cell results available. The comparison is based on the
standard H2O window covering 7000–7400 cm−1 discussed in Section 8.1 and the C2H2

spectral window covering 6450–6630 cm−1 discussed in Section 8.2, so spectra recorded
with the main detector are used.

8.4.1 Intercomparison of repeated open-path and cell measurements using the reference spectrom-
eter

In order to investigate the stability of both methods, OP and cell measurements were
taken repeatedly under different laboratory conditions using the COCCON reference in-
strument SN37. On a total of 16 d, measurements were performed during February and
March 2021. For each daily set of measurements, included sequential OP and cell mea-
surements were taken within 45 min to ensure the laboratory conditions were comparable.
We collected 15 interferograms for the cell test and 30 for the OP method.

Figure 8.14 shows the internal variability of the results. Both methods seem to offer
similar repeatability. While we do not see a clear advantage of the cell approach from the
comparison in this regard, we need to acknowledge the fact that the C2H2 line widths
are properly calibrated. If we assume that the TCCON spectrometer used to calibrate the
empirical C2H2 cell parameters can be regarded as an ideal reference (see Section 8.2.2),
this finding suggests that the OP MEA results indeed suffer from a systematic low bias of
about 0.015 (1.5 %) and that the ILS performance of the EM27/SUN is on average closer
to the nominal expectation than indicated by the OP measurements (see Figure 8.15).
This adjustment will be included in a future version of the PROFFAST software used by
COCCON for the analysis of atmospheric spectra. The current version of the code uses the
MEA values resulting from the OP measurements, so the currently incorporated values of
the air-mass-independent and air-mass-dependent calibrations are partly mitigating the
bias in MEA.

Even though the cell method does not provide a significant improvement in the de-
termination of MEA and PE values, we plan to maintain the cell measurements in the
calibration procedure. That the cell measurement delivers a column value, which can be
measured with excellent precision and provides an invariant for the comparison of dif-
ferent spectrometers, seems a useful addition. The relative 1-sigma standard deviation of
the C2H2 column indicated by the repeated measurements is 0.0008 % (individual column
results are shown in Figure 8.14c).

8.4.2 Intercomparison of cell results with open-path results

This section summarizes the main results of the ILS characterization for the first channel
by using the OP and the cell method for the spectrometers tested since 2020 (see Fig-
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Figure 8.14: Time series of the MEAs, PEs, C2H2 retrieved column and difference between the
MEAs retrieved with OP and cell method for the COCCON reference instrument
SN37 (a, b, c and d, respectively).

Figure 8.15: Same as Figure 8.8 but for the sensitivity study for the COCCON reference instrument
SN37. Left part of the display: open-path results; right part: cell results.
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ures 8.16–8.18). Figure 8.16 shows the instrumental variation in the MEA and PE, C2H2

column, and rms according to both methods. The MEA retrieved with the cell method
is higher and closer to the ideal ILS in comparison with the OP method, which supports
the finding discussed in the previous section that the cell method retrieves ∼ 1.5 % higher
MEA values. The C2H2 columns do show more scatter between different spectrometers
than the repeated measurements performed using the reference spectrometer, but still is
very low, at a level of 0.0003 %. Figure 8.17 shows the correlation between the OP and the
cell MEA and PE results, and Figure 8.18 shows a statistical comparison. We find a reason-
able correlation, which indicates that despite the tendency that the spectrometers become
more uniform in their characteristics, we are still able to detect – using the described lab-
oratory procedures – actual variations in the MEA and PE values. The sensitivities differ
between the methods: while the slope of the MEA regression line is compatible with our
assumption of a ∼ ν1.5 wavenumber dependence of the MEA parameter (see discussion
in Section 8.3.3.2), the slope of the PE regression line is surprisingly steep, as we would
expect PE to be proportional to wavenumber. However, the spectral scenes are quite differ-
ent; the C2H2 lines offer a significantly smaller width than the H2O lines. Therefore, the
ILS deviations associated with contributions emerging from larger optical path difference
(OPD) will gain importance in the C2H2 spectral fitting. The assumption of a constant PE
might be too coarse and therefore introduces the observed discrepancy between the two
methods. When regarded from this perspective, the continuation of the C2H2 measure-
ments in addition to OP might also become useful for introducing further refinements of
the ILS model in the future. Figure 8.18 summarizes the performance of both methods.
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Figure 8.16: The modulation efficiency as a function of the instrumental SN, phase error, C2H2
column, rms of the spectral fit and the relative difference between the open-path
method and the cell method are presented in (a), (b), (c), (d) and (e), respectively.
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Figure 8.17: Correlations between the MEAs obtained with the OP and cell methods for the first
channel.

Figure 8.18: MEA and rms statistical results from the ILS retrievals by using the OP and the cell
methods for the first channel of the available instruments (left part of the display:
open path; right part: cell).
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8.5 discussion of solar side-by-side calibration measurements

8.5.1 Long-term stability of reference unit

In this section the historic time series of the COCCON reference instrument SN37 is as-
sessed by comparing the main target gases: XCO2, XCO, XCH4 and XH2O with the results
obtained from the high-resolution spectrometer IFS125HR located at KIT Campus North,
which contributes to the TCCON network. Two different kinds of measurements were col-
lected with the IFS125HR spectrometer: standard TCCON measurements using a spectral
resolution equivalent to max. OPD of 45 cm and double-sided low-resolution spectra for
mimicking the EM27/SUN observations (maximum OPD 1.8 cm). The COCCON and the
low-resolution data recorded with the IFS125HR were analysed using PROFFAST, while
the high-resolution spectra were used for generating the official TCCON product using
the GGG software suite version 2014 (Wunch et al., 2015)). Because it provides a very
sensitive indication for instrumental drifts and operation problems, we also investigate
results for XAIR here. This quantity compares the spectroscopically determined dry-air
column as extrapolated from the observed vertical column of O2 VCO2 with the dry-air
column calculated from ground pressure and spectroscopically observed water vapour
column VCH2O, as given in Equation 8.1.

XAIR =
0.2095

VCO2 · µ
·
(

PS

g
−VCH2O · µH2O

)
(8.1)

8.5.1.1 COCCON reference EM27/SUN spectrometer

As mentioned in Chapter 6, Section 6.5.1, the EM27/SUN data is analyzed with PROF-
FAST. It is important in the context of this work that PROFFAST is capable of taking into
account the ILS parameters as determined by the open-path measurements. If this infor-
mation is neglected, additional scatter between the atmospheric trace gas results achieved
with different spectrometers would result, and different gas-specific empirical calibration
factors would result from the side-by-side solar observations for each spectrometer (these
factors are reported in Section 8.5.2).

The EM27/SUN spectrometer SN37 has served as the COCCON reference spectrometer
since 2014. The spectrometer participated in the Berlin campaign (Hase et al., 2015) and
was upgraded with the CO channel in early 2018. Figure 8.19 presents the time series
of XCO2, XCO, XCH4, XH2O and XAIR covering 2015 to the end of 2020. Shown are the
official TCCON data generated with the GGG2014 software suite and data derived from
the low-resolution spectra recorded with the IFS125HR spectrometer and the COCCON
reference spectrometer, respectively, using the PROFFAST code. For the target gases, no
obvious drifts are noticeable between the different data sets. The bias in XAIR between
the TCCON and low-resolution data is due to the trivial fact that XAIR is not generated
as a calibrated quantity by GGG2014, while PROFFAST attempts a normalization to unity.
However, there is a change of XAIR apparent in the COCCON reference data during the
first 4 years, which we investigate further in the next section. We will show that these
changes are small enough not to detectably affect the results of the target gases apart
from XCH4.
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Figure 8.19: Time series of XCO2, XCO, XCH4, XH2O and XAIR measured with the COCCON
reference instrument (blue), from the TCCON station Karlsruhe (derived from high-
resolution IFS125-HR spectra using GGG2014, red) and derived from low-resolution
IFS125-LR spectra (black). The low-resolution measurements were processed with
PROFFAST.

8.5.1.2 Changes of XAIR in time series of reference spectrometer

Figure 8.21 shows the variations in XAIR of the COCCON reference unit with respect to the
low-resolution IFS125HR data. At least two step changes appear, at the end of 2015 and at
the end of 2017. Since 2018, the results appear stable. The step change at the end of 2017 is
very likely associated with the CO channel upgrade of the spectrometer, while the earlier
event might be associated with a realignment of the spectrometer performed in the winter
period after participation of the unit in the Berlin campaign between June and July 2014

(Hase et al., 2015). The analysis of atmospheric spectra collected with the reference unit
was performed twice: in one analysis, it was assumed that the ILS is time independent
(the ILS parameters used for the analysis were derived from averaging the parameters
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from all available ILS measurements performed with the reference spectrometer). In the
other analysis, yearly values for the ILS parameters were applied as deduced from the
available open-path measurements. With the exception of 2015, the XAIR results appear
more consistent if time-dependent ILS parameters are used for the data analysis. In 2015,
only a single ILS measurement was performed and might for some reason be of inferior
quality. A reanalysis of the open-path spectra uncovered at least the use of an erroneous
ground pressure value in the original analysis of this measurement reported by Frey
et al. (2019) and resulted in less anomalous values for the ILS parameters. The revised
set of values (MEA = 0.98417 and 0.98430 and PE = −0.00061 and −0.00068 instead of
MEA = 0.98555 and 0.98940 and PE = −0.00086 and 0.08658) has been used in the current
analysis for the 2014 and 2015 period, but the MEA value is still suspiciously high. The
OP procedures were less refined in the beginning (e.g. no venting of the spectrometer was
performed), so the measurements are less reliable than current OP measurements.

The consideration of the variable ILS brings the XAIR results from 2016 and 2017 in bet-
ter agreement with the more recent results, with only the 2014 to 2015 period remaining
as an outlier. We therefore conclude that the assumption that real ILS changes occurred
in the early years due to instrumental interventions and upgrades is the best choice. The
results shown in Figures 8.19, 8.20 and 8.22 all refer to the analysis run using the variable
ILS parameters.

Figures 8.20 and 8.22 investigate the correlation of the retrieved dry-air mole fractions
between the reference spectrometer and the data derived from IFS125-LR measurements.
While no significant changes are detectable for XCO2, XCO and XH2O, the XCH4 regres-
sion line in Figure 8.20 is shallower than the 1 : 1 line. Figure 8.22 investigates the correla-
tion year by year. Again, the changes for XCH4 become apparent. We therefore assume for
the XCH4 time series from the COCCON reference unit the existence of a non-negligible
drift over the first years. We assume that the reference spectrometer has reached a stable
configuration since 2018, and during this period we use the XCH4 side-by-side results
without further corrections. Before this period, we derive from Figure 8.22 the existence
of a low bias of the reference unit and therefore apply a low XCH4 bias of the reference
unit of 0.0001 during 2017, 0.0002 in 2016, and 0.00135 in 2015 (relative detuning of XCH4

calibration). The instrument-specific XCH4 calibration factors provided in Section 8.5.2
take these corrections of the reference unit into account.

The variable bias of the reference unit’s XCH4 despite the fact that a time-dependent
ILS is used in the data analysis might indicate that the ILS model currently used by
PROFFAST is too simple or that the assumptions made on the wavenumber dependence
of the ILS parameters are incorrect (the current version of PROFFAST assumes a lin-
ear wavenumber dependence for MEA and PE while the open-path analysis suggests a
quadratic dependence for MEA; see Section 8.3.3.1) or that additional influencing factors
are affecting the trace gas results.

8.5.2 Empirical XGAS calibration factors for all tested spectrometers

To harmonize the retrieved species when using any COCCON spectrometer, empirical
instrument-specific calibration factors for XCO2, XCO, XCH4 and XH2O are calculated
from the side-by-side solar measurements with the reference spectrometer SN37. The in-
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Figure 8.20: Correlations between XCO2, XCO, XCH4 and XH2O between the ones retrieved by
using the COCCON reference and the IFS125-LR low-resolution data (left panels) and
between COCCON reference and TCCON station (right panels).

struments are set up on the seventh floor at the Meteorology and Climate Research –
Atmospheric Trace Gases and Remote Sensing (IMK-ASF) building located at KIT Cam-
pus North (49◦05′38.7′′N, 8◦26′11.5′′ E, 134 m a.s.l.). After the measurements are taken,
the data are processed using the PROFFAST software. In this processing, the ILS parame-
ters derived previously from OP measurements are included for both spectrometers, the
spectrometer under test and the reference unit. Ideally, the resulting gas abundances mea-
sured by the spectrometers would be found to be identical. The residual biases give rise
to instrument-specific empirical calibration factors that are reported in the following for
each spectrometer and target gas. These empirical adjustments consider all remaining in-
strumental imperfections which are not properly quantified in the calibration process or
not properly reflected in the trace gas analysis.
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Figure 8.21: Correlations for the retrieved XAIR by using the instrument SN37 and IFS125-LR.
Panel (a) shows the results of the analysis of atmospheric spectra under the assump-
tion of a constant ILS, and (b) shows the results under the assumption of a variable
ILS (ILS parameters adjusted on a yearly basis).

Figure 8.22: Correlations between the species: XCO2, XCO, XCH4 and XH2O retrieved with the
COCCON reference instrument and the TCCON instrument in low-resolution mea-
surement mode in each row (top-down), respectively, treated separately by year from
2015 to 2020 in each column for each species.

The correction factors are defined in Equation 8.2, where the KSN
gas is the correction

factor and Xno-corr
gas is the dry-air amount of a defined gas without any correction for a

defined gas and instrument. The correction factors are calculated by comparing a defined
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gas retrieved with any EM27/SUN instrument with the reference instrument; a linear fit
forced to zero intercept is performed, and then the slope is taken as its value.

Xcorr
gas = KSN

gas · Xno-corr
gas (8.2)

Figure 8.23 shows and lists the empirical calibration factors for XCO2, XCH4, XCO and
XH2O for each spectrometer investigated. Several spectrometers were calibrated repeat-
edly, in such cases the values are mean values. The table also provides the XAIR value for
each spectrometer. While the Xgas values are derived from the measurements taken with
the spectrometer under test and the reference unit, the XAIR result is independent of the
reference unit.

Figure 8.23 provides a graphical overview of the tabulated values. The 1-sigma error
bars are shown if several calibrations were performed on a spectrometer. Similar to what
has been observed and discussed before for the ILS parameters (see Section 8.4.1), a trend
towards improved consistency of the calibration factors is suggested, especially for XCO2

and XCH4. XCO is a very weak absorber, and therefore the scatter is largely dominated
by residual channelling (Blumenstock et al., 2021), which continues to show variable char-
acteristics between individual spectrometers.

8.5.3 Spectral signal-to-noise ratio of the EM27/SUN spectrometers

In order to assess the distribution of the spectral signal-to-noise ratio (SNR) of different
instruments, these values were calculated for both solar and laboratory spectra. For both
cases the SNR is calculated for several spectral windows covering both detector channels.
The procedure applied is based on the formula described in the Bruker OPUS © software
manual (Bruker, 2017); the SNR is calculated from the ratio of two consecutively mea-
sured spectra. A wavenumber region largely free of absorption gases lines is selected. A
parabola is fitted to the ratio spectrum in the investigated spectral window and serves
as a nominal signal. The rms of the fit residuals is calculated. This rms value is divided
by
√

2 to deliver the SNR of a single spectrum (because a pair of spectra is used in the
procedure). The wavenumber ranges used for each kind of measurements in each channel
are provided in Table 8.4. It is important to mention that for the evaluation of the SNR
in solar measurements, two spectra recorded during noontime were selected in order to
minimize the variability of the solar zenith angle and to use spectra recorded when solar
intensity is maximal. For both solar and laboratory open-path spectra, 10 scans recorded
with 10 kHz scan speed were coadded (total integration time 1 min).

In Figure 8.24, the SNR values in the selected spectral regions and both kinds of mea-
surements – open-path and solar – are presented. For the solar measurements higher
scatter of the SNR is found in comparison with the OP laboratory measurements, which
are more consistent. The SNR values of the solar measurements show a much stronger cor-
relation between the two channels than the SNR values of the open-path measurements
(see Figure 8.25). This higher level of correlation is expected if the variable SNR is due to
variable weather conditions. Therefore, the SNR values deduced from the open-path mea-
surements are better suited as an indicator of the SNR performance of each spectrometer.
However, even for the laboratory measurements we expect some artificial variability, as
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Figure 8.23: Correction factors for XCO2, XCH4, XCO and XH2O from left to right, respectively,
calculated for all EM27/SUN spectrometers. The error bar represents the standard
deviation, and it is shown only for the instruments with more than one side-by-side
measurement in Karlsruhe. The dashed line represents the ideal value "1.0" (practi-
cally realized by the COCCON reference spectrometer SN37).
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Type of Instrument’s Wavenumber range

measurements channel used [cm−1]

Solar First 6515–6415

Second 4500–4400

OP at laboratory First 6200–6000

Second 4500–4300

Table 8.4: Description of the wavenumber region utilized for each channel and for each kind of
measurement.

Figure 8.24: Instrumental distribution of the SNR for both channels with both kinds of measure-
ments: solar and OP in the laboratory.

Figure 8.25: Correlations of the SNR obtained in channels 1 and 2, for the solar and OP measure-
ments in (a) and (b), respectively. In (a) the colour code represents the month of the
year when the solar measurements were carried out, for demonstrating the absence
of an obvious seasonal signal in the SNR characteristics. In (b), the colour code rep-
resents the instrument’s serial number because these measurements are carried out
under controlled laboratory conditions by using a lamp as a light source. There might
be a slight tendency towards higher SNR in recently built spectrometers.
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the preamplifier stages are not identical. As a consequence different pre-gain and gain set-
tings were used for optimally exploitation of the analog-to-digital converter (ADC) range.
Nevertheless, we can conclude that the SNR typically achieved by the EM27/SUN in a so-
lar spectrum spans the 3000 to 10 000 cm−1 range, and the SNR of a laboratory open-path
spectrum is in the 2000 to 4000 cm−1 range for the main channel and 1000 to 3000 cm−1

for the CO channel.

8.5.4 Effects of improved calibration procedures on XCO2 calibration

Ideally, the explicit description of the instrumental characteristics from the nominal be-
haviour as resulting from the calibration procedure would remove any discrepancy be-
tween XGAS results derived from different EM27/SUN spectrometers. Instrument-specific
calibration factors for each gas as shown in Figure 8.23 would not be required (they would
have identical values across different spectrometers). In practice, this is not achievable; in-
stead, the values should be reported and used in the retrieval work. This is due to the
fact that (1) the use of instrument-specific ILS parameters very likely does not cover all
kinds of possible instrumental imperfections and (2) the ILS description resulting from
the calibration procedure itself has limited accuracy.

This opens up a way to test for verifying progress made in the calibration procedure; as
such, progress is expected to make the resulting XGAS calibration factors more uniform
across different spectrometers. However, the quality of the XCO calibration is limited by
other factors not treated in this work: the main impact factor being weak channelling
in the spectra (Blumenstock et al., 2021), because CO is a very weak absorber. In case
of XCH4, we unfortunately face the drift of the reference spectrometer calibration dur-
ing the early years; see Section 8.5.1. Therefore, the instrument-specific XCO2 calibration
factor appears to be the best available diagnostic. Table 8.5 provides the scatter of the
gas-specific calibration factor for XCO2 between different spectrometers following three
different recipes: (1) assuming nominal ILS parameters, (2) using the ILS parameters of
the previous work by Frey et al. (2019) and (3) using the ILS results obtained in this study.
The numbers indicate that either method developing instrument-specific ILS parameters
delivers more consistent calibration factors than the "nominal ILS" assumption, and the
refined calibration approach creates the least amount of scatter.

Procedure Empirical standard deviation of

XCO2 calibration factors

between different spectrometers

Nominal ILS 9.49839× 10−4

ILS results from 8.56409× 10−4

Frey et al. (2019)

ILS results from this work 7.16057× 10−4

Table 8.5: Impact of ILS parameters on XCO2 calibration factors (this statistic encompasses the
subset of spectrometers that has been treated in the study by Frey et al. (2019).
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C O C C O N O B S E RVAT I O N S I N S T. P E T E R S B U R G A N D
Y E K AT E R I N B U R G R U S S I A

Part of this thesis work was done within the work packages (WP) two and three of the
EU project VERIFY (https://verify.lsce.ipsl.fr/, last access: 21 August 2022), aim-
ing to quantify and estimate the anthropogenic and natural GHG emissions based on
atmospheric measurements, emission inventories and ecosystem data.

This chapter presents the most important results of the COCCON observations carried
out in Russia. In general terms, this chapter is divided into two major studies: (1) The
COCCON results obtained during the EMME campaign in 2019 are used for the calcu-
lation of the emission rates of St. Petersburg and compared with the available bottom-
up values (see (Makarova et al., 2021)). Furthermore, (2): The ground-based results ob-
tained during the "long-term" campaigns in Peterhof and Yekaterinburg are compared
with space-based observations and model data available for XH2O, XCO2, XCH4 and
XCO.

9.1 stability of the coccon spectrometers during the campaign period

Measurements of very high precision and accuracy are required for correctly retrieving
the columnar GHG abundances in the atmosphere, which can be well achieved with the
portable EM27/SUN spectrometer.

The two instruments were checked, characterized, and calibrated. The residual instrument-
specific calibration factors of XCO2, XCO, XCH4 and XH2O with respect to the COCCON
reference were determined, similarly to described in Chapter 8; this was done to ensure
the optimum level of accuracy, prior to the campaign, The calibration procedures were
repeated after the campaign to demonstrate the stability of the spectrometers.

9.1.1 Instrumental line shape (ILS) characterization

A vital step for achieving optimal instrumental performance is the laboratory calibration
described in Chapter 8. The instrumental stability and performance during the campaign
period were assessed via ILS characterization prior to and after the measurement period
at KIT Germany. The modulation efficiency and phase error obtained for both instruments
are shown in Table 9.1.

9.1.2 Side-by-side measurements

After the instruments were calibrated, side-by-side solar measurements between the in-
struments used in the campaign (FTS#80 and FTS#84), the COCCON reference, and the
TCCON spectrometer operated at the same location were carried out at KIT, as described
in Section 8.5. Such measurements occurred before (18 and 19 April 2018) and during the

https://verify.lsce.ipsl.fr/
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Instrument Date M.E. Phase error

FTS#80 17 April 2018 0.9865 −0.00275

4 June 2020 0.9861 −0.01295

FTS#84 27 March 2018 0.9900 −0.00009

4 June 2020 0.9871 0.00083

Table 9.1: MEA and PE calculated before and after the campaign for instruments FTS#80 and
FTS#84.

Figure 9.1: Side-by-side measurements before the instruments were shipped to Russia. Compar-
isons between COCCON reference FTS#37, and instruments FTS#80 and FTS#84.

campaign(12 April 2019). The latter cross-checked whether the instruments kept the same
behavior and performance. These results can be seen in Figures 9.1 and 9.2, respectively;
the correction factors are listed in Table 9.2.

From the measurements shown in Figure 9.1, the correction factors for XCO2, XCO and
XCH4 measured by the two instruments are calculated as described in Section 8.5. These
results are averaged and later used for scaling the results for each of the retrieved GHGs
analysed in this study as presented in Table 9.2.

9.2 emme campaign

9.2.1 General idea and aim

The EMME campaign is described in detail by Makarova et al. (2021), and here we summa-
rize only the most relevant details of it. Because this campaign aimed to quantify the CO2

emissions; CO/CO2 emission ratios; and the estimation of the CO2, CH4, and CO fluxes,
two mobile COCCON FTIR spectrometers were used in order to retrieve the required
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Figure 9.2: Side-by-side measurements during the campaign but only with instruments FTS#80

and FTS#84.

Instrument Date XCO2 factor XCH4 factor XCO factor

FTS#80 18–19 April 2018 0.99988 1.00013 1.00636

31 October 2020 0.99981 1.00042 1.00264

Absolute drift 6.765× 10−5 2.966× 10−4 3.721× 10−3

Used value 0.99984 1.00028 1.00450

FTS#84 18–19 April 2018 0.99990 0.99987 1.00748

13 June 2021 0.99967 0.99953 1.00171

Absolute drift 2.242× 10−4 3.333× 10−4 5.774× 10−3

Used value 0.99978 0.99970 1.00460

Table 9.2: Correction factors for instruments FTS#80 and FTS#84. The italicized values show the
small drift of the instruments and the used values on the analysis.

GHG species. These instruments need to be deployed in up and downwind directions
within the St Petersburg city ring1, which was the federal highway A-118, see Figure 9.3.

1 For this campaign the city ring is delimited by the federal public highway A-118, more information can be
found in https://en.wikipedia.org/wiki/Saint_Petersburg_Ring_Road, last access: September 03, 2022

https://en.wikipedia.org/wiki/Saint_Petersburg_Ring_Road
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Figure 9.3: Map describing the positions of the instruments based on the wind direction

9.2.2 Daily set-up on a predicted sunny day

9.2.2.1 Initial instrumental deployment

Two teams took care of each spectrometer and carried out the measurements. Because the
instruments required sunlight, they were not deployed for continuous measurements but
only when good-weather conditions were forecasted; additionally, an essential key point
was the forecasted wind direction which gave the initial deployment site. The instruments
were stored at the Atmospheric Remote Sensing Laboratory of Saint-Petersburg State
University, located in Peterhof (59.88°N, 29.83°E), which is ≈ 35 km southwest of the city
center. This location was the initial and end point for a measurement day, which means
that the instruments need to be moved roundtrip from here to the selected up/downwind
location for each spectrometer.

Due to the enormous logistic arrangements required for a single day of measurements,
the instruments were not deployed randomly relaying only on the wind forecast of the
previous day. Instead, a set of possible locations (up and downwind) were selected based
on the historical wind data of St. Petersburg, the accessibility with cars, and convenience,
as shown in Figure 9.4. Two of them were selected as positions of the COCCON spec-
trometers one day before based on two prediction tools: (1) the wind forecast and (2)
the orientation of the city’s NO2 plume as modeled by HYSPLIT (HYbrid Single-Particle
Lagrangian Integrated Trajectory) (https://www.ready.noaa.gov/HYSPLIT_traj.php, last
access: 22 August 2022).

9.2.2.2 Hysplit NO2 plume forecast

The second prediction tool used during the campaign was the NO2 plume forecast calcu-
lated with HYSPLIT on the previous day. For a better illustration, here, April 04, 2019, is

https://www.ready.noaa.gov/HYSPLIT_traj.php


9.2 emme campaign 128

Figure 9.4: Map showing all posible positions of the instruments based on the historical wind
direction and the technical and practical convenience

taken as an example. The results for that day are presented in Figure 9.5, which, together
with the wind prediction, helped to choose the locations shown in Table 9.3.

Figure 9.5: Hysplit NO2 forecast for April 04, 2019.
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Date of Outside the city plume Inside the city plume DOAS

2019 mobile

Loc FTS SN Loc FTS SN

21 March A1 80 B7 84 no

27 March A2 84 B2 80 yes

1 April A2 84 B2 80 yes

3 April A1 84 B3 80 yes

4 April A5 84 B3 80 yes

6 April B7 84 A2 80 no

16 April A2 84 A5+ 80 yes

18 April B3 80 A5, A6+ 84 yes

24 April A2 84 B2 80 yes

25 April B3 80 A5 84 yes

30 April B2 80 A2 84 yes

Table 9.3: Description of the spectrometer location deployment for each campaign day in 2019.
Each instrument’s location (Loc) is denoted by a letter and a number described in Figure
9.4. Finally, the availability of Mobile DOAS measurements is stated.

9.2.2.3 Zenith DOAS near-real time total NO2 along city ring

During a measuring day, once the mobile FTS were set up following the two prediction
tools, mobile zenith DOAS measurements were carried out to derive the NO2 total column
flux over the city in a near-real time manner. The last result was used to derive the actual
plume orientation and helped to move one or both instrumFents in case these results
differed from the predictions. As an example and following the previous one, the NO2

total column around the city ring for April 04, 2019, is shown in Figure 9.6; luckily, the
results were in good agreement with the wind forecast, and the HYSPLIT simulated NO2

plume.

9.2.3 COCCON’s results

Following this approach, 11 successful measurement days were carried out from March to
April 2019. An overview of the collected COCCON data is presented in Figure 9.7; espe-
cially, the enhancement observed on 25 April 2019 is remarkable. This measurement day
is presented as a plume transport event in a city-scale domain detectable by TROPOMI in
Section 9.3.



9.2 emme campaign 130

Figure 9.6: NO2 total column over the city ring retrieved with mobile zenith DOAS for April 04,
2019.

Figure 9.7: General overview of the full campaign results collected with the COCCON spectrome-
ters.

9.2.4 Flux estimations based on COCCON’s results

9.2.4.1 Mass-balance approach

A simple column model based on the mass balance approach (Jacob, 1999) is used in
this section to calculate the anthropogenic emission strengths of CO2, CH4, and CO in St.
Petersburg.

The built model is purely based on Lagrangian-trajectory dispersion assumptions. Here
the emitted particles are transported away from their origin point by the interpolated
wind, see Figure 9.8.
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With this simple model, the development of a well-mixed column of air that extends
from the surface to an altitude h (mixing depth) and travels along the surface can be
tracked. Furthermore, in order to correctly used this approach during the transport event,
several conditions need to be met:

• The mass exchange with the air above the altitude h is considered negligible.

• Wind speed and direction are constant.

• The extra/interpolated wind vector describes the actual atmospheric state.

• The gas emission remains constant, and there is no accumulation.

• Lifetime of the trace gases much longer than transport time.

Figure 9.8: Illustration of the main components of the column model utilized for the areal fluxes
calculations based on COCCON’s observations in two and one dimension respectively.

If all the conditions mentioned above are fulfilled, the area flux can be determined by
using the Equation 9.1

∆XG = Xd
G − Xu

G =
L
Ū
× EG

Coldry−air
(9.1)

Where ∆XG is the mean column-averaged dry air mole fraction difference between the
amounts retrieved by the down-and-up-wind spectrometers (Xd

G − Xu
G), EG is the mean

area emission flux along the line crossing St. Petersburg urban area, L is the mean value
of the transect, Ū is the mean wind velocity in the horizontal plane, and Coldry−air is the
mean column of dry-air, which can be calculated by using Equation 9.2.

Coldry−air =
Pgnd

g× (µAir + XH2O× µH2O)
(9.2)
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Where Pgnd is the ground pressure in [Pa] units; g is the gravitational acceleration in
m/s2 units; and µAir and µH2O are calculated from the atomic mass unit (amu) and the
weight of the molecule, measured in amu units.

As Equation 9.1 dictates, wind speed, direction, and transect distance must be available
for the areal flux calculations. The values used in this thesis are described as follows:

wind data source : While Makarova et al. (2021), used wind data from: (1) the
Global Data Assimilation System (GDAS) from the Global Forecast System (GFS) of the
National Centers for Environmental Prediction (NCEP) model, and (2) from HYSPLIT. For
the results presented in this thesis, ERA5 has been used. ERA5 is the fifth generation of at-
mospheric global climate reanalysis produced by the European Centre for Medium-Range
Weather Forecasts (ECMWF) (Setchell, 2020).

ERA5 data has a horizontal resolution of 30× 30 km2, provides values on 37 pressure
levels covering 1 hPa to 1000 hPa, and has a temporal resolution of 1 hour. Based on this
information, the wind data has been taken to an altitude corresponding to half of the
estimated daily boundary layer height2 closest to the FTIR observations.

Finally, the wind utilized for the areal flux calculations has been averaged within the
FTIR observation period.

air parcel path length : A critical step that requires an enormous amount of work
is the estimation of the air parcel transect within the sources L, in this case, the St. Pe-
tersburg city ring. In this thesis, a simple approach was used to daily estimate this value,
which considered the wind direction, the position of the downwind spectrometer, and
the road city ring as a boundary of the box and, therefore, the limits of the anthropogenic
emission area. The wind direction and the position of the downwind spectrometer helped
to find an infinite line that went through the city center and the instrument; this line was
cut based on the box used, i.e., the ring road A118 shown in Figure 9.3. Finally, L is the
distance of that straight line.

9.2.4.2 Area fluxes results and comparison with inventories

The simple model described before was applied to each day of the measurement cam-
paign, not considering three days for the following reasons:

• 03 April: because, on that day, one of the instruments did not work at the assigned
location.

• 18 April: because the upwind instrument was set up in the proximity of a thermal
power plant, which in combination with the wind direction, added not expected
pollution from this source.

• 30 April: due to the presence of clouds which developed faster after the instruments
were deployed.

The eight remaining days were utilized for the area flux calculation, and the results are
presented in Figure 9.9,

2 In the middle of the PBL, the wind is considered with constant speed and direction (Stull, 1988)
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Figure 9.9: Daily mean fluxes for CO2, CH4 and CO calculated for the best days of the EMME
campaign. The bars represent the estimated standard deviation.

area flux uncertanty estimation : This thesis uses the combined standard devi-
ation to assess the total uncertainty of the fluxes. A simple uncertainty propagation over
Equation 9.3 was carried out as follows:

δEG =

( δTCG

|TCG|

)2

+

(
δ~U
|~U|

)2

+

(
δL
|L|

)2
 1

2

(9.3)

Where TCG is the total column of the gas, and is defined by ∆XGColdry−air from Equa-
tion 9.1 and 9.2.

Equation 9.3 requires individual uncertainty calculations for (1) the total column differ-
ence derived from up and downwind instruments, (2) the derived wind speed, and (3) the
estimation of the effective length. These uncertainties are calculated following the corre-
sponding propagation rule based on their algorithms. The relative uncertainty calculated
for each gas area flux using Equation 9.3 is presented in Table 9.4 and on the y-axis bars
in Figure 9.9.

The EDGAR’s yearly averaged area emissions for CO2, CH4, and CO for St. Petersburg,
presented in Table 9.4, were averaged considering St. Petersburg urban area. No results
for 2019 were available; therefore the latest available were taken: 2018.

The results presented in this thesis were independently analyzed in comparison with
Makarova et al. (2021). By checking the Table 9.4, which resumes the area fluxes estimated
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Area Fluxes This thesis Makarova et al.
(2021) (9 days)

Russian offi-
cial reports
(Serebritsky,
2017, 2018)

EDGAR v6.0
(Crippa et al.,
2021a,b,c)

ECO2

[kt Km−2yr−1]

64 ± 40 89 ± 28 31 39

ECH4

[t Km−2yr−1]

118 ± 80 135 ± 68 25 87

ECO [t Km−2yr−1] 194 ± 98 251 ± 104 410 70

Table 9.4: Annual area fluxes calculated in this thesis and comparison with the results published by
(Makarova et al., 2021), Russian reports for the St. Petersburg city taken from (Makarova
et al., 2021) and EDGAR inventory v6.0 for 2018. The EDGAR values presented were
averaged considering St. Petersburg urban area.

in this thesis, and by (Makarova et al., 2021) for the city of St. Petersburg3; one can con-
clude that the emission strengths estimated in this thesis are smaller for the three species
by ≈ 28%,13%, and 23% for CO2, CH4, and CO, respectively. Nevertheless, all reported
quantities agree, considering their uncertainty limits. The most significant facts in the
presented calculations that could lead to differences concerning the results presented by
Makarova et al. (2021) are the following:

• Trace gases were retrieved with PROFFAST considering the instrument’s ILS esti-
mated based on the calibrations performed at KIT before and after the campaign.

• The COCCON results for both instruments were harmonized and intercalibrated to
the network’s reference unit.

• No smoothing, intra-, or extrapolation between the daily time series of the retrieved
column abundances was performed for the area flux calculations.

• The wind data information was taken from ERA5 instead of the Global Data Assim-
ilation System (GDAS) from the Global Forecast System (GFS) model (See https:

//www.nco.ncep.noaa.gov/pmb/products/gfs/#GDAS, last access: 9 September 2022

).

• The air parcel transect L estimation did not consider the land-use patterns over the
city.

Ionov et al. (2021) have quantified the CO2 integral emissions by coupling the FTIR
results with HYSPLIT, using the Open-Data Inventory for Anthropogenic CO2 (ODIAC)
data as a priori for St. Petersburg emissions; finding an emission strength of ∼ 76 ± 58
kt yr−1, which is in better agreement with the result estimated in this thesis, 64 ± 45 kt
yr−1, being smaller by ∼ 13%

When comparing the estimated area fluxes with the municipal reports of the city, these
are two times higher for CO2 and CO and five times for CH4, making studies like this a
great success for the scientific community.

3 St. Petersburg municipal reports and EDGAR inventory reported values are exhibited as well.

https://www.nco.ncep.noaa.gov/pmb/products/gfs/#GDAS
https://www.nco.ncep.noaa.gov/pmb/products/gfs/#GDAS
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The estimated area fluxes with EDGAR inventory results (see Table x) for the three
species are higher by ∼ 40%, 26%, and 64% for CO2, CH4, and CO, respectively. Compar-
ing these results with others is always tricky because they depend on the measurement
technique, the method applied for the final calculations, spatial and time resolution, sea-
son and actual meteorological conditions, and so on. The main reason for the differences
may be the seasonal and daily cycle for CO2 and CH4; and the anthropogenic emissions
occurring during this period (especially for undestanding CO) when the EMME cam-
paign was carried out (March-April, mainly in the afternoon). Such time is considered for
maximum anthropogenic emissions mainly due to the heating sector (Ionov et al., 2021;
Makarova et al., 2021)
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9.3 investigation of spaceborne trace gas products over st petersburg

and yekaterinburg using coccon observations

This section focuses on the complete set of COCCON measurements collected in the
framework of VERIFY to validate and compare TROPOMI, OCO-2, GOSAT, MUSICA
IASI, and Copernicus Atmosphere Monitoring Service (CAMS). Additionally, a scaling
method is developed, and its results are used to better inter-compare satellite products.
This method is based on COCCON measurements at both sites to scale CAMS XCO2,
XCH4, and XCO. The effectiveness of this method is proved by using different subsets of
XCH4 retrieved from the densest observations from the reference COCCON spectrometer
(FTS#37) at Karlsruhe during the period of January 2018–December 2020. Because GHGs
surface fluxes are imprinted in the atmospheric concentrations, in order to learn about
them, it is imperative to estimate their respective atmospheric gradients accurately. The
gradients for XCO2, XCH4, and XCO are calculated between both studied cities during
the shared measurement period. Finally, a city-scale transport event that occurred during
the city campaign and was tracked by TROPOMI is presented in this study.

9.3.1 Ground-based FTIR measurements at Peterhof and Yekaterinburg

For the continuous, long-baseline campaign, the instrument FTS#80 remained at Peterhof
station at the Saint Petersburg State University and continued operation there, while the
other spectrometer (FTS#84) was moved to Yekaterinburg.

9.3.1.1 Peterhof (59.88° N, 29.83° E)

Peterhof is a suburb of St. Petersburg located approximately 35 km southwest from the
city centre. The instrument in Peterhof was operated at the Atmospheric Physics Depart-
ment of the Faculty of Physics at Saint Petersburg State University. The instrument was
set up on every sunny day (outside the city campaign period) at the second floor of the
FTIR remote-sensing group. Eighty-four measurement days were collected between Jan-
uary 2019 and March 2020 as can be seen in Figure 9.10. From that figure, the larger XCO
observed values on 6 August 2019 in comparison to all the other days is remarkable. For
more details, see Figure 9.11a and b, where the spatial distribution of TROPOMI XCH4

and XCO, as well as wind speed and direction, respectively, for this day are presented.
Additionally Figure 9.11c shows the time series for COCCON XCO2, XCH4 and XCO for
that day, and the enhancements are all observed in the three species. It seems that these
large values could be related to a plume transport from a heavily industrialized area com-
ing from Lappeenranta, which is located in the southeast of Finland and approximately
160 km away from Peterhof (see Figure 9.12a). In order to confirm this, Figure 9.12a shows
the yearly CO emissions coming from the “Combustion from manufacturing sector” taken
from the EDGAR V05 inventory (latest available: 2015), together with the backward tra-
jectories calculated by using the HYSPLIT model and arrived in Peterhof on that day (see
Figure 9.12b). This confirms that the wind comes from the area where huge anthropogenic
CO sources are located. Another possibility could be an even closer local source, like a
small fire.
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Figure 9.10: Time series for XCO2, XCO and XCH4 obtained in Peterhof during the continuous
campaign.

Figure 9.11: Spatial distribution of XCH4 (a) and XCO (b) on a 0.1× 0.1 latitude× longitude grid
together with the ERA5 wind at 12:00 UTC, and (c) daily time series of XCO2, XCO
and XCH4 (top, middle and bottom panels, respectively) on 6 August 2019.

9.3.1.2 Yekaterinburg (56.8° N, 60.6° E)

It was planned that immediately after the EMME campaign the instrument FTS#84 would
be transported to Yekaterinburg. Unfortunately, unforeseen organizational problems sig-
nificantly delayed moving the instrument from St. Petersburg to Yekaterinburg. The in-
strument was finally operational in Yekaterinburg in October 2019 and kept measuring
until the very last day before being shipped back to KIT (April 2020). The instrument
was operated at the Climate and Environmental Physics Laboratory INSMA of the Ural
Federal University (UrFU). The instrument was set up in an internal yard of the UrFU
building. However, the building structure, which blocked the sunlight, was a limitation.
Sometimes high trucks passing through the yard blocked the field of view of the instru-
ment. The spectrometer rested on the windowsill of the basement, so it was located exactly
at ground level ∼ 260 m. Under good weather conditions, measurements were carried out
approximately between 11:00 and 14:30 LT. In total, 22 d of measurements were collected
as can be seen in Figure 9.13.
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Figure 9.12: (a) Spatial distribution of CO emissions (tonnes per 0.1 × 0.1 ° yr−1) from “Sector-
Specific Gridmaps”: combustion for manufacturing. Data source: EDGAR v5.0, 2015

(https://edgar.jrc.ec.europa.eu/dataset_ap50, last access: 9 September 2022); the
map was generated with Python basemap toolkit by using ArcGIS from a world
shaded relief model; (b) backward trajectories arriving in Peterhof on 6 August 2019,
calculated by using the HYSPLIT model.

Figure 9.13: Time series of XCO2, XCO and XCH4 data observed at Yekaterinburg.

9.4 datasets

All the datasets used in this study are summarized in Appendix B. Table 9.5 gives an
overview of all products used and the essential characteristics.

9.5 seasonal variability of ghgs

9.5.1 Peterhof

The seasonal patterns of the retrieved GHGs are shown in Figure 9.14, which illustrates
the time series of daily mean XCO2, XCH4, XCO and XH2O from different data prod-

https://edgar.jrc.ec.europa.eu/dataset_ap50
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Data product Species Algorithm Product qa References Data provider and data

or model version or level access information

XCH4, PROFFAST (Alberti et al., 2022a; Frey
et al., 2019)

COCCON XCO,

XH2O

XCH4 RemoTeC level 2 qa= 1.0 (Lorente et al., 2021) http://ftp.sron.nl/open-access-data-2/TROPOMI/

tropomi/ch4/14_14_Lorente_et_al_2020_AMTD/

(last access: 9 September 2022)

TROPOMI XCO SICOR offline, qa= 1.0 (Borsdorff et al., 2018b,
2019; Landgraf et al., 2016)

https://s5phub.copernicus.eu/dhus/#/home

(Shortwave level 2, (last access: 9 September 2022)

Infrared CO v1.2

Retrieval)

XH2O SICOR level 2, (Scheepmaker et al., 2016;
Schneider et al., 2022a)

http://ftp.sron.nl/open-access-data-2/TROPOMI/

v8.1 tropomi/hdo/10_3/

(last access: 9 September 2022)

OCO-2 XCO2 ACOS (Atmospheric v10r qa = 0 (Kiel et al., 2019; Osterman
et al., 2020)

Product OCO2_L2_Lite_FP 10r

CO2 Observations Obtained from NASA’s Earthdata GES DISC website:

from Space) https://doi.org/10.5067/E4E140XDMPO2

OCO-2 XCO2 FOCAL v09 (Reuter and Buchwitz,
2021; Reuter et al., 2017a,b)

University of Bremen

FOCAL

GOSAT XCH4, V02.90 (Kuze et al., 2009) https://data2.gosat.nies.go.jp/

XCO, (last access: 9 September 2022)

XH2O

MUSICA XH2O PROFFIT v3.2.1 and spectral fit (Schneider et al., 2022b) https://www.imk-asf.kit.edu/english/

IASI (nadir v3.3.0 quality check musica-data.php

version) according to (last access: 9 September 2022)

Schneider et

al. (2022)

XCO2 PyVAR v20r1 (Chevallier, 2020, 2021) https://ads.atmosphere.copernicus.eu/cdsapp#!/dataset/

cams-global-greenhouse-gas-inversion?tab=form

CAMS XCH4 TM5-4DVAR v19r1 (Segers, 2020a,b) (last access: 9 September 2022)

XCO Integrated control (Flemming et al., 2017; In-
ness et al., 2019)

on request

Forecast run

System

Table 9.5: Overview of the satellite and model data products used in this study.

ucts at Peterhof. The CAMS-COCCON data product presented in Figures 9.14 and 9.15

is discussed in Section 9.6. The TROPOMI satellite has a higher spatial resolution and
therefore, the available retrieved species from TROPOMI were daily averaged within a
collection radius of 50 km around Peterhof. For the GOSAT and MUSICA IASI datasets,
a collection radius of 100 km around Peterhof is used, and for OCO-2 data, a collection
radius of 200 km is used. The choice of collecting radius is considered based on the avail-
able satellite observations and the bias between a single satellite observation and the
coincident COCCON observation (see Figure B.1). The measurements from the different
ground- and space-based observations and model data generally show good agreements
and similar seasonal variability.

CAMS and the satellite products show a high bias of about 0.81 to −3.1 with respect to
COCCON. GOSAT (Figure 9.14) also shows some obvious outliers compared to the other
products, which have similar behaviours. The amount of XCO2 varies along the year, and
much of this variation is driven by respiration, which never stops but increases between
autumn and winter due to reduced uptake (no photosynthesis). In this case the atmo-

http://ftp.sron.nl/open-access-data-2/TROPOMI/tropomi/ch4/14_14_Lorente_et_al_2020_AMTD/
http://ftp.sron.nl/open-access-data-2/TROPOMI/tropomi/ch4/14_14_Lorente_et_al_2020_AMTD/
https://s5phub.copernicus.eu/dhus/#/home
http://ftp.sron.nl/open-access-data-2/TROPOMI/tropomi/hdo/10_3/
http://ftp.sron.nl/open-access-data-2/TROPOMI/tropomi/hdo/10_3/
https://doi.org/10.5067/E4E140XDMPO2
https://data2.gosat.nies.go.jp/
https://www.imk-asf.kit.edu/english/musica-data.php
https://www.imk-asf.kit.edu/english/musica-data.php
https://ads.atmosphere.copernicus.eu/cdsapp#!/dataset/cams-global-greenhouse-gas-inversion?tab=form
https://ads.atmosphere.copernicus.eu/cdsapp#!/dataset/cams-global-greenhouse-gas-inversion?tab=form
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Figure 9.14: Time series of daily mean (a) XCO2, (b) XCH4, (c) XCO and (d) XH2O for different
data products at Peterhof.

spheric XCO2 concentration is stable between January and April. It started to decrease
from May to end of July, during which the growing season and the photosynthetic activi-
ties increase. Similar behaviour in 2019 was also observed by Timofeyev et al. (2021) and
in previous years by Nikitenko et al. (2020) and Timofeyev et al. (2019). The amount of
XCO2 stays around 403 ppm between the end of July and middle of September and starts
to increase afterwards.

For XCH4, COCCON shows a similar behaviour as TROPOMI and CAMS. Slightly
higher mean values and variability can be seen in GOSAT XCH4 with a few outliers.
Compared to XCO2, XCH4 shows generally less seasonal variabilities with more short-
term enhancements of about a week duration, probably related to synoptic variations.
The seasonal variation is comparable to the results of Gavrilov et al. (2014), Makarova
et al. (2015a,b), and Timofeyev et al. (2016). A slightly higher XCH4 is observed at the end
of 2019 for all data products.

XCO shows seasonal variability with a maximal value of 110 ppb in late April and de-
creases by nearly 40 % to 70 ppb in the beginning of July. A secondary local maximal
reaching ∼ 95 ppb occurs in August. This feature needs further investigation. The COC-
CON XCO matches well to the CAMS reanalysis data. Moreover, COCCON agrees better
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Figure 9.15: Time series of daily mean (a) XCO2, (b) XCH4, (c) XCO and (d) XH2O for different
data products at Yekaterinburg.

with the TROPOMI data in summer than in spring and late autumn, when TROPOMI
measured higher values.

XH2O shows a strong seasonal cycle with a maximal amount of ∼ 4700 ppm in summer
and minimal amount of ∼ 320 ppm in winter. All products show quite similar behaviour
with high variability, which is similar to those in Semenov et al. (2015), Timofeyev et al.
(2016), Virolainen et al. (2017), and Virolainen et al. (2016). The GOSAT data have higher
mean values since the measurement period covers only the time range from later spring
to summer, during which higher XH2O is observed.

9.5.1.1 Yekaterinburg

The measurement period covered winter and spring, from 5 October 2019 to 17 April
2020 at Yekaterinburg (Figure 9.15). Here we use a larger radius (100 km) to collect the
TROPOMI observations, because there are much fewer overpasses at Yekaterinburg dur-
ing this period. Table 9.6 lists the number of coincidences (pixel-wise) for 50 and 100 km
radius, and the number of coincident satellite pixels is reduced by a factor of 3 to 5 for the
narrower radius. From Figure B.2, we do see a tendency of slightly reduced differences
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with better co-location within the 100 km limit in case of XCH4 but not clearly for the
other species. Due to the low number of coincident measurements when using 50 km, we
decided to accept the 100 km distance criterion for the Yekaterinburg observations.

Species R = 50 km R = 100 km

XCH4 101 345

XCO 265 1111

XH2O 19 136

Table 9.6: Number of TROPOMI measurements within 50 km and within 100 km.

XCO2 shows a clearly increasing tendency from October of 408 ppm to a maximal
value of 415 ppm in the middle of February, which covers later autumn and winter.
This is because on top of the increase due to the anthropogenic emissions there are
variations due to photosynthesis and respiration (https://atmosphere.copernicus.eu/
carbon-dioxide-levels-are-rising-it-really-simple, last access: 9 September 2022).
During that period the plants notably reduce or stop the photosynthesis processes which
could increase the amount of CO2 in the atmosphere. Later this maximal value stays con-
stant until the middle of March. It tends to decrease, and a similar behaviour is observed
in Peterhof.

For XCH4, COCCON shows a good agreement with CAMS data, though there are not
so many COCCON observations. XCH4 shows generally decreasing tendency but with
more short-term variabilities. Such variabilities are observed in Peterhof as well. A few
TROPOMI observations in October are deviating from the other two datasets, and it seems
that TROPOMI underestimates XCH4. This might be because most TROPOMI measure-
ments are located in the rim of the collecting radius and thus away from the location
of Yekaterinburg, introducing some errors (see Figure B.3). Further, this underestimation
could be due to the difficulty for retrieving CH4 in low- and high-albedo scenes (Lorente
et al., 2021).

XCO shows in general a similar behaviour of XCO2, with a steady increase during
late autumn and winter. It seems that the increasing behaviour of XCO has an inverse
relationship with XCH4. This is probably due to the fact that atmospheric CO is mainly
produced by incomplete combustion of fossil fuels (Kasischke and Bruhwiler, 2002) and
the oxidation of methane (Cullis and Willatt, 1983).

As expected, most XH2O values are below 1000 ppm, similar to Peterhof in that pe-
riod. This can be explained by the saturation concentration of water vapour in air, which
reduces for lower temperatures.

9.5.2 Removal of the smoothing error bias

Because we aim at comparing different data products (such as spaceborne and COCCON
products) and each of them use different sensitivities and different a priori profiles, it
is important to account for these differences when comparing a defined Xgas species as
described by Connor et al. (2008) and Rodgers and Connor (2003). Such procedures have
been applied in similar studies (Hedelius et al., 2016; Sha et al., 2021; Yang et al., 2020).

https://atmosphere.copernicus.eu/carbon-dioxide-levels-are-rising-it-really-simple
https://atmosphere.copernicus.eu/carbon-dioxide-levels-are-rising-it-really-simple
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In this study, we used the method described in Connor et al. (2008). We took as starting
point their Equation (13); then the state vector can be written as:

~Vgas, obs = ~Vgas, apr + A
(
~Vtrue − ~Vgas, apr

)
, (9.4)

where V represents the volume mixing ratio (VMR). The left-hand term of the equation
represent the retrieved value, while the right-hand term represents the VMR calculated
based on the a priori profiles plus the effect of the averaging kernel matrix A applied
to the difference of the VMR between the true atmospheric gas concentration and the
a priori profiles. By dividing the atmosphere into k layers, this equation can be written as
follows:

Xgas, obs = Xgas, apr +
k

∑
0

hkak
(
Vtrue,k −Vapr,k

)
, (9.5)

where Xgas,y = ∑
k

hk ·Vy,k with y being a defined a priori profile used and hk being the

pressure-weighting function in a defined layer k (Connor et al., 2008), i.e.

hk =
(pk−1 − pk)

p0
. (9.6)

By using Equation 9.5 with "new" and "old" satellite a priori profiles, we obtain (∗) and
(∗∗) as follows:

Xgas, obs−new = Xgas, apr−new

+
k
∑
0

hkak
(
Vtrue,k −Vapr−new,k

)
(∗)

Xgas, obs−sat = Xgas, apr−sat

+
k
∑
0

hkak
(
Vtrue,k −Vapr−sat,k

)
(∗∗).

Then we subtract (∗) from (∗∗):

Xgas, obs−new = Xgas, obs−sat +
(
Xgas, apr−new − Xgas, apr−sat

)
+

k

∑
0

hkakVtrue,k

−
k

∑
0

hkakVapr−new,k

−
k

∑
0

hkakVtrue,k

+ ∑k
0 hkakVapr−sat,k,
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which turns into

Xgas, obs−new

= Xgas, obs−sat +
(
Xgas, apr−new − Xgas, apr−sat

)
+ ∑k

0 hkak
(
Vapr−sat,k −Vapr−new,k

)
,

(9.7)

where Xgas, obs−new in Equation 9.7 becomes the smoothed satellite product, which takes
into account the a priori profiles used for the COCCON retrievals.

When using Equation 9.7, both a priori profiles need to be resampled on the same
pressure grid. The vertical profiles used for the COCCON analysis are interpolated to
the pressure levels of different satellite products (TROPOMI CO, GOSAT CO2 and CH4,
OCO-2 CO2, and OCO-2 FOCAL CO2) by using the mass conservation method described
in Langerock et al. (2015).

The smoothing correction is not applied to XH2O, because the natural variability of
XH2O is very high anyway.

9.6 correlation between coccon and satellite products

All satellite XCO2, XCH4 and XCO data used in this section were adjusted for the COC-
CON a priori profile (TCCON a priori profiles were used) as described above.

Figures 9.16 to 9.19 show the correlations between COCCON and different satellite
products at Peterhof (triangle symbols) and at Yekaterinburg (dot symbols). The satellite
products and CAMS generally agree well with COCCON. Figure 9.20 illustrates the av-
eraged bias and standard deviation of each product of the coincident Xgas (XCO2, XCH4

and XCO) values (in space-time) with respect to COCCON for the available gases at both
sites. In order to find the coincident COCCON data, the mean value of the observations
2 h before and after a centralized time reference is taken. Such a time reference differs for
each of the products as follows: the overpass time for satellite and each of the timestamps
for CAMS.

The measuring period at Yekaterinburg for COCCON was mostly in winter and early
spring, from October 2019 to April 2020, in which there were fewer sunny days. This
results in fewer COCCON and satellite observations. There is only one coincident point
between COCCON and NASA operational OCO-2 (Figure 9.17c) and no coincident points
between COCCON and OCO-2 FOCAL or GOSAT products at Yekaterinburg. Even a
much larger collection circle with a radius of 100 km is used for TROPOMI at Yekaterin-
burg, and there are fewer coincidence measurements than those in Peterhof, where more
than 1 year of measurements were performed.

Due to the short period of ground-based measurements, poor weather condition, and
poorer coverage of satellites at high latitudes in the winter hemisphere (OCO-2; (Patra
et al., 2017), and GOSAT; https://data2.gosat.nies.go.jp/galleryfts_l2_swir_co2_
gallery_en.html, last access: 9 September 2022), it becomes more difficult to validate
satellite products with ground-based measurements at locations like Yekaterinburg.

At Peterhof OCO-2 FOCAL XCO2 data have the lowest bias with respect to COCCON,
while GOSAT data show the highest bias and standard deviation (3.6 ppm± 2.8 ppm, Fig-
ure 9.20). NASA operational OCO-2 and CAMS show similar biases. CAMS, TROPOMI

https://data2.gosat.nies.go.jp/gallery fts_l2_swir_co2_gallery_en.html
https://data2.gosat.nies.go.jp/gallery fts_l2_swir_co2_gallery_en.html
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Figure 9.16: Correlation plots between TROPOMI and COCCON for XCH4, XCO and XH2O at
Peterhof (a–c) and at Yekaterinburg (d–f). All satellite data except XH2O were adjusted
for the COCCON a priori profile (TCCON a priori profiles were used).

Figure 9.17: Correlation plots (a–b) between NASA’s operational and the FOCAL OCO-2 product
and COCCON for XCO2 and (c) between OCO-2 FOCAL and COCCON for XH2O
at Peterhof. All satellite data except XH2O were adjusted for the COCCON a priori
profile (TCCON a priori profiles were used).

Figure 9.18: Correlation plots between GOSAT and COCCON for (a) XCH4, (b) XCO and (c) XH2O
at Peterhof. All satellite data except XH2O were adjusted for the COCCON a priori
profile (TCCON a priori profiles were used).

and GOSAT measure higher XCH4 than COCCON, among which GOSAT has the highest
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Figure 9.19: Correlation plots of XH2O between MUSICA IASI and COCCON at (a) Peterhof and
(b) Yekaterinburg.

Figure 9.20: Bar plots of the averaged bias derived from different products with respect to COC-
CON for (a) XCO2, (b) XCH4, (c) XCO and (d) XH2O at Peterhof and Yekaterinburg.
The error bars represent the standard deviation of the averaged bias.

biases at Peterhof. The high negative bias in TROPOMI at Yekaterinburg is mainly due to
the underestimation of the TROPOMI product in October 2019. At both sites TROPOMI
XCO shows higher biases than CAMS with respect to COCCON, which can be seen in
Figures 9.14c and 9.15c – TROPOMI with higher values than COCCON. TROPOMI and
GOSAT generally measure lower XH2O than COCCON, whereas MUSICA IASI shows
high bias and standard deviation. However, good correlations can be found between satel-
lite XH2O and COCCON in Figures 9.16c, f, 9.18c and 9.19.

9.7 using cams model fields for upscaling coccon observations

Unfortunately, during the continuous campaign carried out at Peterhof and Yekaterinburg,
there are just a few coincident measurement days with satellite observations, especially
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in comparison to GOSAT and OCO-2 (see Figure 9.20). Although these satellites offer a
global coverage, for our measurement period (even with quite relaxed coincidence crite-
ria), the comparisons do not use the majority of the ground-based observations. This is
especially the case in Yekaterinburg during the observations from October 2019 to April
2020, i.e. GOSAT and OCO-2 have none or just a couple of measurements in the winter
and early spring period at high latitudes. Even in Peterhof where more than 1 year of
measurements were taken, the number of coincident measurements between the afore-
mentioned satellites is rather few.

For that reason, we employ a novel method which uses model fields for upscaling
the ground-based FTIR measurements, thereby generating additional virtual coincidences.
Such upscaling does not use one global scaling factor but a time-resolved one, as shown in
Figures B.4, B.5 and B.6. Although some noise is superimposed on the temporal evolution
of scaling factors, a seasonal cycle becomes apparent.

In a first step, CAMS model data are adjusted to match the value for COCCON. Then,
the adjusted model fields are compared with the available satellite results data for XCO2,
XCH4 and XCO. The assumption of this method is that the bias of the model field is
a smooth function in space and time, which seems well justified due to the long atmo-
spheric lifetime of the gases under consideration. Since the model considers all relevant
aspects of dynamics (advection, changes in tropopause altitude) and attempts to even
reproduce abundance changes due to sources and sinks, we expect that our approach is
superior to ad hoc schemes typically used for enlarging the co-location area (e.g. using
the potential temperature; see Keppel-Aleks, Wennberg, and Schneider (2011)). In order to
avoid circular reasoning in the validation based on the adjusted model fields, the method
should avoid model simulations which include the assimilation of satellite data.

9.7.1 Generation of the CAMS fields adjusted to COCCON observations

CAMS inversion results with surface air-sampled observations as input have been used
for XCO2 and XCH4 (Segers, 2020a). Unfortunately, no XCO data are available on that
model run. No XCO product from CAMS limits us from comparing one of the main data
products of S5-P (XCO), which offers a greater number of measurements with a high
horizontal resolution in comparison to any other satellite. Instead, the CAMS team has
provided special profiles of CO from CAMS reanalysis data (control run). On that run,
two important points have to be mentioned: (1) no total columns for CO2 and CH4 were
available from this special dataset, and (2) no satellite data have been assimilated. Such
results are available on a daily basis as described in Table 9.7. CAMS inversion is available
on a daily basis for XCO2 and XCH4 but with different time frames. Unfortunately, there
are no XCH4 results from CAMS for 2020, which adds a new constraint when simply com-
paring both results, especially for Yekaterinburg where approximately 4 out of 6 months
were measured in 2020.

As explained before, the main idea is to adjust XCO2, XCH4 and XCO from CAMS by
using COCCON results. This is achieved by performing a time-resolved scaling of the
model data, which is informed by the available ground-based observations. The detailed
workflow encompasses the following steps, which are represented in Figure 9.21.
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Species Method Measurement availability Time frame
(UTC)

XCO2 CAMS inversion 1 January 1979 to 31 December
2020

00:00–21:00; each
3 h

COCCON: Peterhof 21 January 2019 to 17 March
2020

∼ 09:00–13:00

COCCON: Yekaterinburg 5 October 2019 to 17 April 2020 ∼ 06:00–09:00

XCH4 CAMS inversion 1 January 1990 to 31 December
2019

00:00–18:00; each
6 h

COCCON: Peterhof 21 January 2019 to 17 March
2020

∼ 09:00–13:00

COCCON: Yekaterinburg 5 October 2019 to 17 April 2020 ∼ 06:00–09:00

XCO CAMS reanalysis (control
run)

1 January 2003 to 31 December
2020

00:00–21:00; each
3 h

COCCON: Peterhof 21 January 2019 to 17 March
2020

∼ 09:00–13:00

COCCON: Yekaterinburg 5 October 2019 to 17 April 2020 ∼ 06:00–09:00

Table 9.7: Time range and usual daily time frame of the analysed results from CAMS and COC-
CON.

1. As shown in Table 9.7, CAMS XCO2 and XCH4 are available on a daily basis in
different prescribed time frames, while COCCON results are only available when
specific conditions were fulfilled: good weather conditions (sunny or almost sunny
conditions), no mobile campaign or manpower available to start the measurements,
because the instruments were manually operated. These conditions made the mea-
surements rather sparse, but nevertheless there still is a significant number of mea-
surements available. Therefore, the first step is to find the coincident days between
CAMS and COCCON and then the COCCON results are averaged around each
CAMS time if available. As the COCCON observations require sunlight, all CAMS
points before 06:00 UTC and later than 18:00 UTC were filtered out. For the afore-
mentioned, each averaged CAMS time was considered reference, and all the COC-
CON results ±2 h were averaged as the coincident data. After these steps, we have
both results on the same time gridding.

2. The outputs from the first step are time series with coincident measurement days
and time frames. These time series, which have the same date boundaries, are then
divided into n smaller intervals or sub-windows. These sub-windows have the char-
acteristics of being non-overlapping, and they form equally sized bins on the time
axis, as defined in the Equation 9.8, where “DT” stands for “Date–Time”, which
goes from the first to the last point of the measurement period. The user only needs
to define the number of sub-windows n.

∆t =
DTinitial −DTfinal

n
(9.8)
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3. Additionally, a sliding sub-window, with the same size described in step 2, is run
over both time series with the main difference being shifted by half of the size of the
initial sub-window but still being not overlapping between them. Therefore, after
step 2, step 3 is done in order to look at the neighbours.

4. In each of these sub-windows (described above, steps 2 and 3), a correlation anal-
ysis is carried out independently of the other sub-windows. In order to make the
COCCON time series adjust better to CAMS results, a linear correlation with the
intercept forced to zero is carried out; therefore, the slope gives the scaling factor
for the CAMS data.

5. Each sub-window defined in step 2 is taken as a base with its slope calculated
in step 4. After that, the slopes in the neighbourhood are also calculated in each
overlapping sub-window defined in step 3, Finally, all the slopes are then averaged.
Such averaged slope represents the scaling factor in that sub-window. It is important
to mention that this number of sub-windows (and then its size) was adjusted until
good results were achieved as described below.

6. Finally, with the scaling factor calculated in step 5, the original CAMS fields keeping
their original temporal sampling are scaled in the whole range of each sub-window.

9.7.2 Selection criteria for the best number of windows

In order to choose the best number of windows, the scaling code is run starting from
windows= 1 and stops when two different conditions are fulfilled:

1. The root-mean-square deviation (RMSD), which is calculated with the Equation 9.9,
where k stands for the number of points considered during the scaling in each sub-
window, between COCCON and the CAMS-COCCON data, must be the lowest
possible.

RMSD =

√
∑k

1 (CAMSScaled −COCCON)2

k
(9.9)

2. The number of measurement points in each of the windows must be larger than
four.

The second condition is very important, because if the number of windows increases,
the window size (number of measurement points) decreases until no more points are
available in some windows as the distribution of measurement points in the time domain
is non-homogeneous.

9.7.3 Verification of the method

In order to test the method before it is applied to the study area, a much denser dataset
in COCCON is used to prove its performance. Two years of measurements (January 2018–
December 2020) taken in Karlsruhe with the instrument FTS#37, which is the reference in
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Figure 9.21: Principle of the scaling method. Sub-windows are separated with black dotted lines
and sliding sub-windows with grey dotted lines. The window size (∆t) is defined in
Equation 9.8).

COCCON, were selected for this purpose. For the sensitivity study, three different subsets
were generated from the original dataset. Such subsets consist of a percentage (40 %, 60 %
and 80 %) of the total amount of measurement days, which are randomly selected. This is
done in order to simulate the reduced number of observations available in the study area.
The GHG used for this short sensitivity study is XCH4, because a comparison between
each of the scaling results (for each dataset) can be compared with TROPOMI as well.
The main results of this verification exercise are presented in Figures B.7 to B.9. In Figure
B.7, a plot showing RMSD as a function of the number of windows is presented for each
subset. Such results are used in order to decide the best number of windows. The corre-
lations between CAMS and the original COCCON XCH4 measurements are presented in
Figure B.8a, whereas Figure B.8b, c and d show the results between COCCON XCH4 and
its CAMS-COCCON for 40 %, 60 % and 80 % of the original COCCON data, respectively.
The satellite comparisons of the original COCCON XCH4 with TROPOMI are shown in
Figure B.9a, whilst Figure B.9b, c and d show the TROPOMI XCH4 comparison but for
CAMS-COCCON by using 40 %, 60 % and 80 % of the original COCCON measurement
days. The most important conclusion can be drawn from Figures B.9 and B.4. Figure B.9
indicates a small bias between CAMS and COCCON (of about 0.12 %), which is success-
fully removed in the CAMS-COCCON fields, so the latter data approximate the missing
observational value in an optimal sense. Figure B.4 shows the scaling factor as a function
of time, clarifying that the correction is not just the trivial removal of a constant bias factor
but that some seasonal variation in the model – observation difference can be corrected as
well. Note that we do not require in our approach that the COCCON values are superior
over the CAMS values. This test is performed to clarify that the CAMS fields adjusted in
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the manner we described before provide the best prediction for what COCCON would
have observed on a certain date.

9.8 combined data results by using the scaling method

In order to generate the CAMS-COCCON product, we reprocessed the COCCON obser-
vations with the CAMS-Xgas a priori data.

The scaling method described above is applied to XCO2, XCH4 and XCO at Peterhof
and Yekaterinburg. The numbers of selected windows for XCO2, XCH4, and XCO were 11,
10, and 11 at Peterhof and 5, 2, and 4 at Yekaterinburg, respectively. These scaled results
are then compared with all the available satellite products as described in this study.

In order to correctly compare each of the satellite products to the CAMS-COCCON
ones, the a priori profiles of the satellite retrievals were adjusted (replacing the original
a priori profile by CAMS profiles) using the method previously described..

9.8.1 Peterhof

After using the scaling method, the COCCON-adjusted CAMS data show close agreement
with COCCON for XCO2, XCH4 and XCO (see Figure B.10 and Table B.1). From Table B.1,
it can be observed that the bias and the standard deviation between scaled CAMS and
COCCON is significantly smaller than the CAMS variability of the original dataset. This
further demonstrates the “close agreement” between adjusted model and observation.

The CAMS-COCCON data fill the gap during the measurements, providing a con-
tinuous period of a new intermediate or combined (CAMS-COCCON) data product,
which helps to have more coincident data with satellite observations. Figures 9.22 to 9.24

show the CAMS-COCCON data in comparison to the available observations from differ-
ent satellite products. There are more coincident data points for the operational OCO-2
product than OCO-2 FOCAL XCO2, which could be because the OCO-2 product has ap-
proximately 3 times more soundings (https://climate.esa.int/sites/default/files/
ATBDv1_OCO2_FOCAL.pdf, last access: 9 September 2022). However, their correlations and
patterns are quite similar, whereas OCO-2 FOCAL shows better agreement with CAMS-
COCCON data. GOSAT XCO2 has a similar correlation with CAMS-COCCON as found
for OCO-2 data but with some outliers. For XCH4, the CAMS-COCCON data are mostly
higher than TROPOMI but lower than GOSAT, and this shows a good agreement with
GOSAT with R2 ∼ 0.7, contrary to TROPOMI where R2 ∼ 0.12. The CAMS-COCCON
XCO agrees well with TROPOMI data with an R2 ∼ 0.7.

9.8.2 Yekaterinburg

The scaled data are much more important in Yekaterinburg, because in this city there
are just a few coincident measurement days between the COCCON spectrometer and
satellite results, mainly because of the season of the measurements taken in winter and
spring. That makes a real challenge in finding the best number of sub-windows to better
adjust COCCON to CAMS results, which is rather small (between 2 and 3). Neverthe-

https://climate.esa.int/sites/default/files/ATBDv1_OCO2_FOCAL.pdf
https://climate.esa.int/sites/default/files/ATBDv1_OCO2_FOCAL.pdf
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Figure 9.22: Correlation plots of (a) OCO-2 and (b) OCO-2 FOCAL with respect to CAMS-
COCCON XCO2 at Peterhof. All satellite data were adjusted for the CAMS a priori
profile.

Figure 9.23: Correlation plots of (a) GOSAT XCO2 and (b) GOSAT XCH4 with respect to CAMS-
COCCON at Peterhof. All satellite data were adjusted for the CAMS a priori profile.

Figure 9.24: Correlation plots of (a) TROPOMI XCH4 and (b) TROPOMI XCO with respect to
CAMS-COCCON at Peterhof. All satellite data were adjusted for the CAMS a priori
profile.

less, as can be seen in Figure B.11 and Table B.1, the CAMS-COCCON data agree better
with the coincident COCCON observations, which indicates that the scaling improves the
compatibility of CAMS data with COCCON, although the number of sampling points is
extremely small.

The correlations between CAMS-COCCON and the OCO-2 and TROPOMI data are
presented in Figure 9.25. There are not too many coincident data points than those at
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Peterhof due to the lesser COCCON and satellite observations and mostly poor weather
condition in winter. The COCCON measurement ended on 17 April 2020. Here we use a
larger radius (100 km) to collect TROPOMI data for coincident COCCON observations.

Figure 9.25: Correlation plots of (a) XCO2 between OCO-2 and CAMS-COCCON, (b) XCH4 be-
tween TROPOMI and CAMS-COCCON, and (c) XCO between TROPOMI and CAMS-
COCCON observations at Yekaterinburg. All satellite data were adjusted for the
CAMS a priori profile.

The averaged biases between satellite products with respect to CAMS-COCCON are
presented in Figure 9.26. Table 9.8 summarizes selected biases and standard deviations
of satellite products compared to COCCON and CAMS-COCCON data. Here, only when
the coincident data between satellite observations and COCCON and CAMS-COCCON
are both available (at least at one site) are they shown. For XCO2, the biases decrease
slightly when OCO-2 is compared with COCCON and to CAMS-COCCON. The absolute
bias between TROPOMI XCH4 and CAMS-COCCON increased mostly twice at both sites
in comparison to the direct TROPOMI XCH4 to COCCON comparison. The increased
low bias at Peterhof is mainly driven by the TROPOMI outliers in April (Figure 9.14b).
The increased low bias at Yekaterinburg is due to the fact that the CAMS-COCCON data
are only available up to the end of 2019, and all TROPOMI data in autumn 2019 are
biased low (Figure 9.15b). For XCO, the bias increased slightly at Peterhof and decreased
by nearly half at Yekaterinburg when using CAMS-COCCON as the reference instead of
COCCON at both sites.

Figure 9.26: Bar plots of the averaged bias derived from different products with respect to CAMS-
COCCON for (a) XCO2, (b) XCH4 and (c) XCO at Peterhof and Yekaterinburg. The
error bars represent the standard deviation of the bias.
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OCO-2 XCO2

(ppm)
TROPOMI XCH4

(ppb)∗
TROPOMI XCO
(ppb)

Peterhof COCCON 1.47± 0.88 (15) 20.97± 13.76 (39) 5.96± 6.10 (73)

CAMS-
COCCON

1.29± 1.42 (23) 1.80± 13.52 (53) 7.46± 6.43 (137)

Yekaterinburg COCCON – (1) 3.91± 22.62 (7) 6.89± 3.85 (17)

CAMS-
COCCON

0.68± 0.51 (5) −30.02± 16.93 (6) 6.08± 6.05 (91)

Table 9.8: Selected averaged bias and standard deviation between satellite products and COCCON
and between satellite products and CAMS-COCCON at Peterhof and Yekaterinburg. The
number of coincident results is shown in parentheses.

∗ No CAMS XCH4 in 2020.

9.8.3 Gradients between Peterhof and Yekaterinburg

For the comparison shown in this section, the COCCON-CAMS product by using CAMS-
Xgas a priori data have been used. This choice removes the comparisons for XCH4 in 2020

for both cities, because no XCH4 from CAMS is available by now.
The gradients (∆Xgas) are the difference of each product between the two sites dur-

ing the same time period. The gradients between Peterhof and Yekaterinburg (Peterhof–
Yekaterinburg) are presented in Figure 9.27. The measuring time of COCCON at Yeka-
terinburg is less than that at Peterhof. We therefore use monthly means at each site to
compute the gradients. A collecting circle with a radius of 100 km is used for TROPOMI
at both sites. The coincident measurement days at both sites start from October 2019 until
April 2020.

Figure 9.27: Monthly mean of gradients for different gases (∆Xgas) between Peterhof and Yekater-
inburg (Peterhof–Yekaterinburg) for different products. The error bars are calculated
based on the standard deviation at two sites.

For XCO2, the gradients between COCCON at both sites are mostly negative and lower
than those of CAMS and CAMS-COCCON datasets. Higher absolute gradients are ob-
served in the early part of the year for COCCON. In November and December both CAMS
and CAMS-COCCON ∆XCO2 show positive values, whereas COCCON has negative val-
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ues. This discrepancy might be due to the limited number of COCCON observations dur-
ing winter in Yekaterinburg (only 12 d of measurements from November to Mach were
available). The gradients of different datasets generally fit well for XCH4, except that of
TROPOMI in October due to the low number of observations in winter. COCCON ∆XCO
shows highest absolute value in January, when the CAMS value is near to zero. The large
variations in ∆XCO are in reasonable agreement with the COCCON gradients.

9.9 st petersburg city emission transport event tracked by tropomi

In this section we show how a satellite with a high temporal and spatial resolution can
measure and track a large transport of pollutants in a megacity like St Petersburg. Dur-
ing the EMME campaign, we have been lucky to have the overpass of the TROPOMI
satellite during one of the days with strong transport gradient as presented in section 9.2.
Such results are presented in Figure 9.28, which illustrates the XCH4 and XCO observa-
tions on a sample day on 25 April 2019 when the wind flowed from northeast to east
before noon. The coincident TROPOMI data are the mean value collected within a circle
of 15 km radius. The downwind COCCON instrument FTS#84 measured significant en-
hancements of XCH4 and XCO around 09:00 UTC. The higher XCH4 measured by FTS#84

than that by FTS#80 is later observed by TROPOMI as well at 10:40 UTC, though the abso-
lute values are lower in TROPOMI than the corresponding COCCON observations. When
comparing the observations with COCCON and TROPOMI at the two locations where
the spectrometers were set up on that day, the measured differences are about 10.6 ppb
and 9.4 ppb for COCCON and TROPOMI, respectively (Figure 9.28e – bottom panel). For
XCO, TROPOMI observes higher values than COCCON. The difference between the two
locations at 10:40 UTC is 9.5 ppb for COCCON and 12.5 ppb for TROPOMI. The increase
in XCO at the FTS#80 location measured by COCCON can also be detected by TROPOMI,
as it increased from 107.0 to 115.7 ppb.

When comparing the observations with COCCON and TROPOMI in each of two places
where the spectrometers were setup on that day, at the TROPOMI overpassing time
10:40 UTC, the measured difference (delta) is 10.6 ppb and 9.5ppb for COCCON and
TROPOMI respectively.
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Figure 9.28: Time series of COCCON and coincident TROPOMI observations for XCH4 (a)
and XCO (b); spatial distribution of XCH4 (c) and XCO (d) on a 0.1 × 0.1 lati-
tude× longitude grid together with the ERA5 wind at 12:00 UTC; (e) bar plot for
XCH4 and XCO gradients by COCCON and TROPOMI on 25 April 2019.
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T E M P O R A L VA R I AT I O N S O F P R O X Y / F F C O 2 R AT I O S

This Chapter presents the most important results obtained using two ground-based atmo-
spheric remote sensing techniques within the framework of the European project VER-
IFY in the "key-study" region located in the Rhine valley in South-Western Germany
(Karlsruhe). This area was selected because it comprises a mixture of different emission
sources, and agricultural and small forestal areas surround it. This complex structure can
be regarded as an exemplary test case for European urban agglomerations.

The quantification and continuous monitoring of anthropogenic emissions from fossil
fuel combustion (ffCO2) from urban to a global scale represent a big challenge for the
scientific community in the context of the Paris Agreement.

Measurements of atmospheric CO2 concentrations alone do not allow to separated
their biogenic and anthropogenic components or, for the aim of this thesis, in their fossil
and non-fossil elements. Therefore, co-emitted species are required in order to quantify
the ffCO2 share. The remote sensing approach used in this thesis has no direct handle
on ffCO2 mainly because the variations in the CO2 isotopologues are either very small
(13C/12C) or too rare (14C) to be detectable by remote sensing techniques. Therefore, the
observed short-term variability of the column-averaged mixing ratios of NO2, CO, and
CO2 was used to separate signals from local sources. These signals are superimposed to
the smoothly varying advected background abundances of the gases. The investigation of
the short-term variability supports the determination of empirical correlations between
the proxies and CO2.

In order to retrieve the total column of the GHGs (XCO2, XCO, and XCH4) and the
trace gas NO2 concentrations, two different techniques and instruments have been used,
as described in previous chapters.

The NO2 VCDs retrieved with MAX-DOAS observations are used as proxies for de-
tecting anthropogenic CO2 emissions, together with the total column CO, derived from
the TCCON observations at the KIT station. Both observations sites are located at KIT
Campus North (CN), see Figure 10.1. The complete approach presented in this chapter
requires the total column of CO2, which, similarly to CO is taken from the operationally
TCCON product of the Karlsruhe station.

10.1 measurement site : key study location description

KIT CN was selected as an essential part of the "study region" in the framework of the
European project VERIFY, mainly due to two crucial reasons:

• The measurement site is located in an area surrounded by a complex mixture of
CO2 sources and sinks, which is typical for a densely populated area. Furthermore,
a heavily industrialized region is located between 6 km to 16 km to the south-west of
the KIT tower, including a refinery with 15.5 Mt yr−1 crude oil processing capacity,
a 365 MW gas-fired power plant, and a 1450 MW hard-coal-fired power plant (Hage-
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mann et al., 2014). Furthermore, ∼ 40 km north (in Mannheim) of KIT CN is located
a 2147 MW coal-fired power plant (More details can be found in https://www.enbw.

com/company/the-group/energy-production/fossil-fuel/locations.html, last ac-
cess: September 28, 2022.); the emission plume of this power plant can be observed
from the tower, as shown at the top of Figure 10.1. The KIT CN is located in the Up-
per Rhine Valley, 30 to 40 km wide, bordered to the west and east by the Odenwald
and the Pfälzer forest. Due to its orography, the Rhine Valley guides the wind from
SW or NE prevailing directions, see Figure 10.1.

Figure 10.1: Illustration describing the KIT CN location and, most important anthropogenic CO2
emission sources in the surrounding area. A map with the punctual sources, KIT CN
location, and Karlsruhe’s city center are highlighted in the middle of the illustration.
In the upper left and bottom part of the illustration, pictures of the punctual sources
in Karlsruhe’s industrial area, observed from the 200-m tall tower, are shown. Further-
more, on the right side of the illustration, a picture of the emission plume coming
from the power and heating plant operated at KIT CN as observed from the rooftop
of the IMK building towards SE direction (see Figure 10.4), is shown.

• The second one is related to the amount of collocated in-situ and remote sensing
atmospheric measurements carried out there, including TCCON, Integrated Carbon
Observation System (ICOS), AErosol RObotic NETwork (AERONET), and German
Weather Service (DWD) stations.

The ICOS measurements are performed on a 200-m tall tower (see Section 10.7.1) lo-
cated on the south-western corner of the KIT CN, a prominent former nuclear research
facility established 12 km north of the Karlsruhe city center in a forested area (see Fig-
ure 10.1). KIT CN (∼ 4 000 employees) is causing local fossil CO2 emissions and oc-
casional emissions of 14CO2 from radioactive incineration waste (BMU, 2019). Further-
more, the electricity and warm water are generated internally by a 30 MW natural-gas
fired power plant and a heating plant that fires natural gas and heating oil, respectively
(https://www.fm.kit.edu/112.php, last access: September 28, 2022.). In the right side of

https://www.enbw.com/company/the-group/energy-production/fossil-fuel/locations.html
https://www.enbw.com/company/the-group/energy-production/fossil-fuel/locations.html
https://www.fm.kit.edu/112.php
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the Figure 10.1 the emissions caused by these plants can be observed during a normal day
in winter.

10.2 tno high-resolution inventory for kit-surrounding area

Figure 10.2 gives a general idea about the primary point sources of anthropogenic emis-
sions in the surrounding of KIT CN. However, to better understand how CO2, CO and
NOx emissions are spatially distributed, TNO high-resolution inventory data (Gon et al.,
2017; Kuenen et al., 2022) for the year 2020 has been taken and illustrated in Figures 10.2
a, b, and c, respectively.

The TNO inventory distinguishes and reports both punctual and areal emission sources.
In Figures 10.2 a), b, and c), all emission categories have been summed up on the 1x1 km
resolution grid to get the total emission in the shown area for ffCO2, CO, and NOx. ffCO2

peaks in Karlsruhe urban, and industrialized area, and on the path followed by the A5

highway, which is well known for having a massive traffic flow. Punctual sources of ffCO2

and NOx also coincide. Furthermore, KIT CN is surrounded by a rich agricultural and
forested area, which implies additional biogenic sources and sinks of CO2 (Hagemann
et al., 2014).

In summary, KIT CN is located in an unique area where emissions coming from indus-
trial, urban, agricultural, and forest sectors can be measured.

Figure 10.2: Maps showing the area distribution of the annual emission of a) ffCO2 ,b) CO , and
c) NOx in kg per year per grid cell. The blue dots represent annual point source
emissions of single facilities, for example, power plants or refineries. The data was
taken from the high-resolution TNO emission inventory for 2020.

10.3 ftir and max-doas observations of xco2 , xco, and no2

Because there is no direct handle on ffCO2 from remote sensing observations, the mea-
sured variability of the column-averaged trace gas abundances is used for achieving an
approximative separation between nearby, strong, and localized fossil fuel emissions and
other kinds of signals. The underlying rationale is that the variability on short intra-day
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time scales of XCO2 is assumed to be dominated by local and regional sources. Therefore,
short-term variations in XCO2 can be considered as an approximation for ffXCO2.

The NO2 vertical column amounts derived from the MAX-DOAS observations and
the XCO2 and XCO total column amounts from TCCON observations, respectively, are
required for the approach presented in this thesis, for assessing ∆proxy/∆XCO2 ratios.
Therefore, this section briefly discusses the most critical information about the remote
sensing measurements carried out, processing, and results.

10.3.1 TCCON station

As previously mentioned in Chapter 8 the TCCON station located at KIT CN has been
operational since 2014; here, the results of the high-resolution observations for XCO2 and
XCO are used in Section 10.5 for the proxy/ffCO2 analysis. In Figure 8.19, the long time
series of XCO2, XCH4, XCO, XH2O and XAir are presented. The minimal variability of
the XAir time series (in the bottom panel) confirms the high instrumental stability; there-
fore, using TCCON retrieved results in this study guarantees reliable and high-quality
scientific results. Figure 10.3 shows the available time series for XCO2 and XCO for Karl-
sruhe TCCON station located at KIT CN, see Figure 10.4. These results are taken for the
approach developed and implemented in this thesis.

Figure 10.3: TCCON results for XCO2 and XCO during the years 2014 to 2022 for Karlsruhe.

10.3.2 MAX-DOAS retrieval of aerosol and trace gases in the troposphere

As described in Chapters 5 and 6.6, three crucial steps must be followed to get the NO2

gas abundances in the atmosphere, given a set of MAX-DOAS observations. Here, the
application of these individual procedures for the final retrieval of NO2 VCD and vertical
profiles are summarized, and the intermediate products are also presented.
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10.3.3 Location and viewing geometry

Figure 10.4 shows that the 2D SkySpect MAX-DOAS instrument was set up at the top of
the 200 m tall tower operated by IMK-TRO institute. Because this instrument is capable of
measuring at different azimuth angle directions, the instrument was programmed to take
measurements at 0° (North), 60°, 120°, 180°, and 240°, as shown by the arrows in Figure
10.4. In each of these azimuth directions, the instruments recorded scattered sunlight at
different elevation angles: 1°,2°,3°,5°,10°,20°,40°, and 90° (reference), translating to have a
full elevation scan in 10 minutes, and therefore 1 set of azimuth scans per hour. The
main idea of the selected measurement sequence was to retrieve NO2 abundances in all
the surrounding areas for later being used as a proxy to try to detect ffCO2.

Figure 10.4: The map shows the locations of the TCCON station and MAX-DOAS instrument
within the KIT CN map. The MAX-DOAS instrument is located at the top of the 200-
m tall tower from IMK-TRO (https://www.imk-tro.kit.edu/english/7791.php, last
access: 02 October 2022.), the arrows represent the different azimuth angle directions
used for collecting measurements. A heating and power plant operated by KIT are
also shown on the map.

10.3.3.1 dSCD measured by MAX-DOAS

The primary processing starting from the raw MAX-DOAS observations data is the DOAS
analysis, which is later used for the aerosol and trace gas vertical profile algorithms. Hav-
ing this retrieval properly tuned is a mandatory prerequisite to achieving reliable results.
The DOAS settings used for the retrieval of the NO2 dSCD are described in C.1 and a
fitting example results of the performed retrieval is shown in C.2.

Because the instrument is operated continuously, and sunny conditions are imperative
for reliable results, a cloud classification algorithm based on Wagner et al. (2014) was im-
plemented and helped filter out bad data. The algorithm calculates the CI (radiance ratio

https://www.imk-tro.kit.edu/english/7791.php
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between two selected wavelengths) for each elevation angle. In this thesis, the irradiances
were taken directly from the corrected measured spectrum at 320 nm and 440 nm.

An example of the NO2, HCHO, and O4 dSCDs and the calculated CI at 90° daily
behaviors are shown in Figure 10.5 for four typical days: 04, 05, 06, and 07 July 2019.

Based on the CI daily time series observed in Figure 10.5, it can be concluded that 04

July was a completely sunny day, while 07 July was a completely cloudy day. 05 and
06 July presented broken clouds episodes. These findings are confirmed, but the diurnal
variations of the dSCDs at different angles, in the presence of sunny conditions, show
a smooth behavior, and they are well separated, especially for lower elevation angles
(Heckel et al., 2005).

Figure 10.5: NO2, HCHO and O4 dSCDs and Color Index (CI) for 04,05, 06 and 07, July 2019. The
daily behavior of the dSCD for each specie is shown at different elevation angles and
for three different azimuth angle directions. Additionally, the CI calculated at 90° for
the wavelength ratio 320/440 is shown in the bottom panel. The units for the dSCD
for NO2 and HCHO are molec/cm2, while for O4, molec/cm5.

10.3.3.2 Aerosol and trace gas retrieval profile results

The aerosol vertical profile retrieval is performed using the dSCDs obtained by the DOAS
analysis and the inputs described in Table C.3. Once the aerosol extinction profiles are
retrieved, the trace gas vertical profile is determined, both by using HEIPRO, as explained
in Chapter 6.6.

Figure 10.6 shows the vertical profiles of NO2, HCHO, and aerosols retrieved from the
MAX-DOAS instrument observations of the instrument located at the tower at 60° az-
imuth viewing direction, from 23 to 26 February 2021. The aerosol backscatter coefficients
measured with a CHM15k ceilometer located at the Rheinstatten1 station are shown in
the bottom panel of the figure. The ceilometer data used was provided by DWD.

1 The ceilometer located at Rheinstetten station is part of the DWD ceilometer network across Germany
(http://www.dwd.de/ceilomap, last access: 04 October 2022).
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The days shown in Figure 10.6 are of unique particularity because, on these days, a huge
Saharan transport event crossed the region where the instrument is installed. These days
were mainly sunny, which favors remote sensing measurements, except on 26 February,
which was mostly cloudy. Millions of tons of dust were transported from the Sahara and
crossed Europe (Francis et al., 2022; Hoshyaripour, 2021). This Figure represents one of the
essential capabilities of the MAX-DOAS instruments to catch aerosol layers of particles
in the atmosphere. This result is significant because accurate aerosol retrieved profiles
are a prerequisite for accurate trace gas abundance calculations. It can be observed from
the aerosol backscatter coefficients and aerosol extinction profiles that a high dust plume
appeared on 23 February and reached ∼ 2 km high between 24 and 25 February. These
days, NO2 and HCHO vertical profiles are not representative because the dust particles
mainly backscatter the sunlight.

Figure 10.6: NO2, HCHO and aerosol extinction profiles retrieved at 60° azimuth angle derived
from MAX-DOAS observations are shown top-down in the plot; in the lowermost
plot, the aerosol backscatter coefficients retrieved with Ceilometer are also shown
from 23 to 26 February 2021.
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10.3.4 NO2 near-ground concentration time series

Figure 10.7 shows the daily averaged near-ground concentration of NO2 for the whole
available period, which is called "near-ground" because it represents the concentration in
the lowermost layer used for the retrieval, i.e., in the first 100 m AGL2. A seasonal cycle
can be observed in the figure, having its maximum in winter, which can be related to the
amount of sunlight and the photolysis of NO2, and the stability of the boundary layer
(BL).

Finally, the NO2 vertically integrated concentration, previously defined as VCD, is one
of the proxies used in this thesis, together with the XCO2 and XCO from the TCCON
observations.

Figure 10.7: Daily averaged NO2 near-ground concentration retrieved at 60° azimuth angle from
July 2019 to January 2022.

10.4 data availability

As shown in Figure 10.8, one of the main limitations of the results presented in this thesis
is the data availability of the required species in both remote sensing and in-situ ob-
servations. Comparisons between in-situ and remote sensing are constrained to Iterative
CAvity enhanced DOAS (ICAD)(Horbanski et al., 2019) NO2 data available only between
April 2019 and August 2020, with a gap between mid of January to the end of March
2020. Additionally, MAX-DOAS is only available from July 2019 onward; therefore, the
only available range for comparisons is July 2019 to August 2020.

From the remote sensing point of view, TCCON has a long observation time series,
while MAX-DOAS was only installed in July 2019. Although there is an observation
gap of several months due to TCCON instrumental failure in 2021, the period for the
proxy/∆CO2 comparisons is around two years.

10.5 derivation of proxy/ffco2 ratios

In order to effectively separate the short-term fluctuations for both total column signals
from longer-term variations, two different methods have been applied for XCO and XCO2

2 As described in Chapter 6.6, the vertical algorithm discretized the atmosphere in "n" different layers; for this
thesis, a linear grid of 100 m step was used.
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Figure 10.8: Chart showing the data availability for the remote sensing and in-situ observations:
TCCON (XCO2 and XCO) and MAX-DOAS (NO2,VCD), ICAD (NO2), and ICOS (CO2
and CO) at 200 m.

on the one hand and NO2 on the other hand. This is enforced by the fact that the cadence
of measurements is significantly lower for the MAX-DOAS than for the TCCON measure-
ments (MAX-DOAS: one per hour, TCCON: one per several minutes); therefore, we need
to coarsen the procedures used for the TCCON measurements:

10.5.1 ∆XCO
∆XCO2

ratios

For calculating the short term deviations for both species, a median filter, with a 30 min-
utes window length, has been applied to the XCO and XCO2 daily time series. The median
filter’s window length was appropriately adjusted to dampen variations of two hours du-
ration and is shown as red dots in Figure 10.9 in the top panels for XCO2 and XCO for
an example day. This smoothed version of the time series is assumed to approximate
the average background CO2 concentration, which is slowly variable due to superim-
posed advected signals from various distant sources (and sinks) and due to variations
associated with variable meteorological conditions. The imprints of local signals are sup-
pressed in the smooth curve, as these local contributions tend to be variable on shorter
time scales (in response to changes of wind direction, vertical exchange, etc.). So we re-
gard ∆Xgas = Xgas,individual − Xgas,median as a proxy for the local signals for ∆XCO and
∆XCO2.

10.5.2 ∆NO2,VCD
∆XCO2

ratios

In order to calculate ∆NO2 VCDs, the daytime mean has been taken as a reference value
and then subtracted from each point. It is important to note that because NO2 VCDs
results are only hourly available, while the cadence of the FTIR measurements is in the
order of several minutes, the median filter method used for the FTIR data is not applicable
for the MAX-DOAS data. Fortunately, due to the shorter atmospheric lifetime of NO2, the
contribution of local signals in comparison to advected background is much higher for
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Figure 10.9: Graphic representation of the methods used for the ∆ calculation for each gas by using
02.04.2020 as example. In the two uppermost plots, the median is used for defining
the slowly variable average CO2 and CO concentrations (red dots). In addition, the
individual measurements (blue points) are shown. In the third plot (top-down), the
composed NO2 VCD (black dashed line) and the NO2 VCD for all available azimuth
angles are shown. In the lowermost panel, the hourly averaged wind velocity is shown.
The local time zone (CEST) is ahead of UT by two hours.

NO2 than for the other gases, so this coarser treatment enforced by the measurement
procedure seems acceptable.

In this situation, an equal treatment of XCO2 appearing in the denominator of ∆NO2,VCD
∆XCO2

(using the daily mean as background) might achieve a better match. However, adopting
the NO2 approach for XCO2 would introduce significant amounts of background vari-
ability in the signal part, due to the very different lifetime of the two gases. The analysis
approach described above is the best that can be achieved based on the available observa-
tions.

MAX-DOAS measurements are available in 6 different azimuth angle directions, which
in practice means having ∼ hourly profiles and VCDs in each azimuth direction. In terms
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of the time range, these measurements are carried out continuously, and because they
depend on sunny conditions, in general, a good measurement day starts at 06:00 and
ends at 18:00, local time.

At the same time, TCCON results are related to the slant column derived from the
direct sunlight observations (the spectrometer needs to track the solar position during
the day). The FTIR measurements are usually available from 10:00 to 18:00 local time.
According to the statements above, TCCON results (XCO2) are shorter in their daily time
coverage (while they achieve higher sampling rates than the MAX-DOAS).

The approach used in this thesis requires the combination of the MAX-DOAS and
TCCON results. Both techniques sample different parts of the atmosphere: on the one
hand, MAX-DOAS instruments sample at six fixed azimuth directions (See Figure 10.4),
and on the other hand, TCCON dynamically samples the atmosphere as prescribed by
the solar azimuth angle (SAA); therefore, in order to compare the part of the atmosphere
that had been sampled with both instruments the following matching procedure has been
applied:

• XCO2 is taken as reference for the time gridding,

• The SAA from the TCCON observations serves as a reference for determining which
azimuth directions from MAX-DOAS are considered to match with a selected TC-
CON observation.

• Time gridding is used to match with the start and end of the time range as pre-
scribed by TCCON. Finally, time intervals fine enough to preserve the temporal
resolution of the MAX-DOAS are selected.

• All the NO2 VCDs within the (mentioned above) time and SAA range are averaged.
The results are presented as a combined NO2 VCD, which is the most representative
NO2 VCD associated with the given set of TCCON XCO2 results.

In order to classify the short-time variations of the total column for both gases, daily
correlation plots between both gases are used. R2 values > 0.5 in the linear regression
are assumed to indicate significant events. Figures 10.9 and 10.10 demonstrate the data
analysis for an example day.

10.6 interpretation of proxy/co2 ratios derived from total column data

In order to assess the obtained results, in this chapter, the so-called double ratio plots
are used similarly as presented for the pure in-situ point of view by (Jäschke et al., 2021;
Rosendahl, 2022).

10.6.1 Double ratio plots based on high-resolution TNO inventory

A double ratio plot based on the area emissions reported by the high-resolution TNO
inventory for 2020 is shown in Figure 10.11. Such a plot can help to characterize the
anthropogenic sources by comparing the measured ratios with thoese obtained from high-
resolution TNO inventory for different sectors.
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Figure 10.10: Resulting correlation plots for both proxies with respect to ∆XCO2 for 02 April 2020.

Figure 10.11: Double ratios plots for ∆NOx/∆XCO2 vs ∆CO/∆XCO2 from high-resolution TNO
inventory 2020.

10.6.2 proxy/CO2 ratios derived from total column observations

Here we present the events or days when each ratio has a R2 > 0.5, meaning that only
when both proxies (NO2 and CO) have significant enhancements.

Figure 10.12, shows a "double-ratio" relationship between ∆NO2,VCD/∆XCO2 as a func-
tion of ∆XCO/∆XCO2 for the identified events based on the total column observations.
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Figure 10.12: Double ratio plot with the events found on the time-period constrained to the MAX-
DOAS availability of data, July 2019 to January 2022.

The most important findings based in Figure 10.12 can be summarized as follows:

• Ratio values appear reasonable regarding the values on 10.11.

• Less variability than TNO, probably because the remote sensing measurements gen-
erally observe a mix of sources.

• Industry emissions seemed dominant: Mean ratio values ∼ 0.4/1.4.

Evident variability along both axes of the plot has to be observed above the significance
level. The individual events shown in Figure 10.12 are listed in Table 10.1. For testing
the assumption whether the strongest events observed (which will be characterized in
consequence by highest R2 values) are plume observations of the hard-coal fired power
plant, a possible correlation between R2 and wind direction is studied for both ratios
separately as shown in Figures 10.13 and 10.14. However, no clear preferred direction is
found. The number of events seems too low for this kind of analysis. It would be required
to continue the observation for several years to increase the number of observed events
significantly.

10.6.3 Individual proxy/CO2 ratios analysis

This section evaluates the individual proxy/CO2 ratios for the whole available period
when the condition R2 is met. Figures 10.15 and 10.16 show the time series of each ratio
for the whole available period. From these figures, no clear seasonal change of the proxy
ratios (e.g., between winter (heating sector on) and summer season) was found.

Figures 10.17 and 10.18 show no clear correlation between R2 and wind direction. How-
ever, considering the wind speed and direction, the events show two remarkable tenden-
cies: the first one aligned into the SW direction: low ∆XCO/∆XCO2, where a heavily
industrialized area is located, as shown in Figure 10.1, suggesting that these events could
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Event Corr.No. used in Figure 10.13 Date

1 2019-07-24

2 2019-07-26

3 2019-09-13

4 2019-12-16

5 2019-12-29

6 2020-01-16

7 2020-04-02

8 2020-04-07

9 2020-05-08

10 2020-07-01

11 2020-07-30

12 2020-11-14

13 2020-11-18

14 2020-11-28

15 2021-11-09

Table 10.1: List of events detected by the remote-sensing technique

be related to the anthropogenic emissions that originated in that area; and the second
one, in the ENE direction: high ∆XCO/∆XCO2 that could be related to the emissions of
the power and heating plant, operated at KIT CN, anthropogenic emissions originated in
Bruchsal or even coming from the power plant located in Heilbronn (∼40 east of KIT CN),
see Figure 10.1. The validity of this hypothesis is supported by Figure 10.19, which shows
the predominant wind direction which coincides with the events location of the events
found.

10.7 comparison of proxy/co2 ratios with inventory data and in-situ

measurements

10.7.1 In-situ data

The in-situ measurements, and data analysis used for the comparison in this chapter,
were carried out for the Integrated Carbon Observation System (ICOS) Central Radiocar-
bon Laboratory from the Institute for Environmental Physics at Heidelberg University.
However, a brief description of the data is given in this section.

The ICOS in-situ measurements are carried out continuously at the 200 m high tower
of the KIT-TRO station, which allows conducting atmospheric measurements at 200 m,
100 m, 60 m, and 30 m above ground (∼110 masl). Continuous CO2, CH4, N2O, CO
measurements, and meteorological parameters are conducted at all platform heights.
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Figure 10.13: Remote-sensing-based ∆XCO/∆XCO2 ratio plot for the days with R2 > 0.5 for both
ratios, constrained to the MAX-DOAS availability of data and classified by a correl-
ative number. The angular orientation and radial position of each event in the polar
plot are given by the averaged wind direction and speed at noon, respectively. The
color and size of the bubbles represent the ratio and the R2 values, respectively.

Figure 10.14: Similar to 10.13 but for ∆ NO2,VCD/∆ XCO2 ratio.

The station3 uses an automated ICOS flask sampler to collect 1 hour averaged air sam-
ples in flasks to measure an extended set of GHGs concentrations, the isotopic composi-

3 This station is classified as ICOS class 1 atmospheric station; more information can be found in ICOS and RI
(2020).
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Figure 10.15: Time series for all the correlations with R2 > 0.5 in the period September 2014 to
October 2020, for ∆XCO/∆XCO2

Figure 10.16: Time series for all the correlations with R2 > 0.5 in the period July 2019 to October
2020, for ∆ NO2,VCD/∆ XCO2

tion of CO2 and CH4 and the atmosphere O2/N2 ratio. More information about the ICOS
flask sampling strategy can be found in Levin et al. (2020).

Additionally, an ICAD system conducted continuous in-situ NOx (NO and NO2) mea-
surements at 200 m from July 2019 to August 2020.

Figure 10.20 shows an example where clear enhancements were measured for CO2, CO
and NOx on January 10, 2020. Between 11:30 and 12:30, a sizeable CO2 enhancement of
about 30 ppm was observed, accompanied by a minor CO enhancement of only 10 ppb
and a NOx enhancement of about 15 ppb. During the entire time period, the wind direc-
tion was relatively stable from the South-Westerly wind sector, where the most significant
industrial sources are located. Apart from the time when the most significant enhance-
ments occurred, the CO2 concentrations measured at different altitudes showed minor
vertical differences, which is a clear sign that the lower boundary layer was well mixed
during that day.
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Figure 10.17: Similar to 10.13 but for the whole available measurement period, see10.4, and Figure
10.15 for more information.

Figure 10.18: Similar to 10.17 but for ∆ NO2,VCD/∆ XCO2 ratio.

10.7.2 Comparisons between in-situ, total column and TNO inventory

Doble ratio plots can help to understand the most probable anthropogenic sources, includ-
ing the ratios obtained from high-resolution inventory for different sectors, as presented
in Figure 10.11. In this thesis, the TNO high-resolution inventory is used.
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Figure 10.19: Wind rose showing the most predominant wind direction and speed during the
period 2014-2021.

Figure 10.20: An example plot of a transport event detected by the in-situ measurements on Jan-
uary 10, 2020. The uppermost panel shows the continuous measurements of CO2,
followed by CO in the second panel, and then NOx, wind speed and direction, and
radon measurements, each referring to the specifications given at the left axis. The
colors denote the sampling heights as given in the legend.
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Directly comparing the in-situ and total column based proxy/ffCO2 ratios is impossible
since the total column measurements cannot measure ffCO2 and NOx. However, in-situ
CO2 and NO2 measurements are also available, which are presented in Figure 10.21.

In-situ and total column ratios for the exact quantities are much more comparable in
terms of variability, although the in-situ measurements, especially the CO/CO2 variability,
are high. Due to the fundamentally different meteorological conditions preferred for the
in-situ and the total column measurements4, there is only one common day for both
observation strategies on April 7, 2020, marked in Figure10.21 as number 13 event of the
in-situ data and number 8 by the total column. Though the in-situ signal was sampled
between 4:00 and 5:00, the in-situ and the total column observation on that single common
day only sample the same event and are unlikely to agree.

The main reason for the discrepancies between in-situ and total column measurements
is successfully identified (the transition NOx to NO2 is of minor impact). However, the
assumption that individual local and strong emitters dominate the short-term variability
seemed generally not justifiable. From the in-situ measurements, we could conclude that
the short-term variability in the total column signal has a similar fossil to the non-fossil
share as the in-situ signals. However, this is not surprising as the in-situ measurements
also exploit the signal’s short-term variability.

Thus, for the accurate determination of the source distribution and comparison with
inventories, an observational method pinning down the ffCO2 share is required, which
unfortunately cannot be achieved by current remote sensing technology.

4 Large in-situ enhancements are observed during atmospheric situations with suppressed vertical mixing,
while on the other hand, total column observations work only with clear sky conditions, typically associated
with enhanced atmospheric mixing
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Figure 10.21: Double ratio plot comparison between total column results and in-situ. Black and
grey denotes in-situ measurements, light blue measurements obtained from the total
column observations. The red marker represents the mean industry ratio from TNO
inventory.



11
C O N C L U S I O N S

This thesis presents three main results chapters that can be considered independent con-
tributions to the study of atmospheric measurements of GHGs. Therefore, the conclusions
are separated to give the reader a more consistent idea of the goals achieved in this work.

11.1 improvement of the calibration procedures for the coccon net-
work

The analysis of the open-path measurements for deriving the ILS parameters of EM27/SUN
FTIR spectrometers was improved. All previous laboratory open-path measurements for
determining ILS parameters in the framework of COCCON were reanalyzed. The elabo-
ration of a revised empirical H2O line list allowed for a significant reduction of fit resid-
uals. Adding a second spectral window, which can be observed in both channels of the
EM27/SUN spectrometer, allowed us to identify and quantify significant CO detector
misalignments.

In addition to the open-path measurements, a cell filled with C2H2 was constructed
and put into service. The cell measurement can be performed sequentially with the open-
path procedure without significant additional effort. It offers similar sensitivity to the
ILS parameters and adds redundancy to the calibration process, and the C2H2 column
is expected to be invariant for all EM27/SUN spectrometers. An excellent agreement of
the retrieved column amount between different spectrometers was found (1-σ scatter on
the order of 0.01 %; see Figure 8.14c). Based on these encouraging results, it is planned
to circulate C2H2 cells to demonstrate the temporal stability of individual spectrometers
and the level of instrument-to-instrument consistency across the network.

The stability of the COCCON reference spectrometer operated at KIT was investigated,
and variations in XAIR were found during the first years of operation (2015—2017). This
variability has a non-negligible impact on the XCH4 calibration results during this period
of up to 0.14 %. All previous side-by-side measurements reported by Frey et al. (2019)
were reanalyzed using the revised ILS parameters and incorporating the correction of the
XCH4 calibration factors for 2015–2017 period.

Forty-seven new spectrometers were calibrated before they became operational, and
several previously investigated spectrometers were recalibrated. The resulting ILS param-
eters and empirical calibration factors for each target gas were derived. I finally inves-
tigated the typical spectral SNR achieved by the EM27/SUN spectrometer in solar and
open-path measurements.

A tendency towards improved and more consistent instrumental performance in the
fabrication series of EM27/SUN spectrometers was noticed. We assume that our con-
tinued refinement and continuous application of the quality assurance procedures per-
formed for COCCON in cooperation with the manufacturer of the spectrometers, Bruker,
is the reason for this tendency.
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11.2 emme campaign : general results and co2 ,ch4 and co emission esti-
mations

Within the project VERIFY, a joint1 campaign was carried out in the second largest city
in Russia, St. Petersburg, to quantify the emission strengths of CO2, CH4, and CO in a
megacity of 5 million inhabitants with a variety of emission sources along its territory.

The central core of this campaign were two EM27/SUN instruments, which were de-
ployed daily in the up and downwind direction within the city ring road (used as a
boundary). The initial daily location for each instrument was decided based on the model
weather forecast (for clear conditions and wind information) and Hysplit forecasted pol-
lution plume direction. Furthermore, on the measurement day, mobile zenith DOAS mea-
surements were performed to track the actual time plume and then cross-check the cor-
rectness of the initial deployment of the instruments.

The whole concept of this campaign is already published by Makarova et al. (2021).
However, in this thesis, the measurements obtained with the two EM27/SUN instruments
were completely re-analyzed and the evaluation of differential column signals was refined.
With these new results and a simple total column model, the emissions strengths for CO2,
CH4, and CO were obtained and compared with the published results by Makarova et al.
(2021). The results proved that with this set-up, emissions plumes could be detected on
an urban scale.

The total column mass balance approach used in this thesis used a different wind
source, ERA-5, because it can reproduce observed wind well across whole Europe (Molina,
Gutierrez, and Sanchez, 2021). ERA-5 has been used in similar studies with great success
(Angevine et al., 2020; Brune, Keller, and Wahl, 2021). Finally, a more straightforward
calculation of the air transect length over the source was applied in the analysis.

The estimated emissions strengths for CO2, CH4, and CO in St. Petersburg are slightly
smaller than the results published by (Makarova et al., 2021), but all agree within the error
range. These can be attributed to the substantial different calculations and inputs, sharing
only the pure observational raw data. The estimated results for CO2 and CH4 are higher
± 2 and 5 times, respectively, in comparison to the official inventory results of the city,
and ± 2 times smaller for CO.

Concerning EDGAR inventory, the campaign results are clearly higher for the three
species, possibly due to the elevated heating sector emissions during this time of the year,
while EDGAR emissions refer to yearly averaged emissions.

11.3 investigation of space-borne trace gas products over st peters-
burg and yekaterinburg , russia , by using coccon observations

Part of this thesis was devoted to the analyses of ground-based COCCON and space-
based TROPOMI, OCO-2, OCO-2 FOCAL, GOSAT, and MUSICA IASI observations (XCO2,
XCH4, XCO, XH2O), in Peterhof and Yekaterinburg cities. Stationary COCCON observa-
tions were performed in the period 2019–2020.

1 The campaign was planned and carried out with close cooperation from St. Petersburg State University
(Russia), Karlsruhe Institute of Technology (Germany), and the University of Bremen (Germany).
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All the data products in Peterhof show similar seasonal variability. However, for XCO2,
the COCCON dataset is generally lower than the other available datasets, among which
GOSAT has the highest standard deviation compared to the other datasets. TROPOMI
observes slightly lower XCH4 but slightly higher XCO than the other products. As ex-
pected, the most considerable seasonal variability is observed in XH2O. Higher amounts
of XH2O are observed in summer, primarily due to higher evaporation and precipitation,
which is expected. The averaged GOSAT XH2O is higher than the other products due to
its short measurement period, mostly in summer. Yekaterinburg has a shorter measure-
ment period, mainly covering winter and spring, from October 2019 to April 2020. Similar
seasonality and concentrations are observed in Peterhof during the same period.

The satellite observations are sparser in the high-latitude regions than in mid- and low-
latitude regions, while models provide continuous datasets. Many previous studies have
proven the ground-based COCCON observations to be highly accurate. To combine the
advantages of CAMS and COCCON datasets, we developed an upscaling method, adjust-
ing CAMS data to the COCCON observations collected at Peterhof and Yekaterinburg
to obtain continuous data of virtual COCCON observations (as demonstrated using dif-
ferent subsets of COCCON measurements at Karlsruhe). This method is more critical for
Yekaterinburg, where three different problems were faced: (1) fewer measurements in gen-
eral (around 6 months compared to 15 months in Peterhof), (2) fewer measurement days
per month (mainly in winter), and (3) shorter daily period of measurements. As expected,
the CAMS-COCCON data show better correlations with COCCON observations than
the original CAMS datasets. The CAMS-COCCON data are then compared with satellite
products, showing good agreements and generally similar biases to those between satellite
products and COCCON observations. This method was also used for the observations at
Yekaterinburg, where fewer COCCON measurements were taken. The gradients between
the two study sites (∆Xgas) are similar between CAMS and CAMS-COCCON datasets. A
few COCCON and satellite ∆Xgas measurements fit well with those of CAMS-COCCON.
The results presented in this study indicate that our scaling method is working reliably.

11.4 proxy/ffco2 emissions in the verify study-case region

An considerable amount of effort has been used to calibrate, set up, maintain and keep
the MAX-DOAS instrument operational, which was the first instrument of this kind to be
mounted in the IMK-TRO tall tower. We consider this as a significant achievement, and
the high quality of the resulting measurements supported the aims of this thesis.

The presented results indicate that in the proxy/∆XCO2 correlations we can detect
enhancements due to local emissions. However, the presented approach based on remote
sensing observations seems not to resolve the contributions from distinct individual fossil
fuel sources (as industry, traffic, heating), but delivers a signal comprised of a mixture of
independent sources encountered in the surroundings.



A
F I T R E S I D U A L S O F T H E H R S P E C T R A A F T E R T H E E M P I R I C A L
A D J U S T M E N T

Figure A.1: H2O spectroscopic lines used for this ILS calibration study. The fits (multi-spectrum
fit performed) using HITRAN 2016 and the new empirical COCCON line list are pre-
sented in (a, b) and (c, d), respectively. The measured spectra were taken with the
IFS125HR at KIT Karlsruhe, at 15 °C. The spectral residuals shown are multiplied by 5

in order to be visible.
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Figure A.2: Same as Figure A.1, but the measured spectra were taken with the IFS125HR at KIT
Karlsruhe, at 30 °C.
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A P P E N D I X F O R S PA C E B O R N A N D C O C C O N S T U D Y

b.1 datasets

b.1.1 TROPOMI

The Sentinel-5 Precursor (S5-P) satellite with the Tropospheric Monitoring Instrument
(TROPOMI) on board as a single payload was launched in October 2017. S5-P is a low-
Earth-orbit polar satellite. It aims at monitoring air quality, climate and ozone layer with
high spatio-temporal resolution and daily global coverage during an operational lifespan
of 7 years (Veefkind et al., 2012). TROPOMI is a nadir-viewing grating-based imaging
spectrometer, measuring backscattered solar radiation spectra with an unprecedented res-
olution of 7× 7 km2 (upgraded to 5.5× 7 km2 in August 2019; (Lorente et al., 2021)). In
this study, we use the improved TROPOMI XCH4 product derived with the RemoTeC
full-physics algorithm (Lorente et al., 2021) and apply the recommended quality value
(qa) = 1.0 to the data. For CO, SICOR (Shortwave Infrared CO Retrieval algorithm) is
deployed to retrieve the total column density of CO from TROPOMI spectra at 2.3 µm
(Borsdorff et al., 2018a,b; Landgraf et al., 2016). XCO is computed by dividing the CO
total column by the dry air column extracted from the co-located TROPOMI CH4 file.
This dry air column is obtained from the surface pressure and water vapour column as
provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) anal-
ysis (Lorente et al., 2021; Schneising et al., 2019). H2O retrievals are also performed with
the SICOR algorithm. A similar quality filter is applied to the H2O product as used in
Schneider et al. (2020).

b.1.2 OCO-2

The Orbiting Carbon Observatory-2 (OCO-2) is a NASA satellite, launched in July 2014,
providing space-based measurements of atmospheric CO2 (Eldering et al., 2017). These
observations have the potential capability to detect CO2 sources and sinks with unprece-
dented spatial and temporal coverage and resolution (Crisp, 2015). The OCO-2 mission
carries a single instrument incorporated with three high-resolution imaging grating spec-
trometers, collecting spectra from reflected sunlight by the surface of Earth in the molec-
ular oxygen (O2) A band at 0.764 µm and two CO2 bands at 1.61 and 2.06 µm (Osterman
et al., 2020). The OCO-2 satellite has three viewing modes (nadir, glint and target) and
a near-repeat cycle of 16 d (98.8 min per orbit, 233 orbits in total). It samples at a local
time of about 13:30 LT. The current version (V10r) of the OCO-2 Level 2 (L2) data product,
containing bias-corrected XCO2, is used in this study.

In addition to the operational XCO2 product derived from OCO-2 observations de-
scribed above, the data product generated using the Fast atmOspheric traCe gAs retrievaL
(FOCAL) algorithm described in Reuter et al. (2017a) had been used. Compared with co-
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located TCCON observations, the OCO-2 FOCAL data show a regional-scale bias of about
0.6 ppm and single measurement precision of 1.5 ppm (Reuter and Buchwitz, 2021). In this
study, the latest version (v09) covering the time period of 2015–2020 is utilized for further
comparison with the COCCON results.

b.1.3 MUSICA IASI

The Infrared Atmospheric Sounding Interferometer (IASI) is a payload on board the
EMETSAT Metop series of polar-orbiting satellites (Clerbaux et al., 2009). The IASI instru-
ment is a Fourier transform spectrometer that measures infrared radiation emitted from
the Earth and emitted and absorbed by the atmosphere. It provides unprecedented accu-
racy and resolution on atmospheric humidity profile, as well as total column-integrated
CO, CH4 and other compounds twice a day. There are currently three IASI instruments in
operation on Metop-A, Metop-B and Metop-C, launched in 2006, 2012 and 2018, respec-
tively. The MUSICA IASI retrievals are based on a nadir version of PROFFIT (Schneider
and Hase, 2009), which has been developed in support of the MUSICA project. More de-
tails can be found in Schneider et al. (2022b) and Schneider and Hase (2011). A validation
of the MUSICA IASI H2O profile data is presented by Borger et al. (2018).

b.1.4 GOSAT

The Greenhouse Gases Observing Satellite (GOSAT) was launched in January 2009, equipped
with two instruments (the Thermal And Near-infrared Sensor for carbon Observation
Fourier Transform Spectrometer, TANSO-FTS, and the TANSO Cloud and Aerosol Im-
ager, TANSO-CAI) (Kuze et al., 2009). The satellite is placed on a Sun-synchronous orbit
and passes the same point on Earth every 3 d. GOSAT is the first mission to monitor the
global distribution and sinks and sources of GHGs. For this study, GOSAT FTS shortwave
infrared (SWIR) level-2 data, version V02.90, from the National Institute for Environmen-
tal Studies (NIES) are used.

b.2 cams data

b.2.1 CAMS inversion

Copernicus Atmosphere Monitoring Service (CAMS) is operated by the European Centre
for Medium-Range Weather Forecasts (ECMWF), providing global inversion-optimized
GHG concentration products which are updated once or twice per year. For XCO2 and
XCH4, the latest version datasets (v20r1 for XCO2 and v19r1 for XCH4) using surface
air-sample as observations input are used in this study. The CAMS global CO2 atmo-
spheric inversion product is generated by the inversion system, called PyVAR (Python
VARiational), with a horizontal resolution of 1.875× 3.75 and temporal resolution of 3 h
(Chevallier, 2020, 2021). The latest version (V20r1) was released in December 2020, cover-
ing the period from January 1979 to May 2020. The V20r1 model data fit TCCON retrievals
well with less than 1 ppm of absolute biases (Chevallier, 2021).
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For XCH4, we used the latest version V19r1 based on inversion of surface observa-
tions only, covering the period between January 1990 and December 2019. The CAMS
XCH4 inversion product is based on the TM5-4DVAR (four-dimensional variational) in-
verse modelling system (Bergamaschi et al., 2013, 2010; Meirink, Bergamaschi, and Krol,
2008) with a horizontal resolution of 2× 3 and temporal resolution of 6 h (Segers, 2020a,b).
Compared to previous releases, v19r1 data have been adjusted by using new atmospheric
CH4 sinks and updated wetland emissions, and the monthly bias is usually less than
10 ppb with respect to TCCON (Segers, 2020b).

b.2.2 CAMS reanalysis (control run)

This study aims to compare XCO retrieved from the COCCON measurements with XCO
from different satellite and CAMS datasets as well. However, no XCO data are avail-
able from the before-mentioned CAMS data. Fortunately, CAMS also provides reanaly-
sis datasets, covering the period of 2003–June 2020. The standard CAMS reanalysis data
use 4DVar data assimilation in CY42R1 of ECMWF’s Integrated Forecast System (IFS)
(Flemming et al., 2017; Inness et al., 2019). The CAMS reanalysis CO profiles under a con-
trol run, i.e. without any data assimilation, is obtained from Copernicus Support team.
This control run reanalysis CO profiles are using only one IFS cycle with a 0.1× 0.1 lat-
itude× longitude resolution, 3 h of temporal resolution and 25 pressure levels. XCO is
obtained when integrating the profiles from the lowest to the highest pressure level.
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b.3 collection radius based on satellite observations

Figure B.1: Difference between a single satellite measurement with the averaged COCCON mea-
surement (±1 h of satellite overpass) with respect to their distance.

Figure B.2: Same as Figure B.1 but for Yekaterinburg.

Figure B.3: Sample days for TROPOMI measurements (qa = 1.0) in October 2019. The circle has a
radius of 100 km, centred at Yekaterinburg. The colour represents the value of XCH4.
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b.4 coccon observations up-scaling by using cams

Figure B.4: Temporal variation of the averaged scaling factors in each sub-window for the number
of windows selected for each subset of COCCON measurements at Karlsruhe (40 %,
60 % and 80 % of the total measurement days with FTS#37). The error bar represents
the standard deviation calculated in each sub-window.

Figure B.5: Temporal variation of the averaged scaling factors per window for each studied gas:
XCO2, XCH4 and XCO at Peterhof.
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Figure B.6: Same as Figure B.5 but for Yekaterinburg.

Figure B.7: Root-mean-square deviation between CAMS-COCCON and COCCON with respect to
number of windows for XCH4 according to 40 %, 60 % and 80 % COCCON data points
at Karlsruhe.

Figure B.8: Correlation plots of (a) CAMS and (b–d) CAMS-COCCON with respect to COCCON
XCH4 at Karlsruhe. The CAMS-COCCON datasets are based on 40 %, 60 % and 80 %
of COCCON measurement days.
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Figure B.9: Correlation plots of (a) COCCON and (b–d) CAMS-COCCON with respect to
TROPOMI XCH4 at Karlsruhe. The CAMS-COCCON datasets are based on 40 %, 60 %
and 80 % of COCCON measurement days.

Species Peterhof Yekaterinburg

Variability
of original
CAMS
products

CAMS–
COCCON

Scaled
CAMS–
COCCON

Variability
of original
CAMS
products

CAMS–
COCCON

Scaled
CAMS–
COCCON

XCO2 3.45 ppm 1.76 ±
0.82 ppm

0.18 ±
0.79 ppm

2.24 ppm 1.31 ±
0.69 ppm

−0.008 ±
0.56 ppm

XCH4 11.81 ppb 14.97 ±
8.7 ppb

−1.95 ±
6.84 ppb

5.95 ppb 19.9 ±
5.88 ppb

−0.58 ±
4.19 ppb

XCO 10.67 ppb 0.59 ±
6.51 ppb

−1.92 ±
4.90 ppb

11.58 ppb 1.96 ±
6.50 ppb

2.16 ±
5.03 ppb

Table B.1: The variability (standard deviation) of the original CAMS products during the COC-
CON measurement period in each city and bias and standard deviation for the differ-
ence between CAMS and COCCON, as well as between scaled CAMS and COCCON.
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Figure B.10: Correlation plots of CAMS (a, c, e) and CAMS-COCCON (b, d, f) with respect to
COCCON for XCO2 (a, b), XCH4 (c, d) and XCO (e, f) at Peterhof.
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Figure B.11: Correlation plots of CAMS (a, c, e) and CAMS-COCCON (b, d, f) with respect to
COCCON for XCO2 (a, b), XCH4 (c, d) and XCO (e, f) at Yekaterinburg.
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A P P E N D I X F O R M A X - D O A S C A M PA I G N

c.1 doas analysis input settings

Tables C.1 and C.1 summarized the setting used for the DOAS retrieval of NO2 and O4 in
the UV and Vis wavelength range.

parameter baseline setting

Wavelength range 338-370 nm.

Fraunhofer reference Sequential.

Polynomial degree 5.

Intensity offset Constant

Absorption cross sections

NO2 At 298 K and 220K. Both from (Van-
daele et al., 1998). I0 corrected (SCD
10

17molec.cm−2)

O3 At 223K and 243K. Both from
(Serdyuchenko et al., 2014). I0 corrected
(SCD 10

20molec.cm−2).

O4 At 293K. From (Thalman and Volkamer,
2013).

HCHO At 297K. From (Meller and Moortgat,
2000).

BrO At 223K. From (Fleischmann et al., 2004).

Ring Based on reference SAO solar spectra
(Chance and Kurucz, 2010).

Table C.1: DOAS fit analysis inputs for NO2 in the UV wavelength range used in this thesis.

c.2 doas fit example result

The DOAS fit presented in the next figure was done by using DOASIS software (Kraus,
2006) with all the inputs described in Table C.1, and C.3.
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parameter baseline setting

Wavelength range 425-490 nm.

Fraunhofer reference Sequential.

Polynomial degree 5.

Intensity offset Constant

Absorption cross sections

NO2 At 298K and 220K. Both from (Van-
daele et al., 1998). I0 corrected (SCD
10

17molec.cm−2)

O3 At 223K. From (Serdyuchenko et al., 2014).
I0 corrected (SCD 10

20molec.cm−2).

O4 At 293K. From (Thalman and Volkamer,
2013).

H2O At 296K. (Rothman et al., 2010).

Ring Based on reference SAO solar spectra
(Chance and Kurucz, 2010).

Table C.2: As Table C.1 but for NO2 in the Vis range.
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c.3 aerosol and race gas vertical profile input settings

parameter values used

Atmosphere definition Pressure, temperature, total air
density, and O3 vertical profiles av-
eraged from O3 sonde measure-
ments in De Bilt (09/2013-2015).
Surface albedo fixed to 0.06.

Retrieval altitude grid 0-3km/step 100m. The surface
height and instrument altitude are
fixed to 0m.

Wavelength 360nm for species in the UV range
and 477nm for species in the Vis
range.

Aerosol settings Single Scattering Albedo (SSA):
0.92 and the asymmetry factor: 0.68

for both 360 and 477nm.

O4 scaling 1.0

Elevation angles 1°, 2°, 3°, 5°, 10°, 20° and 40°.

A priori profiles Exponentially-decreasing pro-
files derived using the following
AOD/VCD and scaling height
(SH) values:

• AOD: 0.18 for both 360 and
477 nm

• NO2 VCD: 9e15 molec.cm−2

• A scaling height of 1 km is
used for all species.

A priori covariance ma-
trices

Variance of 50% of the a priori pro-
file for the diagonal terms.

Correlation length of
the a priori profile (km)

200 m.

Table C.3: Settings used for the aerosol and trace gas vertical profile retrieval.
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