Learned Monotone Minimal Perfect Hashing

Paolo Ferragina  
University of Pisa, Italy

Hans-Peter Lehmann  
Karlsruhe Institute of Technology, Germany

Peter Sanders  
Karlsruhe Institute of Technology, Germany

Giorgio Vinciguerra  
University of Pisa, Italy

Abstract

A Monotone Minimal Perfect Hash Function (MMPHF) constructed on a set $S$ of keys is a function that maps each key in $S$ to its rank. On keys not in $S$, the function returns an arbitrary value. Applications range from databases, search engines, data encryption, to pattern-matching algorithms.

In this paper, we describe LeMonHash, a new technique for constructing MMPHFs for integers. The core idea of LeMonHash is surprisingly simple and effective: we learn a monotone mapping from keys to their rank via an error-bounded piecewise linear model (the PGM-index), and then we solve the collisions that might arise among keys mapping to the same rank estimate by associating small integers with them in a retrieval data structure (BuRR). On synthetic random datasets, LeMonHash needs 34% less space than the next larger competitor, while achieving about 16 times faster queries. On real-world datasets, the space usage is very close to or much better than the best competitors, while achieving up to 19 times faster queries than the next larger competitor. As far as the construction of LeMonHash is concerned, we get an improvement by a factor of up to 2, compared to the competitor with the next best space usage.

We also investigate the case of keys being variable-length strings, introducing the so-called LeMonHash-VL: it needs space within 13% of the best competitors while achieving up to 3 times faster queries than the next larger competitor.
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1 Introduction

Given a set $S$ of $n$ keys drawn from a universe $[u] = \{0, \ldots, u - 1\}$, a Monotone Minimal Perfect Hash Function (MMPHF) is a hash function that maps keys from $S$ to their rank, and returns an arbitrary value for keys not in $S$. As the name suggests, such a function is both perfect because it has no collisions on $S$, and minimal because its output range is $[n]$. Differently from a Minimal Perfect Hash Function (MPHF) \cite{4,12,16,26,40,42,44,50}, which maps keys from $S$ bijectively to $[n]$ in any order, and from an Order-Preserving MPHF (OPMPHF) \cite{25}, which retains a given (arbitrary) order on the keys, an MMPHF takes advantage of the natural order of the universe to rank the keys in $S$ in small space, i.e. without encoding them. Indeed, encoding $S$ needs $\log(\binom{u}{n})/n = \Omega(\log \frac{u}{n})$ bits per key, and encoding the ranks via an OPMPHF needs $\log(n!)/n = \Omega(\log n)$ bits per key, whilst an MMPHF may use as few as $O(\log \log \log u)$ bits per key \cite{2}, which was recently proven to be optimal \cite{1}. Throughout this paper, $\log x$ stands for $\log_2 x$, and we use the $w$-bit word RAM model.

MMPHFs have numerous applications \cite{1}. They enable efficient queries both in encrypted data \cite{11} and databases \cite{39,41}. Further applications can be found in information retrieval, where MMPHFs can be used to index the lexicon \cite{54} or to compute term frequencies \cite{6,46}, and in pattern matching \cite{5,27,32}, where MMPHFs are applied mostly to integer sequences representing the occurrences of certain characters in a text.

Despite the widespread use of MMPHFs and recent advancements on their asymptotic bounds \cite{1}, the practical implementations have not made significant progress in terms of new designs and improved space-time performance since their introduction more than a decade ago \cite{3}, with only some exceptions targeting query time \cite{33}. As a matter of fact, the solutions in \cite{3} are very sophisticated and well-optimised, and they offer a vast number of efficient space-time trade-offs that were hard to beat.

In this paper, we offer a fresh new perspective on MMPHFs that departs from existing approaches, which are mostly based on a trie-like data structure on the keys. We build upon recent advances in (learning-based) indexing data structures, namely the PGM-index \cite{20,24}, and in retrieval data structures (or static functions), namely BuRR \cite{14}. The former learns a piecewise linear approximation mapping keys in $S$ to their rank estimate. The latter allows associating a small fixed-width integer to each key in $S$, without storing $S$. We combine these two seemingly unrelated data structures in a surprisingly simple and effective way. First, we use the PGM to monotonically map keys to buckets according to their rank estimate, and we store the global rank of each bucket’s first key in a compressed data structure. Second, since the rank estimate of some keys might coincide, we solve such bucket collisions by storing the local ranks of these keys using BuRR. We call our proposal LeMonHash, because it learns and leverages the smoothness of the input data to build a space-time efficient monotone MPHF.

On the theoretical side, this achieves $O(1)$ bits per key for inputs which are sufficiently random within buckets – breaking the superlinear lower bound. Practically, on various integer datasets tried, it needs about one-third less space than previous approaches and is an order of magnitude faster. We also extend LeMonHash to support variable-length string keys. This approach needs space within 13% of the best competitors while being up to 3× faster.

Outline. We first describe the basic building blocks of LeMonHash in Section 2 and discuss related work in Section 3. In Section 4, we describe LeMonHash for integers and then extend it to variable-length strings in Section 5. In Section 6, we discuss variants and refinements, before proving the space-time guarantees of LeMonHash in Section 7. In Section 8, we present our experiments. In Section 9, we summarise the paper and give an outlook for future work.
2 Preliminaries

In this section, we describe the basic building blocks of LeMonHash.

Bit Vectors. Given a bit vector of size \( n \) and \( b \in \{0, 1\} \), the \( \text{rank}_b(x) \) operation returns the number of \( b \)-bits before position \( x \), and the \( \text{select}_b(i) \) operation returns the position of the \( i \)-th \( b \)-bit. These operations can be executed in constant time using as little as \( o(n) \) bits on top of the bit vector [13, 34], and they have very space-time efficient implementations [30, 38, 52].

Elias-Fano. Elias-Fano Coding [15, 17] is a way to efficiently store a non-decreasing sequence of \( n \) integers over a universe of size \( u \). An integer at position \( i \) is split into two parts. The \( \log n \) upper bits \( x \) are stored in a bit vector \( H \) as a 1-bit in \( H[i+x] \). The remaining lower bits are directly stored in an array \( L \). Integers can be accessed in constant time by finding the \( i \)-th 1-bit in \( H \) using a \( \text{select}_1 \) data structure and by looking up the lower bits in \( L \). Predecessor queries are possible by determining the range of integers that share the same upper bits of the query key using two \( \text{select}_0 \) queries, and then performing a binary search on that range. If there are no duplicates, this binary search takes \( O(\min\{\log n, \log \frac{u}{n}\}) \) time. The space usage of an Elias-Fano coded sequence is \( n[\log \frac{u}{n}] + 2n + o(n) \) bits (see [47, §4.4]). Partitioned Elias-Fano [49] is an extension that uses dynamic programming to partition the input into multiple independent Elias-Fano sequences to minimise the overall space usage.

PGM-index. The PGM-index [24] is a space-efficient data structure for predecessor and rank queries on a sorted set of \( n \) keys from an integer universe \([u]\). Given a query \( q \in [u] \), it computes a rank estimate that is guaranteed to be close to the correct rank by a given integer parameter \( \varepsilon \). If one stores the input keys, then the correct rank can be recovered via an \( O(\log \varepsilon) \)-time binary search on \( 2\varepsilon + 1 \) keys around the rank estimate. The PGM is constructed in \( O(n) \) time by first mapping the sorted integers \( x_1, \ldots, x_n \) in \( S \) to points \((x_1, 1), \ldots, (x_n, n)\) in a key-position Cartesian plane, and then learning a piecewise linear \( \varepsilon \)-approximation of these points, i.e. a sequence of \( m \) linear models each approximating the rank of the keys in a certain sub-range of \([u]\) with a maximum absolute error \( \varepsilon \). The value \( m \), which impacts on the space of the PGM, can range between 1 and \( m \leq n/(2\varepsilon) \) [24, Lemma 2] depending on the “approximate linearity” of the points. In practice, it is very low and can be proven to be \( m = O(n/\varepsilon^2) \) when the gaps between keys are random variables from a proper distribution [20]. The time complexity to compute the rank estimate with a PGM is given by the time to search for the linear model that contains the searched key \( q \), which boils down to a predecessor search on \( m \) integers from a universe of size \( u \). For this, there exist many trade-offs in various models of computations [24, 48].

Retrieval Data Structures. A retrieval data structure or static function on a set \( S \) of \( n \) keys denotes a function \( f : S \to \{0, 1\}^r \) that returns a specific \( r \)-bit value for each key. Applying the function on a key not in \( S \) returns an arbitrary value. Retrieval data structures take \((1+\eta)rn\) bits, where \( \eta \geq 0 \) is the space overhead over the space lower bound of \( rn \) bits.

MWHC [43] is a retrieval data structure based on hypergraph peeling, has an overhead \( \eta = 0.23 \) and can be evaluated in constant time. 2-step MWHC [3] can have a smaller overhead than MWHC by using two MWHC functions of different widths.

The more recently proposed Bumped Ribbon Retrieval (BuRR) data structure [14] basically consists of a matrix. The output value for a key can be obtained by multiplying the hash of the key with that matrix. The matrix can be calculated by solving a linear equation...
system. Because BuRR uses hash functions with spacial coupling [53], the equation system is almost a diagonal matrix, which makes it very efficient to solve. When some rows of the equation system would prevent successful solving, BuRR bumps these rows (and the corresponding keys) to the next layer of the same data structure. BuRR has an overhead \( \eta = \Theta(\log W/(rW^2)) \) and can be evaluated in \( \Theta(1 + rW/\log n) \) time, where \( W = \Theta(\log n) \) is a parameter called ribbon width. In practice, BuRR achieves space overheads well below \( \eta = 1\% \) while being faster than widely used data structures with much larger overhead [14].

3 Related Work

Non-monotone perfect hash functions are a related and very active area of research [4, 7, 12, 16, 26, 40, 42, 44, 50]. Due to space constraints, we do not review them in detail. For a more detailed list, refer to Ref. [40]. We also do not describe order-preserving minimal perfect hash functions [25] because their theoretical lower bound can trivially be reached by using a retrieval data structure taking \( \log n \) bits per key (plus a small overhead). Another loosely related result is using learned models as a replacement for hash functions in traditional hash tables [37, 51], but it generally has a negative impact on the probe/insert throughput (and most likely on the space too, due to the storage of the models’ parameters, which these studies do not evaluate). We now look at monotone minimal perfect hash functions, first describing the idea of bucketing before then continuing with specific MMPHF constructions.

Bucketing. Bucketing [3] is a general technique to break down MMPHF construction into smaller sub-problems. The idea is to store a simple monotone, but not necessarily minimal or perfect distributor function that maps input keys to buckets. Each bucket receives a smaller number of keys that can then be handled using some (smaller) MMPHF data structure. To determine the global rank of a key, we need the prefix sum of the bucket sizes. For equally-sized buckets, this is trivial. Otherwise, this sequence can be stored with Elias-Fano coding. In the paper by Belazzougui et al. [3], where many of the following techniques are described, the authors use MWHC [43] to explicitly store the ranks within each bucket. LeMonHash uses a learned distributor and buckets of expected size 1 (see Section 4).

Longest Common Prefix. Bucketing with Longest Common Prefixes (LCP) [2] maps keys to equally sized buckets. A first retrieval data structure maps all keys to the length of the LCP among all keys in its bucket. A second one then maps the value of the LCP to the bucket index. Overall, it uses \( \Theta(\log \log u) \) bits per key and query time \( \Theta((\log u)/w) \), and in practice it has been shown to be the fastest but the most space-inefficient MMPHF [3].

Partial Compacted Trie. First map the keys to equally sized buckets and consider the last key of each bucket as a router indexed by a compacted trie, e.g., a binary tree where every node contains a bit string denoting the common prefix of its descending keys. During queries, the trie is traversed by comparing the bit string of the traversed nodes with the key to decide whether to stop the search operation at some node (if the prefix does not match), or descend into the left or right subtree based on the next bit of the key. A Partial Compacted Trie (PaCo Trie) [3] compresses the compacted trie above by 30–50% by exploiting the fact that, in an MMPHF, the trie needs to correctly rank only the keys from the input set. Therefore, each node can store a shorter bit string just long enough to correctly route all input keys.
Hollow Trie. A Hollow Trie [3] only stores the position of the next bit to look at. Hollow tries can be represented succinctly using balanced parentheses [45]. To use hollow tries for bucketing, and thus allow the routing of not-indexed keys, we need a modification to the data structure. The Hollow Trie Distributor [3] uses a retrieval data structure that maps the compacted substrings of each key in each tree node to the behaviour of that key in the node (stopping at the left or right of the node, or following the trie using the next bit of the key). Overall, it uses $O(\log \log \log u)$ bits per key and query time $O(\log u)$.

ZFast Trie. To construct a ZFast Trie [2], we first generate a path-compacted trie. Then, for prefixes of a specific length (2-fattest number) of all input keys, a dictionary stores the trie node that represents that prefix. A query can then perform a binary search over the length of the queried key. If there is no node in the dictionary for a given prefix, the search can continue with the pivot as its upper bound. If there is a node, the lower bound of the search can be set to the length of the longest common prefix of all keys represented by that node. The ZFast trie uses $O(\log \log \log u)$ bits per key and query time $O((\log u)/w + \log \log u)$.

Path Decomposed Trie. In the previous paragraphs, we described binary tries with a rather high height. However, those tries are inefficient to query because of the pointer chasing to non-local memory areas. The main idea behind Path Decomposed Tries [18], which can be used as an MMPHF [33], is to reduce the height of the tries. We first select one path all the way from the root node to a leaf. This path is now contracted to a single node, which becomes the root node in our new path decomposed trie. The remaining nodes in the original trie form subtrees branching from every node in that path. We take all of these subtrees, make them children of the root node, and annotate them by their branching character with respect to the selected path. The subtrees are then converted to path decomposed tries recursively. In centroid path decomposition, the path to be contracted is always the one that descends to the node with the most leaves in its subtree.

4 LeMonHash

We now introduce the main contribution of this paper – the MMPHF LeMonHash. The core idea of LeMonHash is surprisingly simple. We take all the $n$ input integers and map them to $n$ buckets using some monotone mapping function, that we will describe later. We store an Elias-Fano coded sequence with the global ranks of the first key in each bucket using $2n + o(n)$ bits. Given a bucket of size $b$, we use a $\lceil \log b \rceil$-bit retrieval data structure (see Section 2) to store the local ranks of all its keys. Note that we do not need to store local ranks if the bucket has only 0 or 1 keys. For squeezing space, instead of storing one retrieval data structure per bucket, we store a collection of retrieval data structures so that the $i$th one stores the local ranks of all keys mapped to buckets whose size $b$ is such that $i = \lceil \log b \rceil$. An illustration of the overall data structure is given in Figure 1a.

Bucket Mapping Function. The space efficiency of LeMonHash is directly related to the quality of the monotone mapping function. For uniform random integers, a linear mapping from input keys to $n$ buckets, i.e. a mapping from a key $x$ to the bucket number $\lfloor xn/u \rfloor$, leads to an MMPHF with a space usage of just 2.915 bits per key (see Theorem 1). Intuitively, such a linear mapping returns a rank estimate in $[n]$ for a given key. However, for skewed distributions, the rank estimate can be far away which can create large buckets whose local ranks are expensive to store. For example, if the majority of the keys are such that $x < u/n$, ...
then the first bucket will be large enough to require $\Theta(\log n)$ bits per key, i.e. our MMPHF degenerates to a trivial OPMPHF. To tackle this problem, we implement the mapping function with a PGM-index [24]. As we observed in Section 2, the PGM was originally designed as a predecessor-search data structure. Here, we use the PGM as a rank estimator that, for a given key, returns an $\varepsilon$-bounded estimate of its rank. To achieve this result in LeMonHash, we do not store the list of indexed keys and simply use the PGM’s rank estimate as the bucket index. The PGM internally adapts to the input data by learning the smoothness in the distribution via a piecewise linear $\varepsilon$-approximation model, thus it can be thought of as a “local” approximation of the linear mapping above. Real-world data sets can often be approximated using piecewise linear models, as discussed in the literature [20] and also demonstrated by the good space efficiency of our experiments (see Section 8). There is a trade-off between the amount of space needed to represent the PGM and the quality of the mapping, which depends on both the input data distribution and the given integer parameter $\varepsilon$. In Section 8, we test both a version with a constant $\varepsilon$ value and a version that auto-tunes its value by constructing multiple PGMs and then selecting the optimal $\varepsilon$. Finally, we observe that with the PGM mapper, unlike for the linear mapping and other non error-bounded learning-based approaches [23,36], the number of retrieval data structures we need to keep is bounded by $O(\log \varepsilon)$ regardless of the input key distribution (see Theorem 2).

Queries. Given a key $q$, we obtain its bucket $i$ using the mapping function. The global rank of the (first key in the) bucket is the $i$th integer in the Elias-Fano coded sequence of global ranks, which can be accessed in constant time, and the bucket size is computed by subtraction from the next integer in that sequence. The bucket size $b$ directly tells us which retrieval data structure to query, i.e. the $\lceil \log b \rceil$th one. Evaluating the retrieval data structure with $q$ gives us its local rank in the bucket. Adding this to the global rank of the bucket gives us the rank of $q$. As we show in Section 7, for uniform data, the linear bucket mapper gives constant time queries, while for other inputs we use the PGM mapper and the query time is $O(\log \log u)$.

Comparison to Known Solutions. Known MMPHFs in the literature typically divide the keys into equal-size buckets and build a compact trie-based distributor. Unlike them, LeMonHash learns the data linearities and leverages them to distribute keys to buckets close to their rank. Whenever some keys collide into a bucket, LeMonHash handles these keys via
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a (small) collection of succinct retrieval structures. In contrast to known solutions, whenever a key is the only one mapped to its bucket, no information needs to be stored in (and no query is issued on) a retrieval data structure. These features allow LeMonHash to possibly achieve reduced space occupancy compared to classic MMPHF's, which are oblivious to data linearities. Also, LeMonHash can reduce the query time by replacing the cache-inefficient traversal of a trie with the PGM mapper, which in practice is fast to evaluate.

5 LeMonHash-VL

Of course, the idea of LeMonHash can be immediately applied to keys whose maximum longest common prefix (LCP) is less than \( w \) bits. In this case, each string prefix and the following bit (which are sufficient to distinguish every string from each other) fit into one machine word and thus can be handled efficiently in time and in space by the PGM mapper. For strings with longer LCPs, we introduce a tree data structure that we call LeMonHash-VL (since it handles Variable-Length strings). The main idea is to simply compute the bucket mapping on a length-\( w \) substring of each string, which we call a chunk. Buckets that receive many keys using this procedure are then handled recursively. Details follow.

Overview. We start with a root node representing all the string keys in \( S \) and consider the set of chunks extracted from each key starting from position \( |p| \) (which we store), where \( p \) is the LCP among the keys in \( S \). Given these \( c \) distinct chunks, we construct a PGM mapper to distribute the keys to buckets in \([c]\), and we store an Elias-Fano coded sequence with the global ranks of the first key in each bucket. Clearly, different keys can be mapped to the same bucket because the PGM mapper is not perfect (as in the integer case) and because they share the same chunk value (unlike in the integer case). For example, for the strings \( S = \{ \text{cherry}, \text{cocoa}, \text{coconut} \} \) with \( p = c \) and chunks composed of 3 characters, the keys \( \text{cocoa} \) and \( \text{coconut} \) share the chunk value \( \text{oco} \) and will be mapped to the same bucket.

If a bucket of size \( b \) contains fewer input strings than a specific threshold \( t \), we store the local ranks of the strings in the bucket in a \( \lceil \log b \rceil \)-bit retrieval data structure. Once again, we do not need to store local ranks if the bucket has only 0 or 1 keys. If instead the bucket is large (i.e. \( b \geq t \)), we create a child node in the tree data structure by applying the same idea recursively on the strings \( S' \) of that bucket. This means that we compute a PGM mapper on the chunks extracted from each string in \( S' \) starting from position \( |p'| \), where \( p' \) is the LCP among the bucket strings \( S' \). Notice that \( |p'| \geq |p| \) but we always guarantee that \( S' \subseteq S \), so the recursion is bounded. In practice, we set the threshold \( t = 128 \) (see Section 8.1).

At query time, we can use the sequence of global ranks to calculate the bucket size \( b \), which allows determining whether we need to continue recursively on a child (because \( b \geq t \)) or directly return the global rank of the bucket plus the local rank stored in the \( \lceil \log b \rceil \)-bit retrieval data structure. Figure 1b gives an overview of the data structure.

We observe that the global ranks of each node increase monotonically from left to right in each level of the overall tree. Therefore, we merge all these global ranks in a level into one Elias-Fano sequence, thereby avoiding the space overhead of storing many small sequences.

Of course, each inner node of the tree needs some extra metadata, like the encoding of its bucket mapper, the value of \( |p| \), and an offset to its first global rank in the per-level Elias-Fano sequence. We associate a node to its metadata via a minimal perfect hash function, where the identifier of a node is given by the path of the buckets’ indices leading to it.

Given the overall idea, there is a wide range of optimisations that we use. In the following, we outline the main algorithmic ones and refer the interested reader to our implementation [28] and the extended version [19] for the many other small-and-tricky optimisations, such as the use of specialised instructions like \texttt{popcount} and \texttt{bextr}, or lookup tables.
Alphabet Reduction. The number of nodes and the depth of LeMonHash-VL depend on both the length and distribution of the input strings, and on how well the PGM mapper at each node can map strings to distinct buckets given their $w$-bit chunks. Therefore, we should aim to fit as much information as possible in the $w$-bit chunks. We do so by exploiting the fact that, in real-world data sets, often only a very small alphabet $\Sigma$ of branching characters distinguish the strings in each bucket, and that we do not care about the other characters. We extract chunks from the suffix of each string starting from the position following the LCP $p$, as before, but interpret the suffix as a number in radix $\sigma = |\Sigma|$ where each character is replaced by its 0-based index in $\Sigma$ if present, or by 0 if not present. For example, for a node on the strings \{shop\_ers, shopping, shops\} whose LCP is $p = \text{shop}$, we would store the alphabet $\Sigma = \{e, i, p, s\}$ and map the suffix “pers” of “shop\_pers” to $\text{index}(p)\sigma^3 + \text{index}(e)\sigma^2 + \text{index}(r)\sigma^1 + \text{index}(s)\sigma^0 = 2\sigma^3 + 0\sigma^2 + 0\sigma^1 + 3\sigma^0$. Observe that the chunks computed in this way still preserve the lexicographic order of the strings. The number of characters we extract is computed to fit as many characters as possible in a $w$-bit word, i.e. $\lfloor w/\log_\sigma \rfloor$ characters. In our implementation over bytes, we store $\Sigma$ via a bitmap of size 128 or 256, depending on whether its characters are a subset of ASCII or not. Finally, we mention that a mapping from strings to numbers in radix $\sigma$ has also been used to build compressed string dictionaries [8], but the twist here is that we are considering only the alphabet of the branching characters since we do not need to store the keys.

Elias-Fano Sequences. The large per-level Elias-Fano sequences of global ranks have a very irregular structure. For example, if many of the strings in a node share the same chunks, there is a large gap between two of the stored ranks. We can deal with these irregularities and reduce the overall space usage by using partitioned Elias-Fano [49]. Furthermore, the PGM mappers do not always provide a very uniform mapping, which thus results in empty buckets. An empty bucket corresponds to a duplicate offset value being stored in the Elias-Fano sequences (see e.g. the duplicate offset 23 in Figure 1b). To optimise the space usage of such duplicates, we filter them out before constructing the partitioned Elias-Fano sequence. We do this by grouping the stored numbers in groups of 3 numbers. If all 3 numbers are duplicates of the number before that group, we do not need to store the group. A bit vector with rank support indicates which groups were removed.

Perfect Chunk Mapping. In many datasets, there might be only a small number of different chunks, even if the number of strings they represent is large. For instance, chunks computed on the first bytes of a set of URLs might be a few due to the scarcity of hostnames, but each host may contain many distinct pages. In these cases, instead of a PGM, it might be more space-efficient to build a (perfect) map from chunks to buckets in $c$ via a retrieval data structure taking $c[\log c]$ bits overall (plus a small overhead), where $c$ is the number of distinct chunks. In practice, we apply this optimisation whenever $c < 128$ (see Section 8.1).

Comparison to Known Solutions. In essence, LeMonHash-VL applies the idea of LeMonHash recursively to handle variable-length strings. Therefore, unlike known solutions, it can leverage data linearities to distribute $w$-bit chunks from the input strings to buckets using small space, and use additional child nodes only whenever a bucket contains many strings that thus require inspecting the following chunks to be distinguished. Additionally, it performs an adaptive alphabet reduction within the buckets to fit more information in the $w$-bit chunks, thus leveraging the presence of more regularities in the input data. Overall, these features result in a data structure that has a small height and is efficient to be traversed.
6 Variants and Refinements

LeMonHash can be refined in numerous ways, which we only mention briefly due to space constraints. Looking at a possible external memory implementation, LeMonHash can be constructed trivially by a linear sweep and queries are possible using a suitable representation of the predecessor and bucket-size data structures. LeMonHash can also be constructed in parallel without affecting the queries, in contrast to the trivial parallelisation by partitioning the input. In LeMonHash-VL, extracting chunks from non-contiguous bytes reduces the height of the trees but has worse trade-offs in practice. Finally, we present an alternative to storing the local ranks explicitly. The idea is to recursively split the universe size of that bucket and record the number of keys smaller than that midpoint. Despite its query overhead, this technique might be of general interest for MMPHFs. Refer to the extended version [19] for details.

7 Analysis

We now prove some properties of our LeMonHash data structure for integers. In our analysis, we use succinct retrieval data structures taking $rn + o(n)$ bits per stored value and answering queries in constant time (see Section 2 and [14]). Furthermore, since our bucket mappers need multiplications and divisions, we make the simplifying assumption $u = 2^w$ to avoid dealing with the increased complexity of these arithmetic operations over large integers.

▶ Theorem 1. A LeMonHash data structure with a bucket mapper that simply performs a linear interpolation of the universe on a list of $n$ uniform random keys needs $\approx n(2.91536 + o(1))$ bits on average\(^1\) and answers queries in constant time.

Proof. We approximate the number of keys per bucket using a Poisson distribution which results in 0.91536$n + o(n)$ bits of space for the retrieval data structures. On top of that, an Elias-Fano coding of the global bucket ranks gives $2n + o(n)$ bits. Refer to the extended version [19] for the full proof.

While this result is formally only valid for a global uniform distribution, for use in LeMonHash it suffices if each segment computed by the PGM-index is sufficiently smooth. It need not even be uniformly random as long as each local bucket has a constant expected size. As long as the space for encoding the segments is in $O(n)$ bits, we retain the linear space bound of Theorem 1. Moreover, the following worst-case analysis gives us a fallback position that holds regardless of any assumptions.

▶ Theorem 2. A LeMonHash data structure with the PGM mapper takes $n(\lceil \log(2\varepsilon + 1) \rceil + 2 + o(1)) + O(m \log \frac{u}{w})$ bits of space in the worst case and answers queries in $O(\log \log \frac{w}{m})$ time, where $m$ is the number of linear models in a PGM with an integer parameter $\varepsilon \geq 0$ constructed on the $n$ input keys.

\(^1\) Numerically, we find that a better space usage of $\approx 2.902n$ bits can be achieved by mapping the $n$ keys to only $\approx 0.909n$ buckets, but this difference is irrelevant in practice. It is also interesting to note that this is close to the space requirements of most of the practical non-monotone MPHFs [4,7,12,16,26,40,42,44,50]. Using an MMHPF can be useful when indexing an array through an MPHF, because sorting the hash values can be more cache efficient than a large number of random accesses to the array.
Proof. The basic idea is that the rank estimate returned by the PGM is guaranteed to be far from the correct rank by $\varepsilon$, which limits the space of the retrieval data structures. The $\mathcal{O}(m \log \frac{m}{\varepsilon})$-term in the space bound is given by a compressed encoding of the linear models in the PGM, and the query time is given by a predecessor search structure on the linear models’ keys. Refer to the extended version [19] for the full proof.

The worst-case bounds obtained in Theorem 2 are hard to compare with the ones of classic MMPHF (see Section 3) due to the presence of $m$ (and $\varepsilon$), which depends on (and must be tuned according to) the approximate linearity of the input data, which classic MMPHFs are oblivious to. Refer to Section 2 for bounds on $m$. Our experiments show that we obtain better space or space close to the best classic MMPHFs, while being much faster (we use a weaker but practical predecessor search structure than the one in Theorem 2). Refer to Section 8 for details.

8 Experiments

In the following section, we first compare different configurations of LeMonHash and LeMonHash-VL before comparing them with competitors from the literature.

Experimental Setup. We perform our experiments on an Intel Xeon E5-2670 v3 with a base clock speed of 2.3 GHz running Ubuntu 20.04 with Linux 5.10.0. We use the GNU C++ compiler version 11.1.0 with optimisation flags -O3 -march=native. As a retrieval data structure, we use BuRR [14] with 64-bit ribbon width and 2-bit bumping info. To store the bucket sizes, we use the select data structure by Kurpicz [38] in LeMonHash and Partitioned Elias-Fano [49] in LeMonHash-VL. To map tree paths to the node metadata, we use the MPHF PTHash [50]. For the PGM implementation in LeMonHash, we use the encoding from Theorem 2 and use a predecessor search on the Elias-Fano sequence (Section 2). In LeMonHash-VL, since the number of linear models in a node is typically small, we encode them explicitly as fixed-width triples $(key, slope, intercept)$ and find the predecessor via a binary search on the keys. All our experiments are executed on a single thread. Because the variation is very small, we run each experiment only twice and report the average. We run the Java competitors on OpenJDK 17.0.4 and perform one warm-up run for the just-in-time compiler that is not measured. With this, the Java performance is expected to be close to C++ [3]. Because Java does not have an unsigned 64-bit integer type, we subtract $2^{63}$ from each input key to keep their relative order.

The code and scripts needed to reproduce our experiments are available on GitHub under the General Public License [28, 29].

Datasets. Our datasets, as in previous evaluations [3, 33], are a text dataset that contains terms appearing in the text of web pages [3] and urls crawled from .uk domains in 2007 [10]. Additionally, we also test with dna sequences consisting of 32-mers [22]. Regarding real-world integer datasets, 5gram contains positions of the most frequent letter in the BWT of a text file containing 5-grams found in books indexed by Google [9, 31]. The fb dataset contains Facebook user IDs [35] and osm contains OpenStreetMap locations [35]. As synthetic integer datasets, we use 64-bit uniform, normal, and exponential distributions. Refer to Table 1 for details.

---

2 This happens also in other problems in which data is encoded with linear models [9, 21].
Table 1 Datasets used for the experiments, together with their length or average (ø) length. Top: real-world string datasets. Middle: real-world integer datasets. Bottom: synthetic integer datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>n</th>
<th>Length</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>text</td>
<td>35M</td>
<td>ø 11 bytes</td>
<td>Terms appearing in the text of web pages, GOV2 corpus [3]</td>
</tr>
<tr>
<td>dna</td>
<td>367M</td>
<td>32 bytes</td>
<td>32-mer from a DNA sequence, Pizza&amp;Chili corpus [22]</td>
</tr>
<tr>
<td>urls</td>
<td>106M</td>
<td>ø 105 bytes</td>
<td>Web URLs crawled from .uk domains in 2007 [10]</td>
</tr>
<tr>
<td>5gram</td>
<td>145M</td>
<td>32 bits</td>
<td>Positions of the most frequent letter in the BWT of a text file containing 5-grams found in books indexed by Google [9,31]</td>
</tr>
<tr>
<td>fb</td>
<td>200M</td>
<td>64 bits</td>
<td>Facebook user IDs [35]</td>
</tr>
<tr>
<td>osm</td>
<td>800M</td>
<td>64 bits</td>
<td>OpenStreetMap locations [35]</td>
</tr>
<tr>
<td>uniform</td>
<td>100M</td>
<td>64 bits</td>
<td>Uniform random</td>
</tr>
<tr>
<td>normal</td>
<td>100M</td>
<td>64 bits</td>
<td>Normal distribution (µ = 10^{15}, σ^2 = 10^{10})</td>
</tr>
<tr>
<td>exponential</td>
<td>100M</td>
<td>64 bits</td>
<td>Exponential distribution (λ = 1, scaled with 10^{15})</td>
</tr>
</tbody>
</table>

8.1 Tuning Parameters

In the following section, we compare several configuration parameters of LeMonHash and show how they provide a trade-off between space usage and performance.

LeMonHash. Different ways of mapping the keys to buckets have their own advantages and disadvantages. Table 2 gives measurements of the construction and query throughput, as well as the space consumption of different bucket mappers. Our implementation of LeMonHash with a linear bucket mapper achieves a space usage of \(2^{94}n\) bits, which is remarkably close to the theoretical space usage of \(2^{91}n\) bits (see Theorem 1). Of course, a global, linear mapping does not work for all datasets. A bucket mapper that creates equal-width segments by interpolating between sampled keys (denoted as “Segmented” in the table) is fast to construct and query, and it achieves good space usage. But, as for the global linear mapping, this approach is not robust enough to manage arbitrary input distributions. In particular, for this heuristic mapper, it is easy to come up with a worst-case input that degenerates the space usage. Conversely, with the PGM mapper, LeMonHash still achieves \(2.96n\) and \(2.98n\) bits on uniform random integers but it is more performant and robust on other datasets (except on osm, where the heuristic mapper obtains a good enough mapping with only its equal-width segments, which are inexpensive to store). In fact, we explicitly avoided heuristic design choices in our PGM mapper (such as sampling input keys, removing outliers, or using linear regression) to not inflate our performance on the tested datasets at the expense of robustness on unknown ones (see Ref. [36]). Finally, on most input distributions, auto-tuning the value of \(ε \in \{15, 31, 63\}\) does not have a large effect on the space usage.

LeMonHash-VL. Table 3 lists the effect of alphabet reduction on the query and construction performance. In general, alphabet reduction enables noticeable space improvements with only a small impact on the construction time. For the dna dataset, which uses only 15 different characters, the alphabet reduction has the largest effect, saving 1.3 bits per key and simultaneously making the queries 40% faster. The faster queries can be explained by the reduced tree height. Note that alphabet reduction makes the queries slightly slower for the other datasets. The reason is that instead of one single bswap instruction for chunk extraction, it needs multiple arithmetic operations (including popcount) for each input character. The
Table 2: Comparison of different bucket mappers. The space usage is given in bits per key, the query throughput in kQueries/second, and the construction throughput (c.t.) in MKeys/second.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Linear mapper</th>
<th>PGM $\varepsilon = \text{auto}$</th>
<th>PGM $\varepsilon = 31$</th>
<th>Segmented</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bpk</td>
<td>kq/s</td>
<td>c.t.</td>
<td>bpk</td>
</tr>
<tr>
<td>5gram</td>
<td>5.60</td>
<td>1833.5</td>
<td>6.2</td>
<td>2.62</td>
</tr>
<tr>
<td>fb</td>
<td>34.35</td>
<td>0.8</td>
<td>5.1</td>
<td>4.91</td>
</tr>
<tr>
<td>osm</td>
<td>12.92</td>
<td>1525.3</td>
<td>5.5</td>
<td>4.42</td>
</tr>
<tr>
<td>uniform</td>
<td>2.94</td>
<td>3244.6</td>
<td>8.7</td>
<td>2.96</td>
</tr>
<tr>
<td>normal</td>
<td>34.27</td>
<td>105.3</td>
<td>4.8</td>
<td>2.95</td>
</tr>
<tr>
<td>exponential</td>
<td>5.42</td>
<td>2715.9</td>
<td>6.0</td>
<td>2.95</td>
</tr>
</tbody>
</table>

Table 3: Comparison of different variants of LeMonHash-VL. The space usage is given in bits per key, the query throughput in kQueries/second, and the construction throughput (c.t.) in MKeys/second. Variants with and without alphabet reduction (AR), a special indexed variant (Idx, see the extended version [19]), and a variant with fixed instead of auto-tuned parameter $\varepsilon$ for the bucket mapper.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\varepsilon = \text{auto, no AR}$</th>
<th>$\varepsilon = \text{auto, AR}$</th>
<th>$\varepsilon = 63, \text{AR}$</th>
<th>Idx, $\varepsilon = \text{auto, AR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bpk</td>
<td>kq/s</td>
<td>c.t.</td>
<td>bpk</td>
</tr>
<tr>
<td>text</td>
<td>6.52</td>
<td>1062.9</td>
<td>1.7</td>
<td>6.03</td>
</tr>
<tr>
<td>dna</td>
<td>7.66</td>
<td>452.8</td>
<td>2.0</td>
<td>6.32</td>
</tr>
<tr>
<td>urls</td>
<td>7.14</td>
<td>282.7</td>
<td>2.3</td>
<td>6.37</td>
</tr>
</tbody>
</table>

indexed variant that builds chunks from the distinguishing bytes instead of a contiguous byte range (see the extended version [19]) is slower to construct but does not show clear space savings, which can be explained by larger per-node metadata. We also experimented with different thresholds for when to stop recursion, as well as the perfect chunk mapping (see Section 5). Given that the space overhead from each bucket mapper is the same for all data sets, it is not surprising that the same threshold (128 keys) works well for all datasets (see the extended version [19]). Finally, making the $\varepsilon$ value of the PGM mapper constant instead of auto-tuned, we naturally get faster construction. As in the integer case, one would expect a fixed $\varepsilon$ value to always produce results that are the same or worse than the auto-tuned version. This is not the case because, in the recursive setting, it is hard to estimate the effect of a mapper on the overall space usage. Therefore, an $\varepsilon$ value that needs more space locally can lead to a mapping that proves useful on a later level of the tree. This is why $\varepsilon = 63$ can achieve better space usage than the auto-tuned version on the dna dataset.

8.2 Comparison with Competitors

In this section, we compare the performance of LeMonHash and LeMonHash-VL with competitors from the literature. Competitors include the C++ implementation by Grossi and Ottaviano [33] of the Centroid Hollow Trie, Hollow Trie, and Path Decomposed Trie. Because that implementation only supports string inputs, we convert the integers to a list of fixed-length strings. We point out that the Path Decomposed Trie crashes at an internal assertion when being run on integer datasets. For the Hollow Trie, we encode the skips with either Gamma or Elias-Fano coding, whatever is better on the dataset. We also include the Java
Figure 2 Query throughput for string, integer, and synthetic integer datasets vs space usage. The top-left corner of every plot shows the top-performing solutions in terms of space-time efficiency.

Figure 3 Construction throughput for string, integer, and synthetic integer datasets. Competitors with the symbol in the legend are implemented in Java.
implementations by Belazzougui et al. [3] of a range of techniques (see Section 3). We use either the FixedLong or PrefixFreeUtf16 transformation, depending on the data type of the input. For LeMonHash, we use the PGM mapper with $\varepsilon = 31$. For LeMonHash-VL, we use the PGM mapper with $\varepsilon = 63$, alphabet reduction and a recursion threshold $t = 128$.

Queries. Figure 2 plots the query throughput against the achieved storage space. In the extended version [19], we additionally detail the numbers in tabular format. The LCP-based methods (see Section 3) have very fast queries but also need the most space (in fact, they appear to the top-right of the plots). At the same time, LeMonHash matches or even outperforms the query throughput of LCP-based methods, while being significantly more space efficient (in fact, it appears towards the top-left of the plots). Compared to competitors with similar space usage, LeMonHash offers significantly higher query throughput.

Construction. Figure 3 plots the construction throughput against the space needed. On most synthetic integer datasets, LeMonHash provides a significant improvement to the state-of-the-art approaches, whereas it matches or outperforms the competitors on real-world datasets. LeMonHash improves the construction throughput by up to a factor of 2, compared to the competitor with the next best space usage (typically, variants of the Hollow Trie). While LeMonHash-VL does not achieve the same space usage as the Hollow Trie Distributor, its construction is significantly faster, and still it is the second best in space usage.

9 Conclusion and Future Work

In this paper, we have introduced the monotone minimal perfect hash function LeMonHash. LeMonHash, unlike previous solutions, learns and leverages data smoothness to obtain a small space usage and significantly faster queries. On most synthetic and real-world datasets, LeMonHash dominates all competitors – simultaneously – on space usage, construction and query throughput. Our extension to variable-length strings, LeMonHash-VL, consists of trees that are significantly more flat and efficient to traverse than competitors. This enables extremely fast queries with space consumption similar to competitors.

Future Work. Many MMPHF construction algorithms are based on the idea of explicitly storing ranks of keys within a small bucket. The idea to split small buckets recursively that we mention in Section 6 can help to reduce the space usage. It remains an open problem whether the idea works in practice, especially when the distribution of keys inside the bucket is skewed. It is also worth investigating a different construction of the piecewise linear approximation in the PGM that minimises the overall space given by the segments and the local ranks stored in retrieval data structures, rather than the current approach that maximises the length of the segment (thus minimising just the segments space). Applying non-linear transformations like low-degree polynomials within each segment would also be interesting future work. Finally, it would be interesting to apply smoothed analysis to formally show that many real-world distributions locally behave as if they were uniform random, therefore leading to tighter space bounds.
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