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Abstract
As organizations accumulate vast amounts of data for analysis, a significant challenge remains in fully understanding these 
datasets to extract accurate information and generate real-world impact. Particularly, the high dimensionality of datasets and 
the lack of sufficient documentation, specifically the provision of metadata, often limit the potential to exploit the full value 
of data via analytical methods. To address these issues, this study proposes a hybrid approach to metadata generation, that 
leverages both the in-depth knowledge of domain experts and the scalability of automated processes. The approach centers 
on two key design principles—semanticization and contextualization—to facilitate the understanding of high-dimensional 
datasets. A real-world case study conducted at a leading pharmaceutical company validates the effectiveness of this approach, 
demonstrating improved collaboration and knowledge sharing among users. By addressing the challenges in metadata genera-
tion, this research contributes significantly toward empowering organizations to make more effective, data-driven decisions.
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Introduction

Over the last decades, an ever-increasing amount of data 
has been stored for analysis to tackle critical business and 
societal challenges. However, much of this data’s potential 

remains unexploited. IDC (2020) stated that approximately 
68% of the data is unused, as organizations struggle with 
extracting actionable insights (Ofe et al., 2023). One of the 
obstacles lies in the lack of understanding when it comes 
to the data’s characteristics and how they are relevant to 
specific use cases (Abdel-Karim et al., 2021). This is a 
prevalent issue across various sectors, from manufacturing 
(Lenz et al., 2018; Voell et al., 2018) to banking (Vermeer, 
2019) and healthcare (Dhayne et al., 2019). The consequent 
repetitive screening of data for different use cases results in 
repetitive effort for human experts. Depending on the num-
ber of features, this can be very time consuming (Duan et al., 
2019), posing a substantial obstacle for the utilization of the 
data. Addressing this challenge requires effective strategies, 
among which data governance appears as a key factor, bridg-
ing the gap between data collection and utilization.

We recognize the critical role of data governance, and 
more specifically the provision of metadata, in addressing 
this obstacle. Data governance aims to ensure effective man-
agement and use of data resources (Khatri & Brown, 2010) 
by utilizing different elements, such as data quality and 
metadata. Metadata, defined as “information that describes 
data” (Singh et al., 2003, p. 1), not only reveal key attrib-
utes, such as data source, format, content, and meaning, but 
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also provide a structured framework for understanding the 
data. Metadata therefore ease the data selection process and 
reduce the time and effort required by human experts. In 
turn, this facilitates informed decision-making by align-
ing data with the relevant use cases and allowing the data 
resources’ full potential to be realized. The implications of 
this approach resonate in fields such as business intelligence 
and data analytics, where precise information extraction is 
critical for real-world impact.

Building upon the premise of metadata’s importance, cur-
rent methods for metadata generation, while effective, also 
have their limitations. Expert-driven approaches are contingent 
on the availability and expertise of the data creators, for exam-
ple, datasheets (Gebru et al., 2021) and data nutrition labels 
(Chmielinski et al., 2022). This means that valuable metadata 
generation often faces obstacles when data creators are una-
vailable, especially when dealing with pre-existing datasets. 
Despite being efficient, automated approaches for metadata 
generation also have their shortcomings. One of the most 
significant issues is that these methods often lack the neces-
sary context and domain-specific knowledge (Holland et al., 
2018). They can capture basic statistical information, detect 
patterns, and identify dependencies within the data (Abedjan 
et al., 2015), but they may struggle to add context-specific 
details that are relevant to specific domains or use cases (Hol-
land et al., 2018). The inefficiency of current metadata genera-
tion processes is not just a technical issue but has substantial 
implications for businesses and organizations. Inadequate or 
missing metadata can lead to inefficient data processing and 
decision-making (Kandel et al., 2012; Shankaranarayanan & 
Even, 2004), hindering the ability to leverage the data’s full 
potential for operational and strategic tasks. As a result, there 
is a need for more efficient, yet comprehensive, metadata gen-
eration methods. Despite the potential benefits of metadata, 
there is a noticeable research gap in exploring effective and 
efficient methodologies for generating comprehensive meta-
data, particularly in the context of integrating domain-specific 
knowledge.

Considering these challenges, it is essential to explore 
novel methodologies that could streamline the process of 
metadata generation while optimizing the use of domain 
knowledge. Therefore, we formulate the following research 
question:

RQ: What design knowledge should guide the develop-
ment of information systems that systematically improve 
metadata generation?

Answering this question calls for a methodological 
approach that allows us to both create and evaluate inno-
vative solutions in a real-world context. We therefore uti-
lized a design science research (DSR) approach in our study 
(Kuechler & Vaishnavi, 2008), the specifics of which are 

detailed in the “Methodology” section, to derive design 
knowledge for systems that create metadata, thus improv-
ing data understanding for both domain and method experts. 
Based on two design requirements (DRs) derived from con-
ducted interviews as well as a literature review, we propose 
two design principles (DPs): data enrichment (semanticiza-
tion) and benchmark dataset matching (contextualization). 
While the former DP (i.e., data enrichment) complements 
the data with supplemental metadata, the latter (i.e., bench-
mark dataset matching) compares the existing dataset with 
benchmark datasets used for similar use cases. Our artifact 
addresses these DPs individually with two components, i.e., 
data semanticization and data contextualization, that support 
users in determining the meaning and relevance of features 
for specific use cases through the creation of metadata.

We worked with one of the world’s largest pharmaceuti-
cal organizations that has gathered vast amounts of machine 
data from their automated production lines. The organiza-
tion is currently working on multiple initiatives to enable 
its employees—with no formal training in data analysis—to 
utilize the available data for various use cases. Over nine 
months, we iteratively developed an information system that 
improves data understanding. Multiple real-world evalua-
tions of the artifact demonstrated the proposed system’s 
desirability, efficacy, and efficiency. Based on the qualita-
tive analysis of the evaluations, we derive important insights, 
for example, that the proposed system allows domain and 
method experts to work collaboratively with the data, and 
that the proposed system therefore facilitates communication 
and knowledge sharing. This can result in the acceleration of 
the understanding of available datasets, to ultimately draw 
meaningful conclusions from the data.

The rest of the paper is organized as follows: In the next 
section, we elaborate on data governance and its components 
as the requirement for an in-depth understanding of the data. 
Furthermore, we outline related methods for the creation 
of metadata, which ultimately increase data understand-
ing. Afterward, we explain the application context of our 
research and outline our “Methodology”. In the “Findings” 
section, we deduct DRs from the conducted interviews, 
derive DPs, and instantiate the proposed system. In the fol-
lowing section, we discuss the results of the performed eval-
uation. Finally, we conclude with implications for research 
and practice, limitations of the conducted research, and 
avenues for future research.

Foundations and related work

In this section, we first outline the necessity of data under-
standing as the cornerstone of any data-related activities. As 
illustrated in Fig. 1, we contend that data understanding is 
crucial not only during the usage phase, but also during the 



Electronic Markets           (2023) 33:52  

1 3

Page 3 of 18    52 

preparation of comprehensive documentation, as required 
by standard data governance practices (Khatri & Brown, 
2010). This documentation plays a vital role in enabling data 
consumers to utilize the information contained in the data 
effectively. However, achieving this goal necessitates both 
adequate data quality and high-quality metadata. Building 
upon these foundations, we outline commonly employed 
methods to generate such metadata in the related work. A 
thorough understanding of the capabilities and limitations 
of current methods for metadata generation builds the fun-
dament for the challenges we address in our work and thus 
provides necessary context for our proposed solutions.

Data understanding and data governance

Data understanding involves, among other activities, 
becoming familiar with available (big) data, identifying 
data quality problems, and revealing insights (Wirth & Hipp, 
2000). In the realm of big data, this understanding is par-
ticularly challenging given its five defining characteristics: 
volume, velocity, variety, veracity, and value (Ishwarappa 
& Anuradha, 2015). The inherent complexity of big data, 
further underscored by these dimensions, is highlighted by 
Jagadish et al. (2014). This complexity often stems from 
the numerous features contained within the data, each fea-
ture potentially offering valuable insights but also adding to 
the dataset’s intricacy (Fan et al., 2014). The challenge lies 
in understanding and navigating this multitude of features 
effectively, as traditional database and software techniques 
often fall short in handling this magnitude of complexity 
(Fan et al., 2014). Considering these complexities, experts 
find themselves needing to dive deep into the data, rectify-
ing data quality problems and selecting suitable methods for 
further data analysis. While existing research mostly focuses 
on the required understanding within the data’s usage phase, 
for example, data exploration (Dimitriadou et al., 2016) and 
visual analytics (Cui, 2019), we argue that an adequate 
understanding of the data is also necessary to create com-
prehensible documentation, as required by data governance 

practices, about the dataset for later use cases like data shar-
ing or data analytics projects.

Data governance refers to strategic decisions and 
accountabilities to leverage available data resources 
effectively(Khatri & Brown, 2010). The authors propose 
several decision domains, of which data quality and meta-
data are most relevant within our research scope, as they 
support data consumers in understanding the data’s meaning 
and relevance:

1. Data quality can generally be defined as the data’s “fit-
ness for use” (Wang, 1996, p. 6). Based on the frame-
work of Wang (1996), we focus on contextual and rep-
resentational data quality. Contextual data quality aims 
at the usability of the data, considering the task at hand, 
and includes dimensions such as relevancy, timeliness, 
and completeness. In the context of creating value from 
data, Zeng and Glaister (2018) determined the capability 
to contextualize data as a primary driver to derive value 
from internal and external data sources. Furthermore, 
representational data quality describes how users can 
understand and interpret the data. In the age of big data, 
where vast quantities of data are gathered, it is crucial to 
consider the contextual and representational dimensions 
of data quality, particularly since not every feature may 
be relevant to every use case (Fan et al., 2014). This can 
be accomplished, for example, by utilizing metadata.

2. Metadata can generally be defined as “information that 
describes data” (Singh et al., 2003, p. 1). Accordingly, 
Khatri and Brown (2010) described the goal of the meta-
data decision domain as “establishing the semantics or 
‘content’ of data so that it is interpretable by the user” 
(p. 149). Singh et al. (2003) further distinguished meta-
data into different categories, of which domain-specific 
metadata and user metadata are particularly relevant 
within this research. These two categories address the 
previously mentioned data quality dimensions. Domain-
specific metadata refer to application communities’ 
agreed-upon concepts of representations and therefore 
help interpret the meaning of features. Furthermore, user 

Fig. 1  Overview of theoretical pillars
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metadata refer to annotations users made regarding the 
use cases for which the data was employed. Such meta-
data can be utilized for following data analytics projects 
to determine the required features for specific use cases.

Methods for metadata generation

Expanding on the significance of data understanding and 
governance emphasized earlier, it is crucial to examine the 
available techniques for creating metadata. Both traditional 
techniques, driven by expert knowledge, and modern, auto-
mated methods have their strengths and challenges. This sec-
tion analyzes the intricacies of these methods and provides 
perspectives on their suitability and potential.

Expert-driven approaches include, for example, the crea-
tion of datasheets (Gebru et al., 2021) and data nutrition 
labels (Chmielinski et al., 2022). As proposed by Gebru 
et al. (2021), datasheets require the answering of 57 ques-
tions to gather relevant information on the dataset, for exam-
ple, the purpose of the data, what the instances represent, 
and how the data was collected. This documentation of data 
resources has been established as a standard practice at data-
driven companies (Gebru et al., 2021), a responsibility that 
often falls to those individuals most familiar with the data. 
While these individuals use their profound knowledge of 
the dataset to provide comprehensive and insightful docu-
mentation, several challenges may emerge. A significant 
issue arises with large dimensional datasets. Since the size 
and complexity of datasets increase, it can become an over-
whelming, time-consuming task to generate detailed meta-
data manually, making traditional documentation methods 
less feasible (Wu et al., 2023). Addressing the scalability of 
metadata generation becomes a key concern when dealing 
with large and complex datasets. This problem is particu-
larly noticeable when dealing with pre-existing datasets, 
where the original creator may be unavailable. In such situ-
ations, conventional methods of documentation may prove 
insufficient, necessitating innovative strategies for metadata 
generation.

Automated approaches for metadata generation vary 
widely in their mechanisms and offer different advantages. 
Data profiling is one such approach, examining data to 
extract basic statistics like minimum, maximum, and aver-
age values, or to detect dependencies between columns such 
as foreign keys (Abedjan et al., 2015). Data cataloging is 
another technique that often encompasses functionalities 
to automatically gather, organize, and index data, captur-
ing metadata, such as data type, size, and origin, to create a 
searchable catalog (Ehrlinger et al., 2021) with the goal to 
enable a wider range of employees to work with available 
datasets (Labadie et al., 2020). However, while these tools 
facilitate a preliminary understanding of the data, their out-
puts often require further interpretation by human experts 

(Abedjan et al., 2015) to generate precise and contextually 
relevant information (Ehrlinger et al., 2021; Pal et al., 2019). 
Moreover, machine learning (ML) methods—programs that 
can learn from experience (Mitchell, 1997), where experi-
ence is often measured by the programs’ access to train-
ing data (Padmanabhan et  al., 2022)—are increasingly 
employed in automatic metadata generation. Supervised 
learning techniques use labeled datasets to predict metadata 
for new instances (see, e.g., Pepper et al. (2021) and Safder 
et al. (2020)). In recent years, natural language processing 
techniques have also emerged as promising approaches for 
automated metadata generation. For example, speech-to-text 
technologies transform audio into text, assisting in tasks like 
metadata generation from videos (e.g., Pal et al. (2019)). The 
choice of method depends on various factors, including data 
type, complexity, required metadata, and the feasible level 
of human intervention.

Methodology

We conducted a DSR approach, which seeks to combine 
scientific rigor and practical problem-solving, to create 
and evaluate innovative artifacts and thus advance exist-
ing knowledge to provide solutions to real-world problems 
(Hevner et al., 2004). More specifically, we followed the 
DSR framework proposed by Kuechler and Vaishnavi (2008) 
along its five steps: awareness of problem, suggestion, 
development, evaluation, and conclusion. We first derived 
design knowledge in the form of DPs, instantiated them in 
an artifact, and then evaluated the artifact’s efficacy, general 
desirability, and efficiency in improving data understand-
ing. In Fig. 2, we give an overview of the methods used in 
two design cycles. Following this approach, we initiated the 
first step of the DSR framework—building awareness of the 
problem.

To do so, we conducted semi-structured expert interviews 
(Whiting, 2008) with practitioners involved in the analysis 
and identification of potential use cases for machine data. 
We purposefully selected (Etikan, 2016) our interview part-
ners by including three distinct groups: managers, domain 
experts, and method experts. This resulted in eight semi-
structured interviews (lasting, on average, 28 min), which 
we transcribed subsequently and coded them inductively 
(Mayring 2000). An overview of the interview partners is 
shown in Table 1.

In the suggestion phase, we derived two DRs for informa-
tion systems, that improve data understanding, with the DRs 
based on the inductively developed codes from the expert 
interviews. Afterward, we formulated two DPs, following 
the framework of Gregor et al. (2020), with the two DPs 
based on the DRs identified during the development phase. 
Next, we implemented the DPs in an artifact.
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For evaluation, we followed the “Framework for Evalua-
tion in Design Science Research” (FEDS) of Venable et al. 
(2016). We applied the human risk and effectiveness strategy, 
which should be selected “if a critical goal of the evaluation 
is to rigorously establish that the utility/benefit will continue 
in real situations” (p. 82). Accordingly, we started with arti-
ficial and formative evaluations and then progressed toward 
naturalistic and summative evaluations. Furthermore, we uti-
lized the framework of Venable et al. (2012) to formulate the 
goals of the evaluation periods. We progressed as follows:

First, we conducted a technical experiment to demon-
strate the technical efficacy of our proposed model (see sec-
tion entitled “Technical experiment”). We collected data 

from three manufacturing machines over one month, and 
domain experts categorized the data’s features manually in 
manufacturing domain-specific categories (counter, status, 
failure code, setpoint, measurement). Using this data, we 
tested a range of ML algorithms (see section entitled “Tech-
nical experiment”), reserving 30% of the data for testing. 
To account for class imbalance, we used the macro-aver-
aging F1-score, whereas the final model, a random forest, 
achieved a score of 97%. We validated the model’s robust-
ness successfully by testing performance consistency across 
individual machines and a second production site’s data.

Second, we performed a field experiment using a think-
aloud study (Ericsson & Simon, 1993) to evaluate the 

Fig. 2  Overview of design cycles and respective activities, based on Kuechler and Vaishnavi (2008)

Table 1  Job roles of the participants of the ideation and evaluation

Participant Job role Education Years of industry 
experience

Awareness Evaluation
(Cycle 1)

Evaluation
(Cycle 2)

Alpha Senior Manager Digital Transformation Lead PhD graduate 17 X
Beta Senior Manager Engineering Graduate 7 X
Gamma Manager Project Portfolio PhD graduate 7 X
Delta Senior Manager Operations Under-graduate 12 X
Epsilon Global Manager: Manufacturing Digitalization & Analytics Graduate 5 X
Zeta Data Scientist PhD graduate 2 X X
Eta Data Scientist PhD graduate 1 X
Theta Engineer Graduate 2 X X X
Iota Engineer Graduate 1 X X X
Kappa Engineer Graduate 12 X
Lambda Data Science Consultant Graduate 3 X
My Data Analyst Graduate 1 X
Ny Data Scientist PhD graduate 1 X
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artifact’s general desirability, and identified areas for improve-
ment (Venable et al., 2012). The think-aloud study included 
five participants, and the interviews lasted, on average, 43 
min. Although we conducted interviews with managers in 
the awareness phase for ideation purposes, we intentionally 
prioritized the evaluation of the proposed system on actual 
users—domain experts and method experts. This decision 
was influenced by the interviewed managers confirming their 
reliance on aggregated reports instead of performing in-depth 
analyses of machine data themselves. Within this study, we 
refer to domain experts as individuals characterized by their 
extensive knowledge and experience within a specific field, 
despite not having received formal training in data analytics 
methods (Blair-Early & Zender, 2008). Conversely, method 
experts are those individuals who demonstrate proficiency in 
data analytics and ML techniques, although they may not have 
in-depth experience in or familiarity with a particular domain. 
After the interviews, we transcribed the recorded think-aloud 
studies and coded them inductively (Mayring, 2000). Based 
on the interviews, we learned the necessity of collaboration 
between domain and method experts to understand the data in 
more detail. We used this insight to refine our DPs and adjust 
the artifact accordingly.

Finally, we incorporated our learnings in a second design 
cycle, which we concluded with a field study in the form of a 
confirmatory focus group interview (Tremblay et al., 2010). 
We evaluated the proposed artifact’s efficiency to enhance 
the understanding of available data, by automatically aggre-
gating supplementary domain-specific metadata. We focused 
the evaluation on the first component of our artifact: data 
semanticization. For the focus group analysis, we followed 
the recommendations of Tremblay et al. (2010). To account 
for the naturalistic evaluation, we asked the participants to 
work on a real-world task of the case company. Accord-
ing to the recommendations of Tremblay et al. (2010), we 
created a manipulation within the focus group and let the 
participants perform a given task once with and then without 
the proposed system. To test the task description and ques-
tioning route, we ran a pilot focus group with two students. 
Afterward, we conducted two focus group interviews with in 
total five participants (three domain experts and two method 
experts), which we recorded, transcribed, and finally coded 
using template coding (King, 1998).

Evaluation context

Our study was conducted in collaboration with a pharma-
ceutical manufacturing company that had undertaken several 
initiatives to leverage the data generated by their packaging 
machines. The case company is currently transitioning to 
Industry 4.0, which involves digitizing their production pro-
cesses and utilizing data generated by novel production lines 
featuring automated machinery. These machines can generate 

up to 2000 features per machine, which should be used to 
inform decision-making and optimize production performance. 
This includes, for example, making data from the manufactur-
ing machines available for data analytics projects or sharing 
it with external partners. However, converting existing data to 
value-added knowledge can be complex for digitized processes 
(Mohamed, 2018). This especially applies to data generated 
from manufacturing machines due to their inherent complex-
ity (Wuest et al., 2016). Data of manufacturing machines are 
usually gathered from programmable logic controllers whose 
primary purpose is to control the machines (Lenz et al., 2018). 
Therefore, all existing signals generated by the machines, such 
as alerts, status, measurements, and setpoints, converge here 
and are then stored for later analysis. Moreover, the challenge 
of deriving insights amplifies, as machine data consist of time 
series having high interrelation both with the signal itself and 
also with other signals. Another obstacle is the lack of (data) 
standards for the manufacturing machines and the reluctance 
of the suppliers of the machines to share their knowledge about 
their data structure; for example, “A factor that hinders this 
development [collection of contextual information for training 
of ML algorithms] is that every manufacturer has their own 
standard and tries to degrade interoperability” (Bokrantz et al., 
2020, p. 7). Combining the complexity of manufacturing data 
and the lack of knowledge of the data structure makes analyz-
ing this data especially challenging.

Findings

In this section, we present our findings. We start with iden-
tifying DRs that aim to improve data understanding, with 
the DRs based on the interviews we conducted. Then, we 
describe the DPs derived from these requirements, offering 
design knowledge to improve data understanding. Lastly, we 
create a prototype to demonstrate these principles in prac-
tice, which we evaluate in the following section.

Design requirements

Next, we develop DRs, drawing from our detailed analysis of 
the existing literature and the coding of the expert interviews 
we had conducted. This exploration helps us understand the 
challenges that inhibit data understanding and metadata 
generation, i.e., the lack of information describing features’ 
meanings and the opaque presence or absence of relevant 
features for future use cases.

Based on the analysis of the conducted expert interviews 
from the first design cycle (see Fig. 2), we learn that the lack 
of data understanding has various causes. First, there is an 
absence of appropriate information describing the meaning of 
the features. For this reason, method and domain experts cur-
rently work together in an iterative, effortful process to better 
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understand the features. Second, the presence or absence of rel-
evant features for upcoming use cases is opaque and requires a 
manual search. Accelerating this process (see the section “Focus 
group” for more details on its current implementation) is crucial 
for using such available datasets efficiently. Considering that 
there are different underlying factors contributing to the absence 
of data description and the determination of induvial feature rel-
evance, and since these root causes therefore require individual 
solutions, we divide the need for a better data understanding into 
the following and specify their needs in more detail.

In our case, machine data that need to be analyzed are 
usually high dimensional, containing up to 2000 features per 
machine. Wuest et al. (2016) further added that manufactur-
ing data can “contain a high degree of irrelevant or redundant 
information“ (p. 29). As interviewee Zeta mentioned, “[...] 
there are cases that when I look at a machine [from producer 
A] at line X, it does not necessarily have the same features 
as the machine [from producer A] at line Y, although you 
would expect that. That's also due, for example, to the age of 
the machine and the applied updates [...].” This means that 
the analysis performed for a specific type of machine for one 
line cannot necessarily be transferred to the same type of 
machine on a different line. This is, for example, due to dif-
ferent ages, software versions, and vendors of the machines 
(Jaspert et al., 2021; Lenz et al., 2018). Furthermore, Bokrantz 
et al. (2020) highlighted that manufacturers have their own 
standard to degrade the interoperability. This addresses the 
different naming conventions among machine manufacturers 
and their lack of openness to share their knowledge regard-
ing the data’s structure. As a consequence, the availability of 
features within the dataset becomes inconsistent, requiring 
repeated screening and comprehension for each specific use 
case. Accordingly, scalability is hindered, and the process 
becomes time consuming. For example, interviewee Epsilon 
stated that “[...] how we currently do it is time intensive, and 
we do it more with, not really engineering, but we start with 
the feature that we want, and push it in the machine. Then it 
shows something somewhere, and then we know, ok, this fea-
ture means this.” Another dimension of scalability addresses 
the limited number of available experts with knowledge of 
how to analyze data or with an in-depth understanding of the 
domain. To utilize available data resources efficiently, it is 
necessary to scale the understanding of data, meaning that 
more employees must be empowered to understand the data. 
We therefore formulate our first DR,

DR1 – Scalability of Data Understanding: The system 
should make data understanding scalable across different 
user groups.

Domain experts usually have broad expertise in their 
domain but lack knowledge of analyzing data (Lenz et al., 
2018). Since their expertise is crucial for identifying and 

engineering relevant features, the system needs to be intui-
tive and not rely on previous knowledge in the field of data 
analysis to make the data easily understandable. Interviewee 
Theta stated that he does not want “[...] overloaded informa-
tion and [...] I do not want to look for it forever, like is cur-
rently the case, and I do not want to have a situation where I 
must first understand each piece of information.” Therefore, 
we formulate the following design requirement,

DR2 – Simplicity of Data Understanding: The system 
should be easy to use for different user groups having 
varying levels of knowledge of data analysis.

Design principles

Based on the identified DRs, we aim to develop a system 
to enhance data understanding. As the interviews of our 
first design cycle and the literature show, significant chal-
lenges exist in understanding data resources containing no 
metadata, making it difficult to understand whether useful 
features for specific use cases exist. We therefore propose to 
enrich data, taking their domain into consideration.

The first step toward making the available data sources 
more accessible is augmenting the metadata in line with 
domain-specific insights. Take manufacturing, for instance, 
where numerical features could be further distinguished into 
categories, including counters, measurements, or statuses. 
Generating the missing link between a feature and its cor-
responding category helps understand the feature’s meaning. 
In addition, we propose to apply text mining to leverage the 
feature’s names’ inherent information. Despite difficult-to-
understand names, text mining can help identify potentially 
hidden patterns in the names, with the patterns helping in 
understanding the relationship between features. Currently, 
domain experts’ knowledge is leveraged to manually deter-
mine such information for requested features. Since there 
are not many domain experts with a rich knowledge of the 
machine and its representation on the data level, the current 
process constitutes a bottleneck in the scalability of data-
driven use cases. We propose to address DR1 (scalability) by 
implementing functionalities to automate the generation of 
domain-specific metadata. Furthermore, since ML has shown 
its potential to uncover hidden relationships for high-dimen-
sional datasets (Janiesch et al., 2021), we want to leverage 
this strength. Accordingly, we want to use ML to classify the 
features into domain-specific categories, for example, based 
on their distribution. By utilizing ML, we ensure the scal-
ability (DR1) of our system and formulate the following DP,

DP1 – Data Enrichment (Semanticization): Provide 
the system with capabilities to enrich available data 
resources with domain-specific metadata to support users 
in understanding the data's characteristics.
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In addition to determining a feature’s category, it is also 
necessary to identify whether the relevant features for a spe-
cific use case are included in the dataset, for example, “the 
extent to which data are applicable and helpful for the task at 
hand” (Wang, 1996). On the one hand, domain experts have 
a rich knowledge of existing systems and their influencing 
factors, which they can transfer to method experts by help-
ing determine the relevance of features. On the other hand, 
data from similar use cases from the past, in the form of 
benchmark datasets, often exist. With the help of such user 
metadata, the inherent knowledge of those curated bench-
mark datasets can be leveraged to transfer knowledge (e.g., 
the relevance of particular features) from previous use cases 
to the present one. Therefore, we propose to compare exist-
ing features with benchmark datasets,

DP2 – Benchmark Dataset Matching (Contextualization): 
Provide the system with capabilities to compare different 
datasets in order for users to determine the relevance of their 
available features for a specific use case.

Instantiation of design principles and solution 
description

In this section, we instantiate our DPs in a system and 
domain to enable effective evaluation. For insufficiently 
described data, we propose a system that integrates the 
knowledge of domain experts. Enriching and contextu-
alizing the data semantically helps users increase their 
understanding. The system therefore supports obtaining an 
overview of the available data, understanding how relevant 
the present data is for a specific task, and understanding 
whether additional, important features are lacking. The 
system consists of two components: data semanticization 
(see Fig. 3) and data contextualization (see Fig. 5). The 

former enriches the data semantically through domain-spe-
cific metadata, thus instantiating DP1. The latter utilizes 
available user metadata to provide context to other datasets 
used for the same use case and thus instantiates DP2. To 
evaluate these DPs effectively, we instantiate them in a 
system and in a domain. In the following, we therefore 
first elaborate on the design of the system on a general 
level before we explain each component and how the DPs 
influence them in more detail.

In contrast to method experts, domain experts often 
have only limited knowledge of data analysis and are gen-
erally novices in this field. Schenk et al. (1998) explained 
that novices require higher mental efforts to retrieve infor-
mation than experts. Our system should therefore help 
minimize necessary mental efforts by guiding the users. 
Blair-Early and Zender (2008) proposed presenting infor-
mation linearly, for example, step by step, to increase the 
user’s existing knowledge. Besides the structure, the sys-
tem is designed to be both easy to use and understand for 
data novices (e.g., through visual data exploration).

Data semanticization. This component aims to comple-
ment the features with domain-specific metadata in two 
steps. First, only non-numeric features are categorized based 
on their datatype, for example, booleans or strings. In addi-
tion, we assume numeric features with only two unique val-
ues similar to booleans, for example, door open or closed, 
coded with 1 and 0 (see Fig. 4, left: 1.1). Second, numerical 
features are examined. Within a domain, there are usually 
different categories of features that have common behav-
ior within the group but distinct patterns between groups, 
for example, measurements vs. counters in manufacturing. 
We leverage the characteristics of those groups to engineer 
new variables based on a feature’s distribution (see Fig. 4, 
right: 1.2). Those engineered variables are used to train an 

Fig. 3  Schematic overview of data semanticization
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ML model to classify numerical data into domain-specific 
categories, for example, whether a feature represents a meas-
urement or a counter (see Fig. 3: Analysis on dataset level). 
These metadata empower users to explore, understand, and 
interpret the data more easily. We provide users with the 
possibility to plot the data (see Fig. 3: Visual analysis), as 
visual data exploration enables faster data exploration and 
does not require previous knowledge of mathematics or sta-
tistics (Keim, 2002).

In addition, we use the Levenshtein distance (Levenshtein, 
1965) to compute the similarity among feature names, allow-
ing us to uncover hidden patterns and relationships (see Fig. 3: 
Textmining). This identifies features with similar names (and 
thus presumably also similar behavior) that could potentially 
be of interest, for example, to scale the use case further. For 
instance, the features V720_R_SenPlW_State and V750_R_
SenDis_State are more similar to each other than they are to 
V400_MD_VC_Mspe (see Fig. 3). To summarize, the instan-
tiation of DP1 complements the available data with metadata 
(semantics) by grouping them into domain-specific categories, 
which allows the discovery of previously unknown relation-
ships. Finally, this allows users to explore the data efficiently 
and easily.

Example: Figure 3 shows an analysis of a dataset com-
prising 811 non-numeric features. By utilizing information 
about the features’ distribution, the ML model was able 

to categorize them into domain-specific classes, such as 
counters, measurements, status, and setpoints. To analyze 
the available counters, the system user selected the cat-
egory counter and chose to visually inspect the feature 
XXX_200_c from the list of all available features clas-
sified as counter. In addition, the user can select other 
features for visualization and comparison. Finally, the user 
requested to find signals with similar names and identi-
fied XXX_220_c and XXX_200_d as features with similar 
names.

Data contextualization. This component intends to sup-
port users in determining the relevance of their dataset for a 
specific use case. The users therefore select a use case from 
a domain’s list of potential use cases, for example, predic-
tive maintenance or scrap reduction in manufacturing. To 
evaluate the selected use case’s feasibility with the dataset at 
hand, we leverage available user metadata by comparing the 
dataset to benchmark datasets that have already implemented 
a specific use case successfully. For this purpose, public data-
sets can be used, as well as datasets from the organization, 
once similar use cases are successfully applied. For example, 
for a predictive maintenance use case, various measurements 
are required. Therefore, we make use of benchmark datasets 
that employed a predictive maintenance use case (see, e.g., 
Arnab (2020), Axenie and Bortoli (2020), or Matzka (2020)). 

Fig. 4  Schematic overview of the dataflow throughout the data semanticization
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To evaluate the fitness of the data for the intended use case, 
the available features of the own dataset and of all available 
benchmark datasets are identified by mapping substrings to 
use case-specific categories, for example, temp is matched to 
the category temperature. A weighting, developed by domain 
experts, is then applied to the categories to calculate a simple 
matching score. This score is based on the number of times 
features occur within each category, which is compared to 
the own dataset and each benchmark dataset. For example, 
in Fig. 5, we see four benchmark datasets (B1, B2, B3, B4) 
and our own dataset with four subgroups (e.g., axis, sealing, 
motor, and cutting, in Fig. 5). After the names of the sig-
nals are mapped to the categories, we can observe that each 
machine part of our dataset contains less signals for every 
category compared to the benchmark datasets. To find the 
subgroup of the data that contains the most relevant signals 
with a benchmark dataset, we calculate the score per sub-
group and benchmark dataset and utilize the highest score. 
Furthermore, to avoid scores larger than one, for example, 
if the dataset contains more signals for a category than a 
benchmark dataset does, we employ the minimum function. 
Thus, we limit the matching score to a maximum of one. 
To summarize, the matching score is calculated as follows, 
where C denotes the set of categories:

Finally, the highest matching score is displayed together 
with, if applicable, further use case–specific requirements. 
While the score considers features’ presence, it does not take 
their course over time or distribution into account. However, 
the absence of features relevant to the use case, and thus also 
a low matching score, allows domain and method experts 
to semi-automatically exclude unpromising use cases and 
instead focus on potentially suitable ones. The understanding 

matching_score =
∑

c ∈ C

weightc ∗ min

(

1,
occurrences

c,subgroup

occurrences
c,benchmark

)

of the data is improved as the system evaluates the relevance 
of available features for the task at hand. Furthermore, the 
comparison between existing features in the own dataset and 
the benchmark dataset helps users determine which additional 
features other experts used in the past, that are not available in 
the dataset at hand. This allows users to adjust and, if neces-
sary, extend the collected features to build a suitable founda-
tion of features to realize novel use cases. To summarize, the 
instantiation of DP2 complements the available data with user 
metadata (context) by comparing the data to benchmark data-
sets. Finally, this allows users to determine the relevancy of 
the dataset for a specific use case and, if necessary, to expand 
the collected data with additional required features.

Example: In the second step of the analysis, as shown in 
Fig. 4, the user determines the relevance of the features for 
specific use cases. Here, the user aimed to develop a predic-
tive maintenance use case using his or her dataset. An auto-
mated analysis revealed that only 37% of the features in the 
user’s dataset were also employed by others for the same use 
case. To gain a better understanding of the available features, 
the user received a granular comparison between his or her 
dataset and the features employed by others. This compari-
son revealed that others often used features such as current 
or vibration, which are not present in the user’s dataset.

Evaluation

In this section, we elaborate on the conducted evaluations 
presented in Fig. 2 and analyze the findings. We start with 
an explanation of the technical evaluation and the qualitative 
think-aloud study from the first design cycle, which helped 
us refine the DPs and thus build our artifact. Afterward, 
we discuss the final qualitative confirmatory focus group 
evaluation.

Fig. 5  Schematic overview of data contextualization
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Technical experiment

During the first design cycle, the focus was on a thorough 
evaluation of the technical effectiveness of the ML model. 
A structured technical experiment was performed based on 
established methodologies to evaluate the capabilities of the 
model, and to refine the artifact further based on empirical 
data. The main objective of the experiment was to analyze 
the model’s ability to process and interpret data from the 
manufacturing machines. This approach allowed for a com-
prehensive analysis that involved feature engineering, per-
formance metrics, and model validation.

Data collection. We collected all available data from three 
manufacturing machines over the time horizon of one month. 
The data included 3906 features in total, of which 3415 were 
non-numeric features, such as string and boolean, and 491 
were numeric features, respectively. To clean the data, we 
used the information about the connection quality provided 
by the machines (True and False) and dropped all instances 
having a bad quality. Since this data lacks appropriate meta-
data, domain experts labeled the numeric features manually 
into five manufacturing domain-specific categories: counter, 
status, failure code, setpoint, and measurement. When ques-
tions about the correct class arose, the domain expert con-
sulted another domain expert, and together they determined 
the class, using the physical machines via reverse engineer-
ing. A description of these categories is shown in Table 2.

Feature engineering. As previously mentioned, we lever-
age the characteristics of these categories, such as the ongo-
ing incremental nature of a counter and the infrequent reset-
ting, to create new features, and we achieve this by analyzing 
the distribution of signals. Hereby, we leverage domain and 
analytics knowledge to identify suitable features that describe 
the distinct categories: frequency of occurrence, frequency of 
sign changes, mean, standard deviation, interquartile range, 
number of unique values, maximum and minimum.

Performance metric. Since the distribution of the classes 
is imbalanced, we used the macro-averaging F1-score as our 
performance metric. The F1-score is the harmonic mean of 
precision and recall, providing a balance between these two 
metrics. The macro-averaging approach further enhances its 

effectiveness in our context by calculating these metrics for 
each class independently and averaging them afterward. This 
method gives equal weight to each class, irrespective of its 
proportion within all classes, thereby ensuring that our per-
formance evaluation is not biased toward the majority class.

Algorithm selection and hyperparameter optimiza-
tion. We use the prepared data for the initial training and 
testing of the ML algorithms, employing the Scikit-learn 
library in Python for this purpose. We partitioned the data 
randomly, utilizing 30% as a test set. To fine-tune the mod-
els, we applied grid search for each algorithm to optimize 
the hyperparameters via a fivefold cross-validation. A com-
prehensive overview of the utilized algorithms and their 
corresponding results is presented in Table 3. Among all 
algorithms tested, the random forest outperformed the rest, 
achieving an F1-score of 97%.

Model validation. Finally, we test the robustness of the 
performance in two ways. First, we look at the performance 
of our model for each machine separately to ensure that the 
model’s performance does not vary substantially between 
machines performing different processes. Second, we 
collect data from a second production site and apply our 
model to their data. The machines at this site provide less 
data—only 33 features for five machines of a manufacturing 
line. For this reason, experts have already identified their 
meaning in the past. Our model can classify all 33 features 
correctly such that we assume sufficient robustness of the 
performance.

Think‑aloud study

In the first design cycle, we evaluated the general desirability 
of the artifact within a think-aloud study and identified areas 
for improvement (Venable et al., 2012). Here, we asked the 
participants to analyze a real-world dataset from their site. 
We provided them with two tasks: (1) identify whether the 
data contains product counters for a scrap monitoring use case 
and (2) determine the relevance of the dataset for a predictive 
maintenance use case. The participants provided rich feed-
back that demonstrated overall satisfaction with the system. 
Especially domain experts stressed that the proposed artifact 
opens new opportunities for a wider range of employees to 

Table 2  Domain-specific 
categories of manufacturing and 
their frequency in the dataset

Category Description Example # of occurrences

Counter Counts the occurrences of an event Number of good products 225
Measurement Measures a process parameter Temperature 157
Failure code Represents a code for an error High temperature 7
Status Represents the status of a machine (part) Running or down 46
Setpoint Represents a setpoint Target speed 225
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work with the data as a domain expert. Kappa mentioned: 
“In any case, it makes the work with the tags [data] much 
more accessible, and easier.” For example, the knowledge of 
available and missing data allows them to prioritize the use 
cases more easily. Similarly, method experts commented that 
the system makes their work easier because the meaning of 
single features is (partially) revealed without having to rely on 
the knowledge of domain experts each time. To summarize, 
domain and method experts benefit from the system by being 
able to analyze their data (more effectively) on their own.

Participants found the comparison with benchmark datasets 
helpful in determining the dataset’s relevance for a specific 
use case, i.e., predictive maintenance. However, the displayed 
matching score led to different interpretations among the par-
ticipants. For example, some participants drew references to an 
internal project which determined the dataset’s infeasibility for 
the specific use case and thus correctly concluded that the data-
set was not relevant to the use case. Other participants, however, 
assumed that enough promising features were present and that 
the use case was consequently possible with the available fea-
tures. Interviewee Lambda, for example, mentioned: “But since 
it suggests something to me, [...] I assume you could utilize [the 
data for the use case].” Assessing the relevance of features for 
solving a particular use case is a highly complex task. We also 
observe this in our evaluation. Users seem to need additional 
information beyond the displayed matching score to judge the 
use case’s feasibility. One of the natural options to facilitate this 
would be a staged system that categorizes the matching score 
to give a clear recommendation, such as a traffic light system. 
The benefit of such an approach would be its simplicity and 
practicability. However, the question that arises concerns how 
to estimate the thresholds for distinguishing certain categories. 
Answering this question certainly requires domain knowledge 
and empirical validation afterward. While assessing the rel-
evance of features for solving a particular use case is an inher-
ently complex task, providing information about the overlap 
between the dataset at hand and data required for a specific use 
case is the first step to facilitate the method experts’ and data 
experts’ process of use case selection.

Focus group

In the second design cycle, we utilized a confirmatory focus 
group to account for the naturalistic and summative evalu-
ation (Venable et al., 2016) and we also tested the system’s 
efficiency. In the beginning, we let the participants identify 
relevant features for a scrap monitoring use case, first with-
out the proposed system and afterward with the help of the 
system. In the following, we provide an overview of the cur-
rent process without using the system.

Without the proposed system, domain and method experts 
work separately to identify relevant features. The method 
expert explains the use case and the data requirements, 
in terms of needed features, to the domain expert. Since 
domain experts often do not have knowledge of advanced 
data analysis, they rely on simple methods to analyze avail-
able data, for example, a list of all potentially available 
features. However, only selected features from this list are 
stored in the database to minimize costs. Based on this list, 
the domain expert then selects those features that sound 
potentially helpful while mentioning that this is always just 
a “best guess“ (Kappa) and there is a high degree of uncer-
tainty about the relevant features. If possible, the selected 
features and a short explanation are summarized and sent to 
the method expert. The method expert then obtains an over-
view of the features by analyzing them. Afterward, she or he 
tries to assess the features’ relevance. It frequently happens 
that the domain expert selected not enough, wrong, or non-
existent (not stored) features. The method expert then reports 
the analysis results to the domain expert, who restarts the 
search for relevant features. Since the sub-processes take a 
considerable time and only require the specific knowledge 
of either the domain or the method expert, the process is 
designed iteratively.

Next, we performed the same task, using the proposed 
system. The system fosters collaboration between method 
and domain experts by enabling them to combine their 
skills. The advanced analytics provided by the system ena-
bled a more informed decision-making process, reducing 
the reliance on “best guess” approaches. This is because it 
is “easier for you to verify whether it works or not” (Theta) 
and because it “provides more opportunities to improve the 
confirmation [of features] after all” (Iota). Furthermore, par-
ticipant Eta highlighted that the system “give[s] the advan-
tage of working on the same basis [and having] everything 
at a glance, sort of like a standard.” This standardization 
merges the different decision-making foundations (i.e., the 
list of feature names and the data itself) into a single source 
of truth.

During the evaluation, participants recognized that some 
features, previously identified by the domain expert through 
a list, were not present in the data. Conversely, with the pro-
posed system’s assistance, participants identified features 

Table 3  F1-score of selected algorithms

Algorithm F1-score 
(macro)

Accuracy Recall (macro)

Perceptron 0.21 0.49 0.23
Naïve Bayes 0.39 0.24 0.516
Linear Support Vector 

Classification
0.50 0.73 0.5

Ridge Classifier 0.62 0.74 0.61
Logistic Regression 0.73 0.84 0.73
K-Nearest Neighbors 0.87 0.86 0.87
Random Forest 0.97 0.95 0.96
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that described the same target variable in a more granular 
way. Domain expert Kappa noted the potential for discrepan-
cies with the traditional method, stating, “I work with excel 
files [containing the features’ names], which can be wrong. 
I believe more in what comes out of the machine.”

Ultimately, the system allows participants to share their 
specific knowledge about the data. The domain expert, for 
instance, explained to the method expert certain patterns 
in the features’ names, which is something she previously 
did not know. At the same time, the method expert could 
share observations from the data, that the domain expert 
was previously unaware of. Using their combined knowledge 
and skills, participants were subsequently able to identify 
patterns that they had been unable to identify individually. 
In contrast to the existing process, the use of the proposed 
system reduces the iterative nature of the process signifi-
cantly. It minimizes the necessity for the domain experts to 
repeatedly reassess their feature selection, thereby enhanc-
ing efficiency and saving valuable time. This manifests the 
system’s potential not only in facilitating a more compre-
hensive understanding of the data, but also in streamlining 
the process.

Importantly, participants observed the system’s capac-
ity to help identify and eliminate irrelevant data, potentially 
leading to reduced data storage. For instance, interviewee 
Iota described that the system might help, as they “have 
no idea yet what large amounts of data we have […] and 
we have a suspicion that many [features] are also not so 
helpful. We therefore suspect that we have a lot of data that 
would not need to be stored.” This capability optimizes the 
feature selection process by distinguishing necessary data 
from the irrelevant, streamlining the approach to database 
management.

In conclusion, the proposed system considerably 
improves the metadata generation process for data analysis 
and therefore helps experts identify relevant features. By 
facilitating collaboration and knowledge sharing between 
experts, the instantiated systems reduce the iterations of the 
current process and allow for more efficient decision-mak-
ing. The findings align with our initial goal of designing a 
more efficient and accurate system for metadata generation 
for high-dimensional datasets. These findings reaffirm the 
need for advanced analytics tools in data-intensive fields and 
provide valuable insights for future developments.

Discussion

As stated, organizations generate vast amounts of data 
every day with the intention to extract relevant informa-
tion to address business and societal challenges. However, 
to derive accurate information, it is often not sufficient to 

apply complex ML models to high-dimensional datasets 
(Alt, 2021). Instead, organizations need to understand the 
collected data in depth to be able to unlock relevant insights.

In this context, we chose to focus on the pharmaceutical 
manufacturing industry for our study. This industry is highly 
regulated and subject to rigorous quality standards, lead-
ing to the production of a vast amount of data from diverse 
sources. Hence, it offers an ideal setting to test and demon-
strate the efficacy of the ML model in a data-rich environ-
ment. Furthermore, the complexity of pharmaceutical manu-
facturing processes and the critical nature of the industry’s 
operations highlight the importance of understanding and 
classifying machine data accurately. Moreover, larger enter-
prises such as the case company often lead the way in the 
adoption and development of new technologies (Lee & Xia, 
2006), for example, due to their extensive resources (Thong 
& Yap, 1995). In the context of Industry 4.0, the technologi-
cal advancements pioneered by larger enterprises become 
even more critical (Sommer & Sommer, 2015), as their 
diffusion to smaller and medium-sized enterprises (Noot-
eboom, 1994) is key to driving industry-wide innovation 
and efficiency. This potential broadens the impact of our 
research and underscores the value of testing our approach 
in a large-scale, complex environment like a pharmaceutical 
manufacturing company.

However, the application of these ML models in such 
a complex and data-intensive environment also presents 
certain challenges. While these organizations have access 
to a wealth of data, understanding and contextualizing this 
data effectively is a hurdle that needs to be overcome. This 
difficulty is not limited to the pharmaceutical industry—it 
extends to any organization attempting to extract insights 
from high-dimensional datasets. In the related work, we have 
highlighted that traditional methods often fall short when it 
comes to contextualizing high-dimensional datasets accu-
rately. This deficiency poses a significant obstacle in data 
governance, where the utilization of metadata and high data 
quality is crucial for ensuring the usability of the collected 
data (Khatri & Brown, 2010). To close this gap, our research 
provides design knowledge for systems that aim to leverage 
the value of these insufficiently understood yet promising 
datasets for specific use cases.

Making use of our outlined design principles, we have 
demonstrated the effectiveness and desirability of our devel-
oped artifact, thereby paving the way for a deeper under-
standing of datasets through the generation of metadata. Our 
system handles the intricacies of high-dimensional datasets 
by generating automated metadata for domain and method 
experts to review collaboratively, addressing the shortcom-
ings inherent in current methodologies. More specifically, 
we semanticize numeric features of the dataset by leveraging 
characteristics of the distinct classes and afterward compare 
the occurrences of features in other datasets to set the dataset 
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in context with potential use cases. This process contextual-
izes the dataset within the landscape of potential use cases. 
Data, when enriched both semantically and contextually 
through metadata, may encourage data consumers to explore 
and harness their data assets more comprehensively. This, in 
turn, may lower the barriers for utilizing datasets and cata-
lyze the process of value creation from data, for example, by 
utilizing it internally or by sharing it within their ecosystem.

Sharing datasets in the ecosystem

Building upon these findings, previous research has empha-
sized the lack of sufficient metadata and methodologies to 
identify available data as significant technological chal-
lenges (blinded for review), which often leads organizations 
to refrain from sharing their data with their ecosystem (Choi 
& Kröschel, 2015; Van Den Broek & Van Veenstra, 2015; 
Van Panhuis et al., 2014). To close this gap, it is necessary 
to develop novel methods to enhance metadata and thus 
improve data understanding. Our research can help organi-
zations address these challenges by refining existing data 
governance processes. By improving experts’ understanding 
of the meaning and (ir)relevance of high-dimensional data 
(DP1 & DP2), organizations can, for example, reduce bar-
riers of data sharing, for instance, the fear of accidentally 
sharing competitive knowledge (Fassnacht et al., 2023).

Despite the potential benefits of data sharing, such as 
fostering inter-organizational innovation (Enders et  al., 
2022), it is essential to counterbalance these aspects with 
the potential risks and ethical dilemmas. The nature of 
data sharing is not inherently advantageous or disadvanta-
geous; its implications largely hinge upon the conditions of 
its deployment and handling. A case in point is the widely 
publicized incident involving Facebook and Cambridge 
Analytica (Isaak & Hanna, 2018), where the unauthorized 
use and dissemination of personal data for politically ori-
ented advertising sparked a maelstrom of ethical and pri-
vacy disputes. Our study fundamentally emphasizes the 
necessity for a comprehensive understanding of the data, its 
accompanying metadata, and possible applications prior to 
its sharing. Such insight could mitigate associated risks like 
ethical issues (Reer et al., 2023) and unintentionally shar-
ing competitive knowledge (Fassnacht et al., 2023). Hence, 
responsible data sharing should align with the principles of 
data privacy, informed consent, and security, fortified by 
robust data governance processes.

Leveraging datasets in data analytics

It is important to note, however, that the challenges presented 
by insufficient data understanding go beyond the scope of 
data sharing and hold significant implications for broader data 

analytics processes, such as the application of ML. While ML 
models are a promising means to extract insights from data 
(Han et al., 2012), applying such models to insufficiently 
understood data can fail due to various reasons. For example, 
it might go unnoticed that models may rely on spurious corre-
lations instead of meaningful relationships, or biased models 
might accidentally disadvantage minorities when prescribing 
medical treatments in healthcare or approving loan applica-
tions (Fabris et al., 2022). As Boyd (2021) showed, under-
standing the relevant characteristics of datasets, for example, 
the features’ meaning, can help mitigate biases in models and 
thus prevents models from leveraging sensitive information 
and, finally, disadvantage minority groups.

One of the traditional approaches to identifying biased 
models is using inherently interpretable ML models or, in the 
case of more complex models, explainable artificial intelli-
gence. However, despite the importance of explainability, the 
effectiveness of these methods in supporting users is uncer-
tain when the data used to train ML models is insufficiently 
understood. This is particularly challenging when the mean-
ing of individual features is unclear, highlighting the need 
for comprehensive data understanding for the application of 
explainable artificial intelligence methods. Our research con-
tributes to avoiding such adverse consequences of employed 
datasets by collaboratively analyzing the features’ meaning 
with domain and method knowledge (DP1). Nevertheless, 
obtaining this understanding also has implications for the 
training of ML models in general. Recent literature has high-
lighted the importance of this systematic preparation (and 
understanding) of data to train more accurate ML models. 
For example, one of the solutions is leveraging domain 
knowledge to create inherently meaningful features (Jakubik 
et al., 2022). The higher degree of information contained 
within the features can potentially enable experts to utilize 
simpler and inherently interpretable models, ultimately aid-
ing in the avoidance of unintentional biases within the mod-
els and training more accurate ML models.

To integrate the required domain knowledge, for example, 
for feature engineering, into the data analytics process, a 
collaboration of domain and method experts is essential. In 
our think-aloud study, we found that the proposed methods 
for analyzing the data already help the domain and method 
experts, for instance, generate ideas about the meaning of 
individual features. However, they often require additional 
knowledge from the complementing expert to identify the 
features’ true meaning. The instantiation of the proposed 
design knowledge thus creates a standard that allows the 
experts to discuss the data on a shared basis. Similarly, 
observations have been made in the field of data democrati-
zation, where a key enabler is collaboration and knowledge 
sharing to enable a wider range of employees to draw value 
from datasets (Lefebvre et al., 2021). Through our evalua-
tion, we learned that while the domain expert usually prefers 
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simpler-to-understand analyses, the method expert often 
needs further analyses to extract additional knowledge from 
the data, for example, correlations or feature importance.

Contribution to theory and practice

Regarding theory, we address the challenge of creating con-
textually and semantically meaningful metadata to increase 
the data understanding and, ultimately, to enable data con-
sumers to leverage their datasets for different use cases. Fur-
thermore, we discuss how the insufficient understanding of 
available data may potentially impact the application of data 
analytics projects, for example, inaccurate or biased models 
or noninterpretable models. To mitigate these undesirable 
consequences, we propose to leverage decision domains of 
data governance to generate the necessary data understand-
ing. More specifically, we increase the data quality through 
the generation of metadata. Domain-specific metadata allow 
domain and method experts to jointly explore their data by 
implementing elements of data democratization. Furthermore, 
we show how existing user metadata, in the form of bench-
mark datasets (DP2), can be used to estimate the potential of 
datasets and their features’ relevance for specific use cases. 
More generally, we describe the challenging characteristics of 
insufficiently documented datasets and the impacts of employ-
ing such datasets. Finally, we suggest a hybrid method that 
improves data governance and, as a result, prepares organiza-
tions to use their datasets internally or to collaborate with their 
ecosystem partners in today’s data economy.

Our research also has implications for practitioners: The 
instantiation of our system tackles a real-world problem by 
generating an overview of the meaning and relevance of 
existing data and thus facilitates data understanding. This 
improved understanding not only simplifies the communica-
tion between domain and method experts, but also enhances 
their capabilities. First, instead of repetitively relying on the 
domain expert to determine suitable signals for a specific 
use case, method experts can identify potentially relevant 
signals that need further investigation. Second, domain 
experts are empowered to explore the data and its relevance 
for use cases more easily. In the process, the recurring task 
of screening data for available features is reduced, effectively 
removing a major obstacle to extract insights from available 
data. This not only streamlines data analytics projects, but 
also unlocks the latent value inherent in organizations’ data 
sources more efficiently, thereby promoting a more effective 
utilization of data assets.

Limitations and future research

Our research certainly comes with limitations. Primarily, our 
study is restricted to machine data from the pharmaceutical 
manufacturing industry, introducing potential bias due to the 

specific constraints and conditions that are characteristic of 
this industry. Furthermore, the manual labeling of numeric 
features into domain-specific categories by domain experts 
introduces the risk of bias. This is because their personal 
understanding or interpretation might have influenced the 
categorization. Even though a second expert was consulted 
when there was uncertainty, this process still relies heavily 
on human judgment, which could be influenced by personal 
experience, education, or inherent biases. Next, the current 
study validated the model’s performance, using data from a 
second production site. However, this introduces potential 
validation bias if the second site is not representative of the 
broader spectrum of manufacturing settings, i.e., the second 
production site does not reflect the variability in other sites 
or industries sufficiently. Consequently, it remains an open 
question as to how the ML model might behave with datasets 
from other sectors, marking an area for future research.

While the ML model was developed and tested in the 
context of pharmaceutical manufacturing, the principles 
and methods underlying the model’s development could 
be applicable in other industries and domains. The meth-
odology of using domain knowledge for manual feature 
labeling and the application of ML models can be adjusted 
and applied to different settings, given the domain-specific 
knowledge is available. However, each domain or industry 
has unique characteristics, constraints, and quality of data. 
The key is to adapt the approach to each specific domain. In 
light of this, especially the engineered features are vital, as 
they need to be engineered to the specific characteristics of 
the domain-specific categories. The method of labelling, the 
choice of engineered features, and the algorithm selection 
should all be adjusted according to the specific domain. The 
differences between domains could be reflected in the meta-
data by encoding domain-specific information, thus enabling 
the model to learn and adapt to different domains.

Another obstacle lies in the initial effort to categorize 
existing features manually. To minimize these required 
efforts for labeling the training dataset, further research 
should consider options like active learning and unsuper-
vised learning, that may identify additional relations in the 
data. Similarly, the availability of public datasets that are 
suitable for the benchmark dataset matching is still limited, 
restricting the applicability of the contextualization com-
ponent. However, we argue that this challenge will dimin-
ish with the rise of open data, as more data will be made 
publicly available from public and private organizations 
alike (Enders et al., (2022), Janiesch et al., 2022). The last 
obstacle is identifying which signals describe a particular 
real-world object within benchmark dataset matching (e.g., 
that a measurement represents a temperature). Thus far, this 
is solely based on the signal names, which limits its gen-
eral applicability. However, we argue that if the features’ 
names do not contain any information, benchmark dataset 
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matching is difficult not only for ML models, but also for 
human experts. Future research should therefore investigate 
the possibility of comparing the features’ relevant charac-
teristics with the benchmark datasets’ features.

While the proposed system design, thus far, mainly 
leverages simple (visual) analysis to accommodate the 
domain expert’s capabilities (DP1), great potential lies 
in further analyses to complement the gained knowledge. 
A potential avenue for further analysis lies in unsuper-
vised methods, which are often employed for exploratory 
data analysis (Ferreira de Oliveira & Levkowitz, 2003). 
For example, clustering methods could be utilized to 
identify similar features within or beyond the domain-
specific groups. Finding such groups can then contribute 
to extracting knowledge more efficiently from the data 
and thus deriving promising real-world value from the 
datasets (Fürstenau et al., 2021).

In light of the presented challenges, the benchmark data-
set matching can be a starting point for future research to 
develop more advanced methods to compare datasets for 
specific use cases. In future research, we plan to extend the 
focus group interviews with more experts from other organi-
zations to generalize our findings beyond the case company 
and the domain. This generalization then helps build systems 
that improve data understanding to ultimately leverage the 
potential of datasets to address various organizational and 
societal challenges.

Conclusion

This paper addresses the timely challenge of the insuf-
ficient understanding of existing real-world datasets. Our 
contributions are as follows: We create design knowledge 
for systems that enhance data understanding and demon-
strate the efficacy, desirability, and effectiveness of the 
proposed solution through multiple evaluations. The crea-
tion of design knowledge is based on a range of expert 
interviews in one of the world’s largest pharmaceutical 
manufacturing organizations, resulting in our DRs. Build-
ing on the previously deducted DRs, we identify data 
enrichment (semanticization) and benchmark dataset 
matching (contextualization) as DPs. Using these DPs, 
we instantiated and evaluated a system that improves data 
understanding. The evaluation specifically showed that 
both user groups—domain experts and method experts—
can accomplish their tasks more efficiently when using the 
system. Importantly, the true potential of the datasets is 
realized through the collaboration of both. Finally, gener-
ating this understanding of the data can help in unlocking 
the real-world value of data-rich industries for specific use 
cases and their data ecosystem in general.
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