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ABSTRACT: Across the globe, there has been an increasing interest in improving the predictability of subseasonal hydro-
meteorological forecasts, as they play a valuable role in medium- to long-term planning in many sectors, such as agricul-
ture, navigation, hydropower, and emergency management. However, these forecasts still have very limited skill at the
monthly time scale; hence, this study explores the possibilities for improving forecasts through different pre- and postpro-
cessing techniques at the interface with a Precipitationn–Runoff–Evapotranspiration Hydrological Response Unit Model
(PREVAH). Specifically, this research aims to assess the benefit of European weather regime (WR) data within a hybrid
forecasting setup, a combination of a traditional hydrological model and a machine learning (ML) algorithm, to improve
the performance of subseasonal hydrometeorological forecasts in Switzerland. The WR data contain information about the
large-scale atmospheric circulation in the North Atlantic–European region, and thus allow the hydrological model to ex-
ploit potential flow-dependent predictability. Four hydrological variables are investigated: total runoff, baseflow, soil mois-
ture, and snowmelt. The improvements in the forecasts achieved with the pre- and postprocessing techniques vary with
catchments, lead times, and variables. Adding WR data has clear benefits, but these benefits are not consistent across the
study area or among the variables. The usefulness of WR data is generally observed for longer lead times, e.g., beyond the
third week. Furthermore, a multimodel approach is applied to determine the “best practice” for each catchment and im-
prove forecast skill over the entire study area. This study highlights the potential and limitations of using WR information
to improve subseasonal hydrometeorological forecasts in a hybrid forecasting system in an operational mode.
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1. Introduction

There is an increasing interest in improving the predictability
of subseasonal (i.e., weekly to monthly) hydrometeorological
forecasts, as they play a valuable role in medium- to long-term
planning in many sectors, such as agriculture, navigation, hydro-
power production, and hazard warning (Anghileri et al. 2019;
Arnal et al. 2018; Bogner et al. 2018; Hwang et al. 2019;
Monhart et al. 2018; White et al. 2017, 2022). Numerous meteo-
rological services around the world currently perform operational
meteorological forecasts at the subseasonal scale (Buizza et al.
2005; Vitart et al. 2017), which opens up the possibility of per-
forming predictions of hydrological variables for a subseasonal
forecast horizon. However, along with other important drivers

such as initial hydrological conditions (Girons Lopez et al. 2021;
Pechlivanidis et al. 2020), the skill of subseasonal hydrological
forecasts relies greatly on the quality of the meteorological input
data (Jörg-Hess et al. 2015). The skill of long-range meteoro-
logical forecasting itself remains low at this time scale in cen-
tral Europe under the influence of several teleconnections
(Domeisen et al. 2015).

As the current subseasonal meteorological models still exhibit
systematic biases, many statistical techniques have been devel-
oped to postprocess the meteorological forecasts (Vitart et al.
2017). Given that meteorological data are input to hydrological
models, this processing technique is one approach to improve the
hydrological forecasts. This approach is hereby referred to as
“preprocessing” from the perspective of the hydrological model.
Monhart et al. (2018) investigated the effect of two different
bias correction methods: a mean debiasing method and a quan-
tile mapping method on temperature and precipitation, where
the quantile mapping method performed better for both varia-
bles. In the same study, the lead-time-dependent predictability
of extended-range (i.e., S2S) temperature and precipitation
forecasts was assessed in detail for 1637 ground stations in Eu-
rope. Through a weekly aggregated verification study, they
showed that the forecast skill diminishes after 1 week for precipi-
tation and after 2–3 weeks for temperature. In a subsequent study
(Monhart et al. 2019), the same methodology was applied to the
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meteorological forecasts, and these preprocessed forecasts were
used to drive a hydrological model for three selected catchments
in Switzerland. It showed that even low skill in the meteorological
S2S predictions could translate into useful skill in hydrological pre-
dictions, extending the skillful forecast horizon. However, forecast
skill highly depends on the characteristics of the catchments,
where snow-dominated catchments have a stronger positive re-
sponse to improved meteorological forecast. Furthermore, Bogner
et al. (2018) focused on extended-range hydrological prediction
skill for 307 catchments in Switzerland and assessed hydrological
variables as well as areal precipitations. It was found that, despite
low precipitation forecast skill, the hydrological predictions can
still obtain decent skill, particularly for the baseflow for catch-
ments in the Swiss midlands. Since previous studies have explored
the influence of meteorological variables’ predictability on hydro-
logical variables, we focus only on the predictability of the hydro-
logical output in this study.

Forecasts at longer lead times are associated with high uncer-
tainty, and one way to make the forecasts useful for the relevant
users is to categorize forecasts in terciles. Terciles can be simply
defined as three categories with thresholds set by the 33rd and
66th percentile of the climatological means. The normal condi-
tions fall between the 33rd and 66th percentile, while anything
lower and higher is considered below and above the normal con-
ditions, respectively. For example, a tercile temperature forecast
at three weeks lead time can be “colder than normal,” “normal,”
or “warmer than normal” with respect to the mean climatological
temperature of the same week in the past. Such a tercile approach
in meteorological forecasts has already been implemented by
MeteoSwiss (2021c), and several other studies (e.g., Hamill et al.
2004; Tippett et al. 2007), but the use of terciles on hydrological
forecasts beyond streamflow as suggested by this present
study is one of the first (e.g., Arnal et al. 2018; Liu et al.
2019; Delorit et al. 2017; Sahu et al. 2017). With the ensem-
ble forecasts in this study, we can compute the probabilities
of each tercile, making it possible to communicate the confi-
dence of our forecasts.

Machine learning (ML) applications in environmental sciences
started in the 1990s (Heish 2009; Papacharalampous and Tyralis
2022), and they have been gaining more attention and popularity
in recent years due to the increasing computing power. Heish
(2009) gave a thorough overview of many applications of ML
techniques in environmental sciences, ranging from satellite data
processing, weather prediction, and hydrological forecasting to
ecological modeling and beyond. On the other hand, for subseaso-
nal and seasonal forecasts, the resources at national forecast cen-
ters have mostly been allocated to dynamical models over the past
two decades. However, studies have shown improved skill when
applying ML techniques. “Hybrid forecast,” an approach combin-
ing dynamical models and statistical techniques, was recom-
mended for subseasonal to seasonal forecasts (Cohen et al. 2019).
In a review of different hybrid forecasting systems, Slater et al.
(2023) summarizes the strengths of such systems, including bias
minimization, the ability to combine different predictability sour-
ces at varying forecasting horizons, and their speed as well as oper-
ational efficiency. Among these strengths, Slater et al. (2023) also
shines light on a ML model’s ability to integrate large datasets
compared to physics-based models in the way that large datasets

can be useful for a ML model, whereas a physics-based model
tends to saturate its ability to adapt with limited data. An ensem-
ble system consisting of two nonlinear regression models using
customized algorithms significantly improved the skill of the oper-
ational U.S. Climate Forecast System, showing improvements of
40%–50% for temperature and 129%–169% for precipitation
(Hwang et al. 2019). Forecast skill on seasonal time scales almost
doubled when combining a regression model and a dynamical
model (Dobrynin et al. 2018). Streamflow forecasts were im-
proved by postprocessing with a quantile regression model and an
artificial neural networkmodel (Bogner et al. 2016). Five different
ML techniques were applied to predict energy consumption and
production in Switzerland between January 2015 and October
2018, and the results also demonstrated the possibility of skill
improvements (Bogner et al. 2019).

Previously, Bogner et al. (2022) successfully trained ML mod-
els with a Gaussian process (GP) algorithm to postprocess the
outputs of the Precipitation–Runoff–Evapotranspiration Hydro-
logical Response Unit (HRU) Model (PREVAH) for Switzer-
land. Two variables (runoff and soil moisture) were aggregated
into terciles and investigated on daily and weekly time scales for
a 32-day forecasting horizon. The same aforementioned prepro-
cessing method by Monhart et al. (2018) was also applied and
compared with the postprocessing performance of the raw fore-
cast. Bogner et al. (2022) explored the potential of postprocess-
ing tercile hydrological forecasts using a ML algorithm and
thereby laid a strong foundation for this study.

Building upon the findings of Bogner et al. (2022), linking
large-scale weather regimes (WRs) with local hydrological events
is the key exploratory and novelty part of this study. The rationale
behind including WR data is that WRs contain information
about the large-scale atmospheric circulation in the entire North
Atlantic–European region in an aggregated way, and thus allows
to exploit potential flow-dependent predictability. The U.K. Met
Office uses eight coarseWRs to describe the large-scale conditions
in the North Atlantic–European region and for postprocessing
monthly and seasonal forecasts (Neal et al. 2016). Meteorological
drought forecasts over Europe were improved using WR predic-
tors, especially for intense droughts (Lavaysse et al. 2018). In
North America, four WRs were identified with distinct relation-
ships to rainfall and surface temperatures at a monthly time scale
(Vigaud et al. 2018). Despite the promising results shown in mete-
orological forecasts, there has been less effort in applying the WR
approach directly to hydrological forecasts, as outlined in this
study. A recent study combined atmospheric circulation patterns
and ML to predict extreme floods in the United States (Schlef
et al. 2019). For a different application, Grams et al. (2017) de-
rived a life cycle definition of seven year-round EuropeanWRs to
quantify the effect of subseasonal meteorological variability on
wind-power output in Europe. Both studies highlighted the poten-
tial of usingWR data for forecasting purposes.

Different from most of the existing hydrological forecast re-
search that predominately focuses on runoff prediction (e.g.,
Madadgar et al. 2014; Yuan et al. 2018), and building upon the
previous study of Bogner et al. (2022) on runoff and soil mois-
ture, this study adds two additional hydrological variables,
namely, baseflow and snowmelt. These two variables play impor-
tant roles in forecasting floods and drought, yet they have been
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frequently disregarded in previous research. The main objective
of this study is to assess the feasibility of incorporating European
WR data into a hybrid forecasting setup combining a traditional
hydrological model and an ML algorithm to improve the perfor-
mance of subseasonal hydrological forecasts in Switzerland. We
aim to explore the potential of a forecasting system subject to dif-
ferent pre- and postprocessing methods to improve subseasonal
hydrological forecast skill. Importantly, this study focuses on eval-
uating the overall skill of the different model setups over the year
as a function of lead time without investigating the seasonal vari-
ability of the skill. We take a multimodel ensemble approach that
enables us to generate tailored best practice maps for each
variable, providing critical insights into the most effective
processing techniques for different regions. Figure 1 shows
the study area and the region names we refer to in this work.
Our findings have implications for improving water resource
management and decision-making in Switzerland and poten-
tially wider applications in other regions with similar hydro-
logical characteristics such as the European Alpine Space
(Stephan et al. 2021).

2. Data

Similar to the study setup of Bogner et al. (2022), this study
utilizes four sets of hydrological data: raw forecast, preprocessed

forecast, reference simulation, and climatology simulation. A
novelty of this study is the introduction of European WR data.
The concept is to postprocess raw forecast and preprocessed
forecasts with the additional information provided by the WR
data via anMLmodel with the aim to better match the reference
simulation as in previous applications. Table 1 provides an over-
view of the characteristics of these datasets.

a. Simulated hydrological data

The hydrological data in Bogner et al. (2022) include outputs
from the PREVAH model for runoff and baseflow, but newly
added to this study are PREVAH outputs for snowmelt and
soil moisture. PREVAH is a distributed conceptual hydrological
model consisting of several modules accounting for processes in-
cluding evapotranspiration, interception, snowmelt and icemelt,
soil moisture storage, groundwater storage, and runoff genera-
tion (Viviroli et al. 2009). It has a distinct glacier module for firn
melt, icemelt, and snowmelt, which is an important component
of hydrological variability in Swiss Alpine areas (Klok et al.
2001). HRUs, short for “hydrological response units,” are unit
areas in a basin with similar (expected) hydrological behavior
(Viviroli et al. 2009). The model version used in this study has
the same setup as the one used in the previous study of Brunner
et al. (2019a), which is a gridded realization of the model for all
of Switzerland at 500 m 3 500 m grid resolution consisting of

FIG. 1. Map of the study area, Switzerland, with the names of different regions.

TABLE 1. Characteristics summary of the five datasets used in this study.

Data Type Spatial resolution Temporal resolution Lead time Ensemble member

Raw forecast Hydrological 500 m Daily 32 days 51
Preprocessed forecast Hydrological 500 m Daily 32 days 51
Reference simulation Hydrological 500 m Daily } 1
Climatology simulation Hydrological 500 m Daily } 1
WR forecast Atmospheric Continental 6-h 46 days 51
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300 catchments. No HRU aggregation is performed for the
gridded version. The required meteorological inputs include
fields of wind speed, 2-m temperature, 2-m humidity, sunshine
duration, precipitation, and solar radiation. All gridded meteo-
rological fields, forecasted and observed, are first stored at 2-km
resolution and then downscaled to 500-m grid resolution with
bilinear interpolation during simulation (Brunner et al. 2019a).
Temperatures are adjusted based on a lapse rate as first de-
scribed in Fundel et al. (2013). Eighty percent of the basins have
an area between 47 and 228 km2, with a median of 117 km2.
The biggest catchment is over 400 km2, while the smallest basins
are at the border of political Switzerland with an area of approx-
imately 10 km2.

All PREVAH forecasts are available at daily resolution
with a lead time of 32 days. The first four days of the forecasts
are discarded when aggregating data from daily time steps to
weekly, yielding four weekly values (e.g., the week-1 value is
the average of day 5–day 11, and the week-2 value is the aver-
age of day 12–day 18, etc.). The tercile values are then com-
puted based on the weekly values with respect to climatology
(described below). Values below the 33rd percentile of clima-
tology are categorized as “below normal.” Values between
the 33rd and 66th percentile are categorized as “normal.” Val-
ues above the 66th percentile are categorized as “above nor-
mal.” Figure S1 in the online supplemental material is an
example of the weekly tercile forecast for total runoff gener-
ated on 18 April 2019, with lead times up to 4 weeks. A more
detailed description of tercile analysis can be found in Bogner
et al. (2022).

The four sets of hydrological data are the following:

• Reference simulation: To generate this set of outputs, the
PREVAH model is forced with spatially interpolated observed
meteorological data from real-time measuring stations provided
by the Federal Office of Meteorology and Climatology of Swit-
zerland (MeteoSwiss). Information from about 300 stations is
used, of which 70 stations have all variables available. This ap-
proach assumes that the meteorological input is perfect, and
the hydrological model error remains the same over time for
different initializations so that the forecasts can be compared
with the reference simulation to evaluate forecast performance.
The advantage of comparing the forecasts with the reference
simulations is that the effect of errors from the hydrological
model, measurement, and parameter estimation can be ne-
glected. The data period is fromMarch 2012 to May 2022.

• Climatology simulation: This is the long-term historical aver-
age (from 1981 to 2010) of PREVAH outputs forced with
spatially interpolated observed meteorological data from
real-time measuring stations. It is used to set the thresholds
of the tercile classes, which are the 33rd and 66th percentile
marks. The data period is from January 1981 to December
2010.

• Raw forecast: This is the PREVAH forecast forced with raw
meteorological forecasts as input with no preprocessing applied.
The raw meteorological inputs provided by MeteoSwiss are
available in an ensemble of 51 members, based on the 51 mem-
bers of the European Centre for Medium-Range Weather Fore-
casts (ECMWF) extended-range forecast (Vitart et al. 2019),

which result in an ensemble of 51 members for the raw fore-
cast. For each forecast run, the initial condition is obtained
from the reference simulation forced with observation data
as outlined above. The data period is from March 2012 to
May 2022.

• Preprocessed forecast: This set of preprocessed hydrological
forecasts uses the preprocessed meteorological forecasts as
model input. The preprocessed inputs undergo a quantile
mapping bias correction process, and they are provided by
MeteoSwiss. Quantile mapping is a statistical bias correction
method that matches the distribution of the entire forecast data
to the distribution of the observational data. To perform pre-
processing of the meteorological input, the meteorological re-
forecasts have been used to estimate the correction factor that
is applied to the operational forecast. Thus, the reforecasts
themselves are not preprocessed. The setup of this preprocess-
ing technique is described in Monhart et al. (2018, 2019). Out
of all the required meteorological inputs, only mean daily
temperature and precipitation are preprocessed, while other
inputs such as relative humidity, global radiation, wind speed,
and sunshine duration do not undergo bias correction. Initial
conditions are obtained in the same way as for the raw fore-
cast. The deployed preprocessing technique came into opera-
tion in 2018, and the preprocessed meteorological reforecasts
are not available prior to 2018 due to lack of resources to
generate such data for all of Switzerland. Thus, this dataset in
the end limits the available data for this study. The prepro-
cessed forecast is included in this study to compare the effect
of postprocessing using WR data with the effect of prepro-
cessing, aiming for a more comprehensive and unbiased anal-
ysis of the added value of the WR data. This set of forecasts
also consists of 51 ensemble members. The data period is
from March 2018 to May 2022.

The common period of these four sets of data is March 2018–
May 2022. Raw forecast data prior to March 2018 are evaluated
and presented in Bogner et al. (2022). Both raw and preprocessed
PREVAH forecasts are currently operational, thus representa-
tive of the real-time potential of the hydrometeorological pro-
cess in the catchments. The forecast frequency of PREVAH
follows the forecast frequency of the meteorological forecasts at
ECMWF. During the data period, the Integrated Forecast Sys-
tem (IFS) of ECMWF underwent several cycle updates from cy-
cle 38r2 to cycle 47r3, which may cause inconsistencies in the
forecast skill. Information on the IFS updates can be found at
https://www.ecmwf.int/en/forecasts/documentation-and-support/
changes-ecmwf-model. Given that this study aims to evaluate
the relative improvement of the deployed postprocessing techni-
ques, the effects due to the IFS updates are assumed to be can-
celed out and not further investigated in this study. The raw
tercile forecasts are published on drought.ch, an open platform
that provides information on current and potential drought in
Switzerland (Zappa et al. 2014).

b. Weather regime data

To investigate the link between large-scale WRs and local
hydrological events and determine the benefits of using WRs
to postprocess hydrological data, we use the year-round
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definition of seven Atlantic–European WRs, as established by
Grams et al. (2017), to identify WRs in both ECMWF opera-
tional extended-range forecasts and operational analyses, follow-
ing the forecast setup outlined in Grams et al. (2020) and Büeler
et al. (2021). For each ensemble member and each 6-h lead time
(or the operational analysis), we compute seven “weather regime
indices” (IWRs), which are the normalized projection of the 10-
day low-pass-filtered normalized Z500 anomalies into the respec-
tive regime pattern. Based on the IWRs, a WR life cycle (LC) is
derived, which allows us to attribute each time step to a specific
regime and identify days that do not exhibit regime behavior (no
regime days). The technical steps in computing IWR and LC at-
tribution are as in Büeler et al. (2021). In contrast to Büeler et al.
(2021), here we use an updated version of the regime definition:
we use ERA5 reanalysis data covering 1979–2019 and compute
10-day low-pass-filtered Z500 anomalies with respect to an
ERA5 1979–2019 calendar day climatology instead of using
ERA-Interim 1979–2018 and 5-day low-pass-filtered data used by
Büeler et al. (2021). Same as in Büeler et al. (2021), we apply a
bias correction for the Z500 anomalies to account for systematic
lead-time-dependent biases. The WR forecast data are available
for initializations each Monday and Thursday from January 2018
to May 2022 with 46-day lead times.

For illustrative purposes, we show the time series of IWR for
the years 2018–22 of our common data period in Fig. S2. Active
LCs are indicated in bold and}by definition}exhibit an IWR
greater than 1.0 for at least 5 days. The color code in the bottom
row in each panel of Fig. S2 indicates regimes that exhibit an ac-
tive LC and the maximum IWR of all IWRs. This criterion is used
for a unique LC attribution of each time step. In addition, we
showmean temperature and precipitation anomalies in the hydro-
logical catchments of Switzerland during WRs (based on the LC

attribution) between 1981 and 2022 in Figs. 2 and 3. The daily
mean temperature (TabsD) and daily precipitation (RhiresD)
data used in Figs. 2 and 3 are the interpolated values that are
measured at the operational station network SwissMetNet of
MeteoSwiss, and they are part of theMeteoSwiss Grid-Data Prod-
ucts (MeteoSwiss 2021a,b). Note that the LC attributions are only
used in Figs. 2 and 3 for illustrating the surface weather impact of
regimes, and not in the postprocessing phase. On average, the
cyclonic regimes Atlantic Trough (AT) and Zonal Regime (ZO)
exhibit warmer-than-usual conditions, and the anticyclonic re-
gimes Atlantic Ridge (AR) and, to a lesser extent, Greenland
Blocking (GL) cooler-than-usual conditions across Switzerland.
Scandinavian Blocking (ScBL) exhibits a weak warm anomaly.
Scandinavian Trough (ScTr) and European Blocking (EuBL)
show contrasting temperature anomalies depending on the re-
gion considered (Jura Mountains, Swiss Plateau, Alps, or South-
ern Alps). Note that there are important seasonal differences
(Fig. S3), in particular for the anticyclonic regimes (AR, EuBL,
ScBL, GL) and ScTr. For instance, ScBL exhibits on average a
negative temperature anomaly across Switzerland in winter and
spring, but a warm anomaly in summer and autumn. WRs also
modulate daily precipitation (Fig. 3) with some seasonal variabil-
ity (Fig. S4). On average, AT, ScTr, and GL exhibit more than
usual precipitation in most regions, whereas during ZO, AR,
EuBL, and ScBL, negative precipitation anomalies occur (Fig. 3;
except southern Switzerland for ScBL). Days that are not attrib-
uted to a regime (No regime days) exhibit only negligible anoma-
lies. The different patterns suggest a link between the European
WRs and local Swiss weather, which indicates that the inclusion of
WR data in the postprocessing step of the hydrological model can
potentially further help to improve the forecast skill.

Altantic Trough (AT) − 9.5% Zonal Regime (ZO) − 9.9% Scandinavian Trough (ScTr) − 10.5% Atlantic Ridge (AR) − 9.6%

European Blocking (EuBL) − 10.3% Scandinavian Blocking (ScBL) − 11.2% Greenland Blocking (GL) − 9.9% No Regime (NO) − 29.2%

Daily Mean Temperature Anomaly [°C]

−3 −1.5 0 1.5 3

FIG. 2. Mean temperature anomalies associated with each of the seven weather regimes plus the no-regime regime in Swiss hydrological
catchments from 1981 to May 2022. Anomalies computed with respect to climatology between the years 1981 and 2010, which is the same
climatology period used for the tercile calculation of PREVAH forecasts. Daily mean temperature data (TabsD) used in this analysis are
part of the MeteoSwiss Grid-Data Products (MeteoSwiss 2021a).
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c. Data preparation

To evaluate and compare the effect of the different pre- and
postprocessing methods, only the mutual period covered by all
datasets is considered for this study, which covers the period
from 18 March 2018 to 22 May 2022, providing 391 separate
forecasts. The daily hydrological outputs are first aggregated to
weekly values, resulting in a total of four weekly values for the
monthly forecast period. The weekly values are then converted
to classes of “low,” “medium,” or “high” according to the class
thresholds set by the climatology means of the same week for
each variable. This procedure of tercile computation is ap-
plied to the raw forecasts, the preprocessed forecasts, and
the reference simulations. For the two sets of forecasts (raw
and preprocessed), each class is reported as a probability
value, the percentage of ensemble members in that class out
of 51 members. In contrast, the reference simulations are
reported without a probability value as the reference simu-
lations are forced with observational data (only one mem-
ber). The reference simulations are considered a proxy for
the true hydrological condition.

Similarly, for each IWR, the weekly ensemble mean of the
51 ensemble members is computed, resulting in seven weekly
index values, one for each of the seven WR types (excluding
the no-regime type). The PREVAH data are then matched
with the WR data by forecast initialization dates, resulting in a
combined dataset with coherent forecast initialization dates
between the hydrological and WR data. Finally, we randomize
the combined dataset and then split the data by 75% and 25%
for training and testing purposes, respectively. Within the 98
initializations of the testing data, the number of reference sim-
ulations in each tercile has a median ranging from 26 to 41
across all catchments.

3. Study setup

The postprocessing method is described in detail in this sec-
tion as it is the main focus of this study, whereas details on the
computation of the preprocessed meteorological data can be
found in Monhart et al. (2018) and details on the WR indices
can be found in Osman et al. (2023) and Büeler et al. (2021).
For the hydrological model (PREVAH) setup, refer to
Viviroli et al. (2009) and Brunner et al. (2019a).

Figure 4 provides an overview of the different variables and
processing techniques (hereby referred to as “cases”) investigated
in this study. The four hydrological variables are total runoff (Q),
baseflow (BF), soil moisture (SM), and snowmelt (SMELT). We
analyze six different cases (A–F) with different combinations of
processing techniques. All cases first undergo a tercile aggrega-
tion to convert forecast values into tercile classes as described in
section 2. Then, preprocessing is applied to cases B, D, and F,
and postprocessing is applied to cases C–F, within which the two
cases E and F include the IWRs.

a. Postprocessing

In a similar setup to Bogner et al. (2022), both raw and pre-
processed tercile forecasts are postprocessed to correct the error
between forecast and reference simulation by utilizing an ML
algorithm. Different from the previous study, we carry out post-
processing either without or with the additional WR data. For
an ML algorithm, the inputs used to make predictions are called
“features,” and the outcomes are called “labels.” We use a total
of four different types of postprocessing techniques depending on
the input features (see Table 4): case C, postprocessing raw fore-
casts; case D, postprocessing preprocessed forecasts (Pre1 Post);
case E, postprocessing raw forecasts with WR data (Post3 WR);
and case F, postprocessing preprocessed forecasts with WR data

Altantic Trough (AT) − 9.5% Zonal Regime (ZO) − 9.9% Scandinavian Trough (ScTr) − 10.5% Atlantic Ridge (AR) − 9.6%

European Blocking (EuBL) − 10.3% Scandinavian Blocking (ScBL) − 11.2% Greenland Blocking (GL) − 9.9% No Regime (NO) − 29.2%

Daily Precipitation Anomaly [mm]

−4 −2 0 2 4

FIG. 3. As in Fig. 2, but for precipitation anomalies. Daily mean precipitation data (RhiresD) used in this analysis are part of the MeteoSwiss
Grid-Data Products (MeteoSwiss 2021b).
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(Pre 1 Post 3 WR). In the cases without WR data (C and D),
there is only one feature, which is the tercile forecast, whereas in
the case with WR data (E and F), there are eight features}one
tercile forecast plus seven IWRs. In all cases, the label is always
the reference simulation, meaning the models are trained to
match the reference simulation and afterward tested and eval-
uated with respect to the reference simulation. This type of
machine learning is classified as supervised learning.

Five ML algorithms are considered based on similar applica-
tions (Bogner et al. 2019): random forest (RF), support vector
machine (SVM), neural network (NN), Gaussian process (GP),
and gradient boosting machine (GBM). We carry out a screen-
ing phase to select the “best” algorithm among the five consid-
ered algorithms. GP is selected based on the overall accuracy
results (see Tables S1 and S2) and the finding of the previous
study of Bogner et al. (2022).

The basic principle of GP is to derive a mean function by fit-
ting the training data through the random functions retrieved
from the distribution of all possible functions (Knagg 2019).
The hyperparameter (i.e., the parameter the user can calibrate
in an ML model) we specify in this study is the sigma (s) value
associated with the kernel, and it is used to define the shape of
the function. A radial basis function (RBF) kernel is chosen. A
more detailed explanation of the GP algorithm is provided in
the supplemental material and in the work of Bogner et al.
(2022).

The models then undergo hyperparameter tuning and train-
ing. One model per catchment per lead time is set up for each
case, which yields a total of 1228 models per variable per case.
To tune the hyperparameter s, user-defined manual grids are
specified, and the tuning process is performed with a fivefold
cross-validation process repeated three times. To reduce the
computational time and to prevent the model from reaching a

local minimum, instead of specifying a grid with a wide range
at small intervals, the tuning process is carried out in three
steps:

• Step 1: 75 catchments are randomly selected to determine
the ranges of the hyperparameters.

• Step 2: Within the ranges determined in step 1, models are
tuned with a grid at a coarse interval of 0.1.

• Step 3: Each model is further tuned with a finer grid at 0.02
interval for a range of 60.1 around the best hyperpara-
meters from step 2.

The optimal parameters are selected by maximizing the model
overall accuracy, which is the average agreement rate between
the prediction and the reference value over the cross-validation
iterations (Kuhn 2021). The average training time for both step 2
and step 3 is 8 h CPU time for all catchments combined per vari-
able. AddingWR indices only slightly prolongs the training time,
and there is no significant difference in training time among the
variables. Once all models are trained, they are tested with the
testing data. In the testing phase, the reference simulations are
not provided to the trained model. Instead, the ML models per-
form predictions with the input features and are evaluated
against the reference simulations.

b. Verification measures

Different verification measures are considered to analyze
the impact of different processing techniques on forecast pre-
dictability. As the study focuses on tercile forecasts, only cate-
gorical measures should be applied. The first measure we choose
is the overall accuracy, which is the proportion of the correct
predictions in all classes out of the total number of predictions
(Kolachian and Saghafian 2021). It can be expressed by Eq. (1),
where N is the total number of predictions and Xi is the

FIG. 4. Overview of the six processing cases (A–F) considered in this study. All four variables
of total runoff, baseflow, soil moisture, and snowmelt undergo the same processes. The color
code for the variables will be followed throughout this study.
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number of correct predictions in each tercile i. For example,
if a classifier makes 10 predictions, 9 of which are correct,
the overall accuracy is 0.9 or 90%. An overall accuracy of
1 denotes a perfect forecast, and a value of 0 indicates no
predictive skill. Note that verification is performed against
the reference simulations forced with interpolated observa-
tional meteorological information instead of point hydrolog-
ical observations as they are not available at the resolution
for the 300 catchments used in this study that cover the en-
tire Switzerland. This approach allows us to study catch-
ments with sizes relevant for regional planning purposes in
Switzerland. Case A (raw forecast without pre- or postpro-
cessing) is considered the “base case” and the overall accu-
racy differences are computed with respect to case A to
assess the impact of different cases: a positive difference in-
dicates an improvement, and a negative difference indicates
a reduction in overall accuracy:

overall accuracy 5

∑
3

1
Xi

N
: (1)

The ranked probability score (RPS) is chosen as the second ver-
ification measure as it is the most commonly used metric for
multicategorical forecasts, e.g., terciles. RPS measures the differ-
ence between the distribution of forecasts and the distribution
of observations (the reference simulation in this case) over the
three classes, capturing the balance or imbalance of predictive
power among the classes (Weigel et al. 2007). It is a combined
measure of a forecasting system’s accuracy, liability, sharpness,
and resolution. The ranked probability skill score (RPSS) is the
corresponding skill score that determines the improvement of
the forecast with respect to climatology. By definition, climatol-
ogy has an equal distribution of 0.33 in each class. The RPSS
ranges between 1 and2‘ with a positive value indicating an im-
provement compared to climatology.

4. Results

This section focuses on the results from total runoff, with a
summary of other variables. For figures of baseflow, soil mois-
ture, and snowmelt, refer to the supplemental document.

a. Base case: Raw forecast

Before assessing the impact of different processing techni-
ques and the added value of WR data, it is important to un-
derstand of the hydrological model’s predictability without
pre- or postprocessing. Figures 5 and 6 demonstrate the mag-
nitude and spatial variability of the overall accuracy and
RPSS of the raw forecast for total runoff. The forecast skill
varies greatly in space and decreases with lead time. In gen-
eral, the two measures agree with each other, with higher
forecast skill observed in the Jura Mountains, the Swiss Pla-
teau, and the Southern Alps. The Alps display poor predict-
ability starting in week 1 and throughout the forecast
horizon. The low forecast skill (e.g., negative RPSS) is a re-
sult of the more complex runoff generation mechanism in
these areas with higher ice/glacier coverage.

b. Forecast skill improvements

Figures 7 and 8 demonstrate the overall accuracy and RPSS
achieved by the six cases for total runoff in all catchments and
from week-1 to week-4 lead times. The two verification meas-
ures show a similar pattern, with overall accuracy displaying a
larger variability. The median value indicates that the accuracy
is above this value for half the catchments assessed in this study,
and the variability reflects the consistency of skill in space. In
week 1, cases B (preprocessing only) and D (pre- and postpro-
cessing) show the highest improvement scoring the highest me-
dian value of overall accuracy and RPSS over all catchments,
while other methods struggle to achieve a median value of skill
that is higher than the raw forecast. However, the variability of
skill in space has been reduced, especially for the RPSS for all
cases. Moving to week 2, the differences in performance among
the five processing cases start to level off. Case B (preprocessing
only) still shows better performance with the highest median of
overall accuracy and RPSS, but the RPSS variability is signifi-
cantly lower in all cases with ML postprocessing (C–F). From
week 3, the benefit of including WRs starts to surface with case
F (pre- and postprocessing with WR) scoring the highest me-
dian in both measures, and in week 4, both cases with WRs,
cases E (postprocessing with WR) and F (pre- and postprocess-
ing with WR), outperform the other cases with higher median
skill and reduced or similar variability. The RPSS results clearly
indicate that using an ML postprocessing technique can better
improve the skill consistency in space compared to the stand-
alone preprocessing technique. This result suggests that the bias
correction of meteorological inputs has a higher dependency on
the geographical location of the catchment, which is likely
linked to the station density in the region where observation
data are used for quantile mapping. One possible reason for the
higher skill consistency in space produced by the postprocessing
cases is that each catchment is trained individually with its own
set of parameters to maximize error correction.

The results from Figs. 7 and 8 are mapped in Figs. 9 and 10 in
the form of overall accuracy and RPSS difference between each
case and the raw forecast (A, base case) to show the spatial vari-
ability of the degree of absolute improvement. Each row is asso-
ciated with one case, and every column is associated with one
week of lead time. The stronger the opacity, the larger the dif-
ference is in either spectrum of forecast skill improvement or
reduction. The main observations are summarized as follows:

• Among all cases and lead times, the most significant improve-
ments are observed in several catchments in the Alps, whereas
the Southern Alps show only small improvements. In regions
north of the Alps, improvements are achieved with an increas-
ing number of catchments with increasing lead time.

• Case D (pre- and postprocessing) is expected to exhibit re-
sults that combine the ones of case B (preprocessing only)
and case C (postprocess without WR); however, this is not
observed in all catchments in the Jura and Plateau regions in
weeks 2 and 3, where the effect of preprocessing disappears
when combined with postprocessing in some catchments.

• Case E (postprocessing with WR) and case F (pre- and post-
processing with WR) exhibit very similar spatial patterns. In
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week 1, these two cases exhibit reduced forecast skill in catch-
ments in the Jura and Plateau regions. However, compared to
the cases without WR data, cases E and F can improve more
catchments in week 4.

The proportions of catchments with an improved forecast
skill (a positive overall accuracy/RPSS difference) for the five
processing cases (B–F) are summarized in Table 2. The number
of improved catchments increases with lead time for all cases

FIG. 6. As in Fig. 5, but for RPSS. An RPSS of 1 denotes a perfect skill while a negative RPSS indicates that the model performance is poorer
than climatology.

FIG. 5. Overall accuracy of base case (A), that is, the raw forecast with no pre- or postprocessing technique applied. Map view on the
left demonstrates the spatial distribution, and the boxplot on the right displays the magnitude variability across catchments. Accuracy
ranges from 0 to 1, with 1 denoting a perfect value. Variable: total runoff.
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except for cases B (preprocessing only) and D (pre- and postpro-
cessing) when evaluating overall accuracy. For the two cases, E
(postprocessing with WR) and case F (pre- and postprocessing
with WR), where WRs are included, the proportion of im-
proved catchments follows a similar trend (with a marginal
difference in weeks 3 and 4), most likely driven by the WR
data. Provided adding WR data does not always increase
the number of improved catchments (e.g., comparing case D
with case F in weeks 1 and 2 based on overall accuracy), it

indicates that the improvement is not achieved by simply
adding any additional piece of information, but the relevant
information within the WR at the right time scale.

c. Best practice

Our results agree with the findings in Bogner et al. (2022)
that different processing techniques exhibit varying perform-
ances depending on the catchment and lead time. To optimize
predictability across all catchments, we implement a multimodel
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FIG. 7. Overall accuracy of all cases investigated. Outliers are not shown here. Variable:
total runoff.
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FIG. 8. As in Fig. 7, but for RPSS.
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FIG. 9. Maps of overall accuracy differences of all processing cases (B–F) with respect to the raw forecast (A, base case), display-
ing the spatial distribution of forecast improvement achieved in four lead time weeks. Most improvements are observed in the
Alpine region. Refer to Fig. 4 for information on the different cases. Variable: total runoff.
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FIG. 10. As in Fig. 9, but for RPSS.
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ensemble approach to identify the optimal processing tech-
nique (“best practice”) for each catchment, based on the
technique that produces the highest skill score. This ap-
proach enables us to capitalize on the strengths of different
processing techniques. As the RPSS is a more commonly
used metric in the field of hydrology than overall accuracy,
we choose the RPSS as the skill score to determine the best
practices. Figure 11 maps out the best practices for total
runoff. The proportions of catchments where each tech-
nique is deemed to be the best practice are summarized in
Table 3. The map demonstrates that the choice of best prac-
tice changes with lead time in most catchments for the skill
score considered, as expected. However, some catchments
perform best with the same processing techniques (mostly
preprocessing in the Plateau region) throughout the one-
month time horizon. It is also worth noting that some catch-
ments (about 3% of the catchments for total runoff) do not
respond to any form of processing and the raw forecast re-
mains the best option for all lead times, reflecting the skill
of the raw forecast. By week 4, the two methods with WR
data are deemed the best practice for most catchments, with
a combined proportion of 62% based on the RPSS.

d. Additional hydrological variables

The main findings are listed here for the additional hydro-
logical variables}baseflow, soil moisture, and snowmelt.
Note that soil moisture and snowmelt results are based on
the selected periods of March–October and February–June,
respectively, where most fluctuations take place for these two
variables making the selected periods most relevant for deci-
sion-makers. As it is relatively less challenging to predict soil
moisture and snowmelt outside of these two time windows,
the model performance would appear more skillful if year-
round results were presented, which can be misleading and
make it difficult to see the true effects of the different proc-
essing techniques. Furthermore, note that there are regions
in Switzerland where snowmelt is not a key factor for water
resources management.

1) BASEFLOW

Refer to Figs. S5–S11 and Table S4.

• In week 1, fewer catchments are improved by postprocess-
ing for baseflow than for any other variables.

• In weeks 1–2, cases B (preprocessing only) and D (pre- and
postprocessing) have the best performance when evaluating
overall accuracy.

• In weeks 1–3, case B (preprocessing only) outperforms the
other methods when evaluating the RPSS.

• Comparing cases E and F with cases C and D, respectively,
the inclusion of WR data can have a negative effect in weeks
1 and 2, but by week 4, the two cases with WR (E and F) out-
perform the other cases.

2) SOIL MOISTURE

Refer to Figs. S12–S18 and Table S5.

• Case B (preprocessing only) is outperformed by other
cases in weeks 2–4 with the other four cases having simi-
lar performance.

• There is no clear advantage of including WR data.
• Spatially, most improvements are located in the western
and northern parts of Switzerland based on overall accu-
racy, which are regions where most of the croplands are
located, bringing added value to the agriculture sector.
However, according to the RPSS results, improvements
are more evenly distributed in the study area starting in
week 2.

3) SNOWMELT

Refer to Figs. S19–S25 and Table S6.

• Case B (preprocessing only) outperforms the other proc-
essing methods based on the median values, but it produ-
ces larger spatial variability than other methods (based on
RPSS).

• Case C (postprocessing without WR) has the poorest per-
formance compared to the other processing methods.

• The benefit of adding WR to the ML model is not obvious
for snowmelt.

The outcomes of the best practices of all variables in terms
of RPSS are shown in Fig. 12, together with those of the raw
forecast (base case), to demonstrate the positive effects when
the preferred pre- and postprocessing techniques are applied
to each catchment. The associated medians are summarized
in Table 4. As expected, the degree of improvement varies
by variable. The predictability of soil moisture has the high-
est improvement potential. Total runoff and baseflow main-
tain approximately the same level of improvement across all

TABLE 2. Proportion of catchments where the forecast performance can be improved by each of the proposed processing
techniques based on overall accuracy and RPSS. Bold values correspond to the highest proportion for each lead time week (per
column). Variable: total runoff.

Overall accuracy RPSS

WK1 WK2 WK3 WK4 WK1 WK2 WK3 WK4

B, Pre 67% 62% 65% 57% 65% 65% 72% 72%
C, Post 17% 26% 48% 61% 48% 52% 68% 80%
D, Pre 1 Post 66% 59% 66% 63% 52% 52% 69% 79%
E, Post 3 WR 29% 40% 64% 76% 41% 57% 77% 84%
F, Pre 1 PostxWR 41% 47% 68% 78% 43% 52% 77% 85%

CHANG E T A L . 1609OCTOBER 2023

Brought to you by KARLSRUHE INSTITUTE F. TECHNOL. | Unauthenticated | Downloaded 11/08/23 03:37 PM UTC



lead times, while snowmelt has a decreasing degree of im-
provement with lead time between weeks 1 and 3. The differ-
ence in response could be related to the variables’ response
time to changes in the system or their memory mechanism,
which will be discussed in the next section.

5. Discussion

a. Total runoff

Total runoff is an important hydrological variable for hydro-
power production and hazard control applications. For this

variable, case B (preprocessing only) shows promising re-
sults from weeks 1–3, whereas in week 4, postprocessing
with WR information (cases E and F) shows the most im-
provement. This observation is an indicator that in early
lead time, the meteorological inputs can be significantly
improved by quantile mapping, which results in high hydro-
logical forecast (PREVAH) skill, and leaves little room
for improvement with postprocessing techniques. However,
after week 3, the ability of preprocessing to improve the me-
teorological input quality starts to reduce, and postprocess-
ing with additional WR information is needed. This result
suggests that the physical consistency using meteorological
models plays a crucial role at early lead times. At longer
lead times, the WR approach can contribute to increased
predictability through a statistical representation of the
weather systems.

Spatially, the Jura and the Swiss Plateau regions have higher
overall accuracy than other areas in the base case (raw forecast),
which is mostly related to their lower elevations and flatter
slopes. This high overall accuracy can be a reason that overall
accuracy improvement is achieved in fewer catchments in north-
ern Switzerland than in the rest of the country, especially in the
first two weeks of lead time (see Figs. 9 and 10). In contrast, catch-
ments with higher ice/glacier coverage tend to have lower
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FIG. 11. Maps of best practices, which are determined by the processing techniques with the highest RPSS among
all cases (cases A–F) for each catchment. Refer to Table 3 for the proportion of catchments where each case is
deemed as the best practice. Variable: total runoff.

TABLE 3. Proportion of catchments where each case is deemed
to be the best practice based on the highest RPSS values among
the six cases. Bold values correspond to the highest proportion for
each lead time week (per column).

WK1 WK2 WK3 WK4

A, No process 29% 23% 11% 9%
B, Pre 45% 40% 31% 20%
C, Post 5% 7% 7% 4%
D, Pre 1 Post 15% 6% 5% 5%
E, Post 3 WR 2% 10% 18% 25%
F, Pre 1 Post 3 WR 5% 14% 29% 37%
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predictability in the base case, and these catchments are most re-
sponsive to pre- and postprocessing techniques. This confirms the
findings of Monhart et al. (2019) on the high value of preprocess-
ing of air temperature (and precipitation) in the seasons where
cryosphere processes govern the accumulation and ablation of
snow resources in Alpine areas. When plotting model perfor-
mance improvement against catchment elevation and slope, a
cluster is observed with a high degree of improvement in high ele-
vation catchments with steep slopes for the two cases involving
WR data for longer lead times. The increasing effect of WR data
with lead time can be explained from two angles. First, in the
first two weeks of lead time, preprocessing and postprocessing
(without WR) are sufficient to improve overall accuracy in those
catchments, but in week 3 and beyond, additional information
that is not captured in the hydrological outputs is needed to
accommodate the lower overall accuracy and higher variability,

which the WR data can provide. The second explanation is con-
nected to the characteristic of WRs being “quasi-stationary, recur-
rent and persistent” (Osman et al. 2023), such that the WR data
provide an opportunity for extended-range forecasts; there-
fore, their effect is more obvious at longer lead times. To sup-
port this theory, total runoff was directly predicted using WR
indices only without PREVAH forecasts (see Figs. S26–S29),
and the skill of weeks 2–4 is slightly higher than for week 1. In
contrast to the deteriorating skill of the raw forecast with lead
time, the WR-only prediction has a similar skill throughout
the 4-week lead time. The same observation can also be made
for the other hydrological variables.

In the recent study of Monhart et al. (2019), the benefits of
the numerical weather prediction (NWP) approach on the sub-
seasonal hydrometeorological ensemble predictions were inves-
tigated in small and medium-size mountainous catchments in

FIG. 12. RPSS results of all four variables when applying best practices compared with the ones of the base case
(raw forecast) with no processing applied. A summary of the median values and the degree of improvement is pro-
vided in Table 4.

TABLE 4. Summary of the RPSS medians of the raw forecasts and the ones when best practices are applied. The “Diff.” column
indicates the degree of improvement achieved by best practices. NP, no processing; BP, best practice.

Week 1 Week 2 Week 3 Week 4

Variable NP BP Diff. NP BP Diff. NP BP Diff. NP BP Diff.

Total runoff 0.37 0.49 10.12 0.18 0.29 0.11 0.02 0.17 10.13 20.08 0.11 10.19
Baseflow 0.67 0.77 10.10 0.41 0.57 10.16 0.17 0.37 10.20 20.03 0.23 10.26
Soil moisture 0.27 0.53 10.26 20.12 0.32 10.44 20.41 0.29 10.70 20.51 0.21 10.72
Snowmelt 0.42 0.66 10.24 0.37 0.52 10.15 0.35 0.47 10.12 0.28 0.48 10.20
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Switzerland. Streamflow forecasts were generated using differ-
ent preprocessing techniques. Like this study, the spatial vari-
ability of prediction skill is also observed. By preprocessing both
temperature and precipitation, positive skill characterized by
the continuous ranked probability skill score (CRPSS) could be
extended from 5 days lead time to 15 days in the Verzasca
catchment in southern Switzerland, and from 14 days lead time
to 28 days (with several days of zero skill in between) in the
Klöntal catchment in northeastern Switzerland. For the Thur
catchment, with a high skill of the raw forecasts, the skill im-
provement by preprocessing was negligible. The results indicate
that depending on the catchment, the effect of preprocessing
varies accordingly. This effect has been observed with the “best
practice” choice, where many catchments in the Swiss Plateau
perform best with case B (preprocess) throughout the forecast
horizon, but the best choice varies with time in other regions of
Switzerland. With increasing lead times, when the effect of pre-
processing diminishes, an approach like postprocessing with ad-
ditional WR information is more promising to improve the
forecast skill. This is also observed in terms of the “best
practice” choice in Fig. 11.

As the computation of total runoff depends on the amount
of precipitation, snowmelt in spring, and soil moisture storage,
among other factors, its accuracy depends on the accuracy of
other mentioned variables. Since the proposed postprocessing
techniques treat each variable separately after the full model
simulation is completed, there might be potential for further
accuracy improvement if each variable influencing total runoff
can be corrected at every time step prior to the computation
of total runoff or in a multivariate postprocessing procedure.
However, this approach would require a much more complex
model architecture.

b. Baseflow

Baseflow, also called slow runoff, is the portion of water
that percolates to the deeper part of the soil and contributes
to groundwater flow; therefore, it is a very slow process. It has
an impact on environmental flow for fish habitats and naviga-
tion in large rivers. Compared to total runoff and soil mois-
ture, the raw forecast of baseflow has a much higher RPSS,
which is mostly associated with the long memory mechanism,
such that it is less sensitive to errors embodied in the meteo-
rological forecast. On the other hand, the forecast skill of
baseflow raw forecast among all catchments varies more with
increasing lead time (the interquantile range gets larger with
time), which could be related to the different soil types
around the study area. When a best practice is applied to each
catchment, case B (preprocessing only) dominates the study
area up to week 3, and then the dominance switches to the
two cases with WR data in week 4. To understand the spatial
variability, it would be insightful to relate model performance
results with a soil type map.

WR data only show added value to improve the predictability
of baseflow in week 4, which can again be related to the long
memory of baseflow. The inclusion of WR information only
adds noise to the model at the early time horizon (before week
4); therefore, the additional WR information cannot have a

positive impact on the forecast skill. Perhaps a different
type of large-scale weather pattern could be explored. For
example, Rust et al. (2018, 2019) showed links between
groundwater level variance, a much slower process, and the
periodicity of the North Atlantic Oscillation and the east
Atlantic pattern.

c. Soil moisture

Soil moisture experiences the greatest degree of skill improve-
ment compared to other variables, and such improvement can
be beneficial for its application in agriculture. When evaluating
different techniques based on overall accuracy, case B (prepro-
cessing only) demonstrates little improvements in weeks 1–3,
and this could be linked to the finding of Orth and Seneviratne
(2013) that realistic initial conditions are more important for soil
moisture forecasts than accurate (meteorological) forcing fore-
cast. This finding explains why preprocessing the meteorological
input did not show great improvements. The predictability of soil
moisture can be analyzed from the aspect of soil moisture mem-
ory, given the strong relationship between the forecast skill and
memory demonstrated by Orth and Seneviratne (2013). Soil
moisture has a long memory during persisting dry periods, but
soil gets saturated and such memory is erased when precipitation
occurs, resulting in the direct runoff, and hence responding fast
to the precipitation signal. This mechanism leads to poor forecast
quality in the base case, with the overall accuracy reduced to be-
low 0.5 from week 3, and this low overall accuracy can be a rea-
son for the high degree of improvement.

Although the magnitude of overall accuracy can be im-
proved via a range of different techniques, the variability
can hardly be narrowed, which is expected to be because the
hydrological model already captures the spatial variability
of soil type, and no new information could be learned or
gained in the postprocessing procedure to narrow this vari-
ability. Another reason is that the WR data are at a conti-
nental scale and cannot cope with such high variability to
help the model gain useful information to improve the tercile
forecasts at the catchment scale.

From a drought perspective for agriculture application, soil
moisture can be grouped with baseflow and improve the pre-
dictability of both variables in a bivariate model (Brunner
et al. 2019b).

d. Snowmelt

Snowmelt is another variable worth investigating, given its
importance for tourism (e.g., ski resorts) and flood generation.
In different parts of the country, depending on altitude, aspect
of slopes, and the local climate, snowmelt takes place at a differ-
ent time, contributing to a large variability of model perfor-
mance among catchments. Case B (preprocessing only) has the
best performance, while the WR approach shows little added
value for improving the model predictability. This finding agrees
with the one in Jörg-Hess et al. (2015) on the importance of
improving temperature predictability for cryospheric processes.
It is worth noting that for snowmelt in this study, instead of
analyzing results from the entire period, only the spring and
summer seasons (February–June) when snowmelt occurs are
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analyzed. The small sample size imposes a challenge for drawing
conclusions on a seasonal basis.

e. Further findings

The responses of the four variables to the applied pre- and
postprocessing methods have been discussed above. In addi-
tion, other findings that are not variable specific are discussed
below.

Overall, the forecast skill of all cases decreases with lead
time, which is driven mainly by the reducing skill of the meteo-
rological inputs due to the chaotic nature of the system. When
one processing technique is applied to the entire study area, due
to the different catchment physical characteristics across space,
the models exhibit large spatial variability in their skill even
when pre- and/or postprocessing techniques are applied. By ap-
plying a best practice to each catchment, this spatial variability
of forecast skill can be largely reduced. However, the choice of
best practice (technique with the highest RPSS) can change
with lead time, particularly in the majority of the catchments for
total runoff and baseflow. Such choice can differ even among
catchments sharing similar physical characteristics (only eleva-
tion and slope are considered here) for the same lead time,
mainly during weeks 2 and 3, which is considered a transitioning
period from short term (e.g., week 1) to medium term (e.g.,
week 4). Contrarily, the best practice remains the same through-
out the forecast horizon in some areas, such as the flat lands in
the Plateau region where concentrated agriculture activities are
located, the high mountain areas where icemelt governs dis-
charge, and in subcatchments with large water bodies. Further
investigation on individual catchment level is required to under-
stand if there is a connection between lead time dependency of
the best practice (or the dominant effect of the pre- and post-
processing techniques) during this transitioning period and
properties such as streamflow signatures, geographical domains
and dominant runoff processes as suggested in the work of
Pechlivanidis et al. (2020). Note that the best practice is deter-
mined simply by choosing the case with the highest RPSS, even
when the RPSS values are very close, or the same in some cases.
In the scenario where two cases have the same RPSS value, the
less complex technique is chosen as the best practice (e.g., case
C would be chosen over D). This selection process could have
contributed to the patchy pattern in this transitioning period.
Although the RPSS medians of all variables in week 4 are below
0.5 (see Table 4) when best practices are applied, and the useful-
ness of the tercile forecast at such skill level needs to be deter-
mined by taking into consideration of factors such as economic
value, the degree of improvement has indicated the potential
for such a multimodel best practice approach. Baseflow and soil
moisture have the highest increase in RPSS median in week 4
(0.26 and 0.72, respectively), suggesting that such a best practice
approach is suitable for drought prediction in longer lead times,
which aligns with the finding of Fundel et al. (2013).

Results have shown some promising indication of the use of
the WR data, mostly in weeks 3 and 4, with the degree of ben-
efit varying across different variables. Several reasons might
have contributed to the limited effect of adding WR indices in
the postprocessing procedure:

1) The WR forecasts have their own skill, which also changes
over time.

2) In most of the existing studies, WRs or weather patterns
were identified specifically for the variable and region of
interest based on known dependence or linkage. Differ-
ently, the WR data used here are derived independently
of the purpose of this study.

3) The spatial variability of skill improvement can be due to
the large difference in spatial resolution between the hy-
drological output and WR data (500 m versus continental
scale). Furthermore, with the heterogeneous regions and
the effect of high mountains in the Swiss Alps, it is ex-
pected that the WR data cannot yield the same amplitude
and type of response in all catchments.

4) The inclusion of WR data helps the ML model consider the
variability in weather more than the local meteorological
data that is the input to the hydrological model. Therefore,
the improvement from WR data is the greatest when the in-
formation contained in the hydrological output becomes in-
sufficient for an ML algorithm to correlate the features to
labels.

5) As shown in Figs. S3 and S4, WRs are associated with sea-
sonality. However, no additional information is currently
provided to the ML model to indicate this seasonality.

f. Limitations

Limited data availability is the main challenge of this study.
With the current study setup, we are unable to extend the data
prior to 2018 for two reasons. First, the meteorological refore-
casts are not preprocessed on an operational basis byMeteoSwiss
at the scale of entire Switzerland for resource reason. Only the
forecasts themselves are preprocessed using the (raw) refore-
casts to estimate the correction factors. Preprocessed refore-
casts are thus so far only available for specific analyses and for
periods therein. For example, Monhart et al. (2019), Jörg-Hess
et al. (2015), Fundel et al. (2013), and Anghileri et al. (2019)
provide an extensive discussion about the value of reforecasts
in subseasonal runoff predictions in selected Swiss Alpine
catchments. Second, WR data are not available operationally
prior to 2018, and using operational data is an important as-
pect of this study. Without the preprocessed reforecast data,
we are unable to extend the training period and potentially
further improve postprocessing performance. Although mete-
orological reforecasts are indirectly included in this study in
the estimation of the preprocessing correction factor, by ex-
cluding the preprocessed reforecasts, it also prevents this study
from providing a more comprehensive assessment of the sub-
seasonal forecasting system as reforecast data are commonly
used to better understand the systematic errors. Given that us-
ing reforecast data is not possible for this study, limited by the
availability of the preprocessed forecasts, readers should keep
in mind that the assessment of the reforecast component is
missing for a full investigation of the hydrological forecast. With
a larger amount ofWR data (e.g., reforecast data), theMLmodels
could be trained to capture more connections between weather re-
gimes and local hydrological variability. Furthermore, since the
connection between the Swiss weather anomalies and the different
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European weather regimes is stronger in some seasons than
in others (e.g., AT exhibits a warm anomaly in winter that is
much stronger than the rest of the year, see Figs. S2 and S3),
the model performance might improve if the models are
trained separately by season. However, this approach would
further reduce the data size and potentially the model
performance.

Currently, we train one ML model per catchment per lead
time, which yields 1228 models for each variable for each
postprocessing case. The option of implementing regional
models should be explored as it will not only help reduce the
number of models to be trained, but it also has many potential
benefits. First, a regional model can be more robust as it ap-
plies the same or a similar number of parameters for a greater
area, reducing the chance and degree of overfitting or over-
parameterization. Second, a regional model might perform
better as it is trained with more data (lumped from multiple
catchments). As a result, it might be able to learn about the
catchment interaction, which cannot be learned at the catch-
ment level. Finally, such regionalization could be executed ac-
cording to different criteria, such as catchment physical
properties (e.g., elevation or slope), the performance of the
current catchment models, the best practice method, or the
link between weather regime and local weather.

Furthermore, there are limitations associated with the ML
algorithms that prevent the postprocessing from achieving a
better performance. In cases C (postprocessing without WR)
and D (pre- and postprocessing without WR), there are three
scenarios where a model cannot be trained. First, a model
cannot be trained when both the feature (forecast) and the la-
bel (reference simulation) only have one class (e.g., all fore-
casts and reference simulations have a tercile class of “low”).
Another scenario is when the forecast has more classes than
the reference (e.g., the forecast contains classes of “low” and
“medium,” but the reference simulation only has one class of
“medium”). A third scenario is mismatched classes (e.g., fore-
cast contains classes of “low” and “medium,” but reference
has classes of “medium” and “high”). In addition to missing
classes, there is also the scenario of imbalanced classes where
certain classes have more occurrences than the others, result-
ing in misclassification and low model performance (Sun et al.
2009).

While preprocessing specifically removes errors in the me-
teorological forcing, postprocessing with WRs aims to further
remove hydrological errors by linking errors in catchment
level hydrological forecasts with different WRs. Nevertheless,
the type of errors that are reduced or removed by the ML
model during postprocessing is not always clear, and such
approach might not produce physically plausible or explain-
able results, which is another limitation of this study (Slater
et al. 2023). However, the ML community has put a large
amount of effort and resource in improving the model inter-
pretability in recent years, and there are more advanced
algorithms tackling this issue. To assess the added value of
WRs, we have chosen a more conventional algorithm for
this study.

In terms of the computation of RPSS, Manrique-Suñén
et al. (2020) pointed out that the sample size can affect the

robustness of the skill score. As the testing dataset is limited
in this study, the skill score might be prone to noise. One
should keep in mind that the skill scores in this study are
meant for comparison purposes among the different process-
ing techniques, and they should be interpreted in relative val-
ues and not in absolute values.

6. Conclusions

This study examines the effectiveness of different pre- and
postprocessing techniques in enhancing the predictability of sub-
seasonal tercile forecasts for four hydrological variables, namely,
total runoff, baseflow, soil moisture, and snowmelt. Specifically,
we seek to assess the potential and added value of using
European weather regimes as a postprocessing method. We
observe predictability improvements for up to four weeks of
lead time, with preprocessing demonstrating the most signif-
icant improvement in week 1 for most variables. From week
2 onward, postprocessing becomes more noticeable, although
the degree of improvement varies with variables, catchments,
and lead time.

Our results indicate that the inclusion of WR data, specifi-
cally the European weather regimes, has a positive impact
on the forecast skill of hydrological variables in Switzerland.
However, this impact of WRs differs across hydrological
variables, catchments, and lead times. Generally, the benefit
of including WR data increases with lead time, and high ele-
vation catchments with steep slopes experience the most sig-
nificant improvements with the two postprocessing methods
involving WR data. For total runoff, there is a clear added
value of WR in weeks 3 and 4. For baseflow, the effect of
WR becomes obvious in week 4. For soil moisture and
snowmelt, some catchments still experience improvements
with WR, but overall, the added value of WR for these two
variables is considered insignificant. When comparing the
different variables, the WR approach can be identified as
the “best practice” in more catchments for total runoff and
baseflow than for soil moisture and snowmelt. This differ-
ence in response could be related to the strong seasonality
of soil moisture and snowmelt. Furthermore, the spatial
coverage associated with the snowmelt occurrence can help
explain the low impact of WRs on snowmelt. To further
understand the added value of WR information and how to
apply it effectively, the next step is to analyze which of the
seven WRs can improve the hydrological forecast skill the
most.

In conclusion, advanced from the previous study of Bogner
et al. (2022), this study shows the potential of incorporating
European weather regime data in an ML-aided hybrid model
to improve the skill of subseasonal tercile hydrological fore-
casts in Switzerland, especially in longer lead times, which has
important implications for water resources management
decision-makers. This finding lays a foundation for further in-
clusion of weather regime data in the forecasting of local
hydrological events, such as extending the lead time beyond
4 weeks given the added value of WR becomes obvious in
week 3 and above, extending the study area to the European
domain as some parts of Europe might experience stronger
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response to the weather regimes and produce more skillful
forecast, or applying such an approach directly to stream-
flow and lake level predictions. Furthermore, we implement
a multimodel ensemble approach by combining various
processing techniques to provide insights into the most
effective strategies for improving subseasonal hydrological
forecasting in Switzerland. Overall, our study offers insights
into the potential of including weather regimes in a hybrid
setup to enhance forecast accuracy and highlights the im-
portance of taking a holistic approach to hydrological fore-
casting, one that considers multiple variables and processing
techniques.

Acknowledgments. This study is supported by the Malefix
project, which is part of the WSL Program Extremes. Support
from the Swiss National Science Foundation through projects
PP00P2_170523 and PP00P2_198896 to A.C. and D.D. is grate-
fully acknowledged. A.C.’s contribution is also part of the Interreg
Alpine Space Programme project ADO (Alpine Space Observa-
tory; Grant ASP940), which in Switzerland has been financed via
agreements with the Federal Office for Spatial Development
ARE and the Cantons of Ticino and Thurgau. C.M.G.’s contribu-
tion was funded by the Helmholtz Association as part of the
Young Investigator Group “Sub-seasonal Predictability: Under-
standing the Role of Diabatic Outflow” (SPREADOUT, Grant
VH-NG-1243). ECMWF and Deutscher Wetterdienst are ac-
knowledged for granting access to computing facilities and opera-
tional ensemble forecast data. We thank Marisol Osman from the
LSDP group at KIT for providing the updated operational regime
forecasts.

Data availability statement. Meteorological data used in this
study are provided by MeteoSwiss in an operational mode.

REFERENCES

Anghileri, D., S. Monhart, C. Zhou, K. Bogner, A. Castelletti, P.
Burlando, and M. Zappa, 2019: The value of subseasonal hy-
drometeorological forecasts to hydropower operations: How
much does preprocessing matter? Water Resour. Res., 55,
10159–10 178, https://doi.org/10.1029/2019WR025280.

Arnal, L., H. L. Cloke, E. Stephens, F. Wetterhall, C. Prudhomme,
J. Neumann, B. Krzeminski, and F. Pappenberger, 2018: Skil-
ful seasonal forecasts of streamflow over Europe? Hydrol.
Earth Syst. Sci., 22, 2057–2072, https://doi.org/10.5194/hess-22-
2057-2018.

Bogner, K., K. Liechti, and M. Zappa, 2016: Post-processing of
stream flows in Switzerland with an emphasis on low flows
and floods. Water, 8, 115, https://doi.org/10.3390/w8040115.

}}, }}, L. Bernhard, S. Monhart, and M. Zappa, 2018: Skill
of hydrological extended range forecasts for water resources
management in Switzerland. Water Resour. Manage., 32, 969–
984, https://doi.org/10.1007/s11269-017-1849-5.

}}, F. Pappenberger, and M. Zappa, 2019: Machine learning
techniques for predicting the energy consumption/production
and its uncertainties driven by meteorological observations
and forecasts. Sustainability, 11, 3328, https://doi.org/10.3390/
su11123328.

}}, A. Y.-Y. Chang, L. Bernhard, M. Zappa, S. Monhart, and
C. Spirig, 2022: Tercile forecasts for extending the horizon of
skillful hydrological predictions. J. Hydrometeor., 23, 521–
539, https://doi.org/10.1175/JHM-D-21-0020.1.

Brunner, M. I., A. Björnsen Gurung, M. Zappa, H. Zekollari, D.
Farinotti, and M. Stähli, 2019a: Present and future water scar-
city in Switzerland: Potential for alleviation through reser-
voirs and lakes. Sci. Total Environ., 666, 1033–1047, https://
doi.org/10.1016/j.scitotenv.2019.02.169.

}}, K. Liechti, and M. Zappa, 2019b: Extremeness of recent
drought events in Switzerland: Dependence on variable and
return period choice. Nat. Hazards Earth Syst. Sci., 19, 2311–
2323, https://doi.org/10.5194/nhess-19-2311-2019.
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