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Abstract

In dilated fractures in the Earth’s crust fluid flow in combination with precipita-
tion or dissolution processes can occur, which in turn influences the mechanical
and transport properties of the rock system. We use a phase-field modeling
framework to investigate these processes of epitaxial crystal growth and disso-
lution on the fracture walls of crystalline rock systems on microscale. Fluid
flow simulations are performed and analyzed during intermediate crystalliza-
tion and dissolution stages and the obtained hydraulic properties of the partly
open fractures are compared to existing literature. The systematic simulation
studies show how the rock properties are affected by factors as mineral type
with different crystal morphologies, fracture type (inter- vs. transgranular),
aperture of the open fracture, and presence of accessory minerals. The results
indicate that within the considered parameter space the flow paths remain open
until late stages of fracture sealing. Moreover, the long-term permeability and
porosity evolution is strongly affected by fracture surface heterogeneities and
initial fracture apertures. The simulations enable insights into the evolution of
microstructural and fluid flow characteristics and can lay the basis for appli-
cations in fractured porous media as groundwater protection, geothermal and
hydrocarbon reservoir prediction, water recovery, or storing H2 or CO2 in the
subsurface.

Keywords: fluid flow, permeability evolution, fractured rock, crystallization,
dissolution

1. Introduction

The flow of fluids in open fractures is a fundamental process in rock systems
in the upper and middle crust. Fractures can form and widen during defor-
mation and induce fluid pathways. In these dilated fractures crystal growth
or dissolution processes can occur depending on the chemical conditions of the
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aqueous fluid (e.g., saturation state), which in turn affects the rock properties
of the subsurface system (e.g., strength, permeability). A deeper understanding
of the processes of fluid flow and how it is affected by crystallization or dissolu-
tion is of great importance to different fields of basic or applied geosciences, i.e.
injection and production of fluids from the subsurface, water production, pol-
lutant transport, wastewater storage, geothermal energy production, or storage
of hydrogen, heat, or carbon dioxide [1–9].

In the last decades an extensive amount of experimental and numerical studies
were presented discussing effects of various factors, which control the fluid flow
behavior and the resulting permeability in open fractures and fracture networks
at different length scales (centimeter to reservoir scale). For an overview of fluid
flow in fractured media and the advances and open issues we refer to review ar-
ticles of Berkowitz [10], Liu et al. [11] and Viswanathan et al. [12], whereas an
overview of coupled thermal, hydraulic, mechanical, and chemical (THMC) pro-
cesses and their effects on the corresponding subsurface environments is given
for example in Tsang [13], Rutqvist and Stephansson [14] and Laubach et al.
[15].

The fluid flow in the open fractures on a local level can be influenced by
different factors. Here, we distinguish between chemically active and inactive
fractures. In chemically inactive fractures the fluid is in (near) equilibrium and
the fracture surface does not change over time, whereas in chemically active frac-
tures an over- or undersaturated fluid causes precipitation or dissolution (Fig. 1).
In chemically inactive fractures the flow path of the fluid can be affected by the
fracture roughness (e.g., Hurst coefficient) or in case of complex stress states also
by a sheared widening of the two fracture surfaces, which can cause anisotropic
flow paths or the formation of fluid channels. In chemically active fractures the
evolving crystal structure and therefore the corresponding fluid pathways can
depend for example on the evolving crystal structures or on the presence of ac-
cessory minerals. Additionally, the fluid flow in chemically active and inactive
fractures can be affected by mechanical activity (e.g. renewed or continuous
opening due to thermal, chemical and/or mechanical stresses). For example,
when a fracture is chemically and mechanically active, multi-crack-sealing can
occur, which might result in radiator-fin crystal structures or isolated crystal
bridges [16–18], whereas in chemically inactive fractures a mechanical activity
can result in a continuous widening and/or shearing.
The analysis of natural partly filled fractures helps to improve the understand-
ing of how fractures and cement affecting overall permeability and fluid flow in
complex fracture systems. For example, different works shed light on how quartz
deposits reduce the open fracture connectivity in tapering fracture tips (due to
quartz accumulation) [19], or how fluid flow is affected in variably cemented
fracture networks where part of the flow is through porous host rock [20].
With laboratory experiments a better understanding of fluid flow processes in
chemically active and inactive fractures can be obtained. They enable the mea-
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surement of hydraulic conductivities of natural fractured rock [21] or a validation
to analytical flow models [22, 23]. Moreover, laboratory hydrothermal flow-
through experiments allow investigations on chemically active fractures where
characteristic properties change over time. These experiments can assist the
understanding of processes occurring in fractured rock during crystallization or
dissolution and were performed for various minerals which are present in the
Earth’s crust [24–32].

Fracture apertures can be used in analytical or empirical equations to esti-

b) chemically active
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Figure 1: Different characteristics of open fractures affecting fluid flow during crystal growth
and dissolution. a) In chemically inactive fractures the roughness (top) and opening trajectory
like shearing (bottom) and b) in chemically actives fractures precipitation or dissolution can
affect the fluid properties. In a) the difference between the vertical av and hydraulic aperture
ah is indicated.

mate the resulting permeability [22] in single fractures, whereas on larger length
scales (e.g., fracture networks) the length distribution and host porosity with
connectivity plays an important role on the resulting permeability (e.g., [33]). In
Fig. 1a the difference between the vertical/mechanical aperture av and the hy-
draulic/effective aperture ah is visualized. The vertical aperture is the distance
between the two fracture surfaces, whereas the hydraulic aperture corresponds
to the aperture in a (local) parallel plate equivalent case. It is mostly smaller
than vertical aperture and can be estimated for example with empirical laws
where characteristic features of the crack (e.g., roughness, fracture geometry)
are related with the vertical aperture. There are numerous works available how
the hydraulic aperture can be determined and we refer to Table 1 in Kling et al.
[34] for an overview of different estimations of ah and their space of validity.

In recent years, computational modeling of fluid flow in chemically active and
inactive open fractures has emerged as an alternative to laboratory experiments
since it helps to predict and quantify physical processes not easily obtainable
in experiments. An overview of different approaches of fluid flow modeling in
fractured rock is given in Berre et al. [35]. For example, fluid flow was investi-
gated in rough inert fractures on centimeter scale for low [36] and higher flow
velocities [37] or during the formation of fracture networks (e.g., Paluszny et al.
[38]). In chemically active fractures, numerical approaches can help to under-
stand the crystallization process and the development of fluid flow during the
precipitation. Early on, sharp interface front-tracking models were used to pre-
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dict the evolving microstructures in open fractures [39–42]. Moreover, cellular
automaton programs were applied for crystal growth processes in subsurface en-
vironments [17, 43] and provide valuable insight into the crystallization process
within their modeled 2D structures.
Additionally, different numerical techniques were applied to investigate dissolu-
tion processes on grain scale in a diverse range of minerals [44–46]. For exam-
ple, with approaches like the Monte Carlo Method [44], Level-Set Method [47],
Dynamic Mesh techniques [48], Discrete Element Method, or Bonded-Particle
Method [49] the influence of the chemical and mechanical properties of mi-
crostructures during mineral dissolution were analyzed.

Besides the previous mentioned approaches, the phase-field method also enables
the modeling of phase transition processes. Within this simulation technique
a mathematical model is used to describe interfaces (e.g., grain boundaries,
fluid-solid surface) in a diffuse manner and therefore avoids the necessity of
using remeshing or complex interface tracking algorithms. In material science
the phase-field method is widely used and applied to multi-physics applications
since it allows the incorporation of additional physical fields into the phase evo-
lution process (e.g. temperature, concentration, or mechanics [50–53]).
Besides material science, phase-field modeling has also been used in geoscience
applications on microscale such as precipitation or dissolution of minerals in
hydrothermal environments. The evolution of crystal structures during pre-
cipitation was investigated for example in reservoirs [54–56] and open frac-
tures [18, 57–63]. The effects on how crystals grow and interact with fluid
flow during precipitation in open cracks is explored in Kling et al. [34], Spruže-
niece et al. [60], Späth et al. [64]. In Kling et al. [34] the permeability evolution
in chemically active fractures is evaluated and a relationship for the prediction
of the hydraulic aperture is given. The obtained data is compared to literature
data, whereas the presented equation shows a good agreement over a large range
of fracture roughnesses.
Moreover, crystal dissolution of different minerals in undersaturated fluids has
been modeled for example in fractured rocks or reservoirs rocks [47, 65–68].

Even though previous works focused on the microstructural evolution in open
fractures or investigated fluid flow in static fractures, a detailed analysis of
chemically active fractures during precipitation and dissolution with different
minerals and crystal habits has not been presented so far. Here, we expand
on the previous modeling works of crystal evolution processes from Ankit et al.
[57], Wendler et al. [58], Prajapati et al. [59] and extend the works of Kling et al.
[34], Spruženiece et al. [60] to give further insight into the permeability evolu-
tion in a single chemically active fracture during precipitation and dissolution
on microscale.
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2. Methods

In this work we use the phase-field method for modeling the crystal evolu-
tion during precipitation and dissolution in single fractures on microscale. The
presented model is based on the work of Nestler et al. [69] and was used in pre-
vious works Spruženiece et al. [60, 61]. In this section the main model equations
are briefly reiterated and the simulation procedure with the used boundary con-
ditions is presented. For a detailed description of the model formulations for
crystal growth we refer to Prajapati et al. [56], Ankit et al. [57], Wendler et al.
[58], Spruženiece et al. [60] and for crystal dissolution to Prajapati et al. [67].

2.1. Multiphase-field model for crystal growth and dissolution
We consider a physical domain V , in which N scalar-valued order parameters

φα(xxx, t) are present. For the sake of a compact notation they are collected in
the phase-field tuple φ(xxx, t) = [φ1(xxx, t), . . . , φN (xxx, t)], whereas bold symbols
denote vector quantities or tuples and non-bold symbols refer to scalar-valued
quantities. The phase-field parameter φα(xxx, t) ∈ [0, 1] describes the presence
of a particular crystal or liquid phase at position x and time t. Within the
phase-field approach the interface between phases is characterized by a diffuse
interface region, where the order parameter φα continuously increases from 0
(not present) to 1 (bulk phase) (Fig. 2a). Also, the validity of the summation
constraint

∑N
α=1 φα = 1 is guaranteed at each computational grid point at

all times. The temporal evolution of the order parameters characterizes the
presence of the phases and therefore obviates the necessity of additional interface
tracking algorithms.

The evolution equation is based on a local minimization of the free energy

b) Quartz growth

c) Calcite shapes
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d) Facetted quartz dissolution
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Figure 2: Crystal growth and dissolution within the phase-field approach. a) 2D-cut of quartz
crystal with diffuse interface region, where the order parameter increases continuously from
0 to 1. b) Faceted crystal growth of a quartz grain starting from a sphere (e.g., Prajapati
et al. [56], Wendler et al. [58]). c) Crystal shapes of rhombohedral and scalenohedral calcite
(e.g., Spruženiece et al. [60, 61]). d) Temporal evolution of faceted crystal dissolution of a
quartz crystal (e.g., Prajapati et al. [67])).
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functional and is given by [70]

∂φα

∂t
= − 1

Nε

N∑
β=1
β 6=α

[
Mαβ(n̂)

(
δFintf

δφα
− δFintf

δφβ
−

8
√
φαφβ

π

(
δFbulk

δφβ
− δFbulk

δφα

))]
,

(1)

with the mobility Mαβ of the α-β interface. The free energy functional F(φ,∇φ)
is denoted with

F(φ,∇φ) =

∫
Ω

[
fbulk(φ) + εa(φ,∇φ) +

ω(φ)

ε

]
dV = Fbulk + Fintf , (2)

and comprises the terms of the bulk free energy density fbulk(φ), the potential
energy density w(φ)/ε, and the gradient energy density εa(φ,∇φ). The first
term corresponds to the chemical driving force, whereas the second and third
terms represent interfacial energy density contributions. Furthermore, ε denotes
a small length scale parameter related to the interface thickness. We utilize a
multi-obstacle potential energy density [69] and model the crystal growth and
dissolution with an anisotropic gradient energy density and kinetic mobility.
The gradient energy density

εa(φφφ,∇φφφ) = ε

N∑
α=1

N∑
β>α

γαβa
2
αβ(φφφ,∇φφφ)|qαβ |2, (3)

comprises the generalized gradient qαβ = φα∇φβ −φβ∇φα, in which γαβ is the
surface energy density of the α-β interface. The normalized interface normal
vector is given by n̂ = qαβ/|qαβ |. With the factor

aαβ(φφφ,∇φφφ) = max
1≤k≤nαβ

{n̂nn · ηk,αβ} , (4)

a crystalline anisotropy can be prescribed. The chosen crystal habit is described
with its Wulff shape with a total number of nαβ corners, where ηk,αβ is the vector
to one particular corner.
Furthermore, the mobility of the α-β interface is given by

Mαβ(n̂) = M0
αβa

kin
αβ (n̂), (5)

where M0
αβ denotes the kinetic coefficient and akin

αβ (n̂) the anisotropy term. We
use the formulation of Wendler et al. [58] for the anisotropy term, which enables
the modeling of faster crystal growth of rough faces and a decreased growth rate
once the faces reach euhedral shape and additionally allows the modeling of
faceted crystal dissolution. Note: This two-rate option of the crystal growth ve-
locities is reversible since it depends on the current state of a crystal surface and
can, for example, switch back from slow euhedral to fast anhedral growth (e.g.
if a spanning crystal is rebroken [17, 18]).
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The multiphase-field model equations are implemented in the inhouse solver
package Pace3D. For implementation details and a description of optimization
algorithms, we refer to Hötzer et al. [71]. In the crystal growth and dissolu-
tion simulations a zero-gradient boundary condition at the lower and upper
boundary (y-direction) is applied, whereas the other boundaries are set to be
periodic (Fig. 3). In the present work a constant chemical driving force approach
is used for the crystal growth and dissolution. This assumes a continuous in-
flow of a constant over- or undersaturated fluid in the open fracture and slow
attachment or detachment kinetics compared to the fluid flow.

2.2. Fluid flow in partly open fractures
For the computation of the fluid flow the sharp interface data is extracted

at intermediate growth or dissolution stages from the diffuse phase-field simu-
lations. This microstructure is used as an input for the fluid flow simulations in
the inhouse software Pace3D. We compute the incompressible stationary Stokes
equations with no body forces (e.g. gravity), which assumes low flow velocities
in the simulation domain (Reynolds number Re�1). The balance equations for
mass and linear momentum are denoted as

µ∆u−∇p =0, (6)
∇ · u =0, (7)

in which u is the fluid velocity, µ is the dynamic viscosity, and ∇p is the pressure
gradient.
We apply a pressure gradient along x-direction and set the boundaries in z-
direction periodic (Fig. 3). At the interface between the crystal growth front
and the fluid a no-slip condition is prescribed: ugr.-liq. = 0. Similarly as
in Prajapati et al. [56] we use the fluid properties of water at 20 ◦C (µ =
0.001 002 6 kgm−1 s−1 [72], ρ = 998.203 kgm−3 [73]) and apply a pressure gra-
dient of 0.58× 10−3 Pam−1 to ensure small Reynolds numbers and the validity
of the Stokes equations.
For the computation of the permeability in the fluid flow we use Darcy’s law

Q =
Ak

µ
∇p (8)

with the flow rate Q, the cross-sectional area of the fracture A, and the perme-
ability k. The cubic law relates the flow rate in a domain with width W to the
aperture a for two parallel plates and is given by

Q =
a3W

12µ
∇p. (9)

Moreover, the permeability can be expressed as

k =
a2

12
, (10)
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when the relationship A = aW is used. Alternatively, the fracture transmissivity
(per unit length) T = a3/12 [74] shows a direct connection to the cubic law. For
estimating the hydraulic aperture ah we utilize the equation introduced in Kling
et al. [34]

ah = av

(
1 + α

σ

av

)− 3
2

(11)

where av is the vertical aperture, σ is the standard deviation of av and α is a
geometry factor depending on the crystal shape. In Kling et al. [34] this factor
was determined for needle shaped quartz to α = 2.5 and for compact quartz to
α = 1.0.
Additionally, in order to quantify the deflection of the fluid flow during the
precipitation and dissolution we evaluate the deflection of the flow path τh =
|u|/ux [75] with the fluid velocity in flow direction ux and the absolute value of
the fluid velocity |u|. For undisturbed fluid flow fields the deflection of the flow
path equals one, whereas τh > 1 implies a distorted flow path.

2.3. Crystal shapes and parameters
Quartz growth. Quartz can exhibit a broad variety of crystal habits in natu-
ral environments (e.g., Goldschmidt [76]). For the sake of simplicity we utilize
in this work a commonly observed crystal shape in nature, namely prismatic
bipyramidal crystal shape. This shape has been also used in previous phase-field
studies [56, 58] and therefore we directly apply the vector set for the capillary
and kinetic anisotropy and the used physical conditions with the corresponding
non-dimensionalization from Wendler et al. [58]. In this work we focus on crystal
growth in a host rock with randomly oriented grains with a gaussian distribu-
tion (see Section 2.4) which is fractured only once (mechanically inactive). The
influence of preferred grain orientations in the host rock or nucleation substrate
effects like grain surface coatings or lattice defects (e.g. dislocations) are not
explicitly considered in the present work. Note that effects of the different (ran-
domly distributed) crystal orientations during crystal growth and effects of dif-
ferent crystal sizes in the host rock are visible in the crystal growth simulations.
For example, larger grains in contact with the liquid grow faster (take longer
to reach euhedral shape) and have the potential to overgrow smaller crystals.
Additionally, mechanical effects could be incorporated in future works [18, 77].
The corresponding temporal evolution of the growth of a single quartz crystal
starting from a sphere is depicted in Fig. 2b.

Calcite growth. In limestones minerals as calcite, dolomite, and aragonite are
present and can show various crystal habits depending on the physical and chem-
ical conditions (e.g. temperature, supersaturation, impurities) of the fluid-rock
system. Similarly as in the previous works of Spruženiece et al. [60, 61], Späth
et al. [62], we focus on calcite and choose a rhombohedral and scalenohedral crys-
tal habit (Fig. 2c), since they are commonly observed in natural systems [78].
The vectors for the kinematic and capillary anisotropy of both crystal habits
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are given in Späth et al. [62]. In contrast to the precipitation of quartz we did
not perform an explicit non-dimensionalization of the phase-field parameters
with fluid properties (e.g., p, c, T) and chose the used parameters to obtain a
numerically stable simulation while also reducing computational costs. Note:
When additional physical properties are available a mapping of the phase-field
parameters is possible like in the case of quartz growth.

Faceted dissolution of quartz. The dissolution of quartz is a complex process and
the resulting shape evolution can be dependent on various parameters like chemi-
cal composition of the fluid (pH, dissolved ions), dominant mechanisms (surface
desintegration, bulk diffusion) and their dependencies on physical conditions.
Therefore, the occurrence of distinct facets (which appear and disappear at un-
equal rates) can be affected by temperature [79], saturation state [80], molal
concentration and presence of cations/salt effect [81], pH [82], particle size [83],
and crystal defects [84]. In this work the modeling approach of Prajapati et al.
[67] is used with the therein given parameters since the modeling results show
a quantitative agreement with literature data. For a detailed description of the
derivation of the parameters and crystal shapes we refer to Prajapati et al. [67].
The resulting temporal evolution of a single quartz grain during dissolution is
depicted in Fig. 2d.

2.4. Simulation procedure of the phase-field models
The numerical host rock which is used for the crystal growth and dissolution

simulations is generated in a multi-step process. First, a polycrystalline rock
structure is generated with a Voronoi tessellation where 8,000 or 16,000 grains
are randomly distributed in the simulation domain for the precipitation and dis-
solution case respectively (Fig. 3a). Then, a spectral synthesis method [36, 85]
is utilized to generate a fractal fracture surface (Fig. 3b). A roughness/Hurst
exponent of H = 0.8 is chosen for the generated structures, since it is a typical
value for natural crystalline rocks as granite [86, 87].
In the second step, the host rock and the fractal surface are combined (Fig. 3c)

a) Generation of host rock

b) Generation fracture surface

c) Combination

90°Axial tilt
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d) Widening of fractured rock

e) Crystal growth

f) Fluid flow
pressure gradient
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Figure 3: Schematic workflow. a) A host rock and b) fractal surface are generated and
c) combined. After the fractured rock is widened (in d)) precipitation or dissolution are
initiated (in e)). f) In intermediate growth stages fluid flow simulations are performed. The
color of a phase indicates the orientation of a grain (color bar between e) and f)).

and the fracture is widened in y-direction (pure normal opening) in a single
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step (Fig. 3d). This combination of fracture surface and host rock results in
mostly pure transgranular fractured grains, where crystal fragments are present
in the upper and lower fracture wall. The aperture is chosen between 2-10 Dm,
where Dm is the average host rock grain diameter and enables a direct com-
parison to different types of natural partly or fully sealed fractures, where the
size of the host rock grains can differ. An equidistant orthogonal grid with
1000×1000×139-537 cells is used, whereas one cells corresponds to 1µm and
the average host grain diameter Dm is 27µm. For the dissolution case, the open
fracture is widened with an aperture of 0.8 Dm and then shifted in x- and z-
direction until the fracture surfaces are partly in contact again. The simulation
domain consists of 1000×1000×366 cells (∆x = 1µm). In the next step, the
crystal growth or dissolution is initiated (Fig. 3e) and the phase-field simula-
tions stop, once the (partly) open fracture is completely sealed or dissolved.
The grains in the initial host rock are normally distributed with a standard
deviation of 0.0743 Dm.
In intermediate growth stages fluid flow simulations are performed to compute
the permeability or transmissivity evolution. For a compact visualization we
show in the forthcoming sections the projected fluid flow/top view (Fig. 3f)
which gives the average fluid flow velocity along the y-direction instead of a
streamline visualization.

3. Results

3.1. Precipitation in quartz microstructure
In this section the effects of crystallization in a single open fracture on the

fluid flow evolution is investigated in a quartz microstructure. The numerical
host rock is monomineralic (no accessory minerals) and no pores are present,
which corresponds for example to metamorphic quartzite. In the first study we
focus on crystal growth in an open crack with an aperture of 4 Dm. The tem-
poral evolution of the crystal structure, the fluid pathways, and the remaining
aperture in the open crack are depicted in Fig. 4a-c respectively during four
representative time-steps 1 - 4 . Note that the color bar for the fluid flow is
different in each time-step to improve the visibility of the characteristic features
of the fluid flow development (from slight deflection of fluid paths to formation
of channels). The initial aperture ( 1 ) shows a uniform distribution due to the
normal widening of the fracture and the fluid flow shows only small deviations
in the fluid velocity due to the rough fracture surface. After approximately
25% of sealing a deviation in the aperture distribution between mean and min-
imal aperture is visible (Fig. 4d) since the quartz crystals with a vertical c-axis
grow faster into the open fracture ( 2 ) and their tips interact with the fluid
stream, whereas regions with unfavorably oriented crystals leave more space
for the fluid flow. When 40% of the fracture is sealed the first crystals bridge
the open fracture ( 3 ) and the shape of the fluid pathways changes drastically
with implications for the fluid connectivity. We observe the appearance of fluid
channels which are caused by crystal pillars deflecting the fluid. This behavior
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is also visible in the corresponding plot in Fig. 4e. The deflection of the fluid
paths continuously increases with the increase of crystal bridges in the partly
open crack. When approximately 80% of the fracture is sealed ( 4 ) the majority
of the open crack contains crystal pillars which results in a further decrease of
the fluid velocity due to the applied constant pressure drop. Additionally, blood
vessel shaped fluid paths evolve here due to the presence of fluid channels and
sealed regions (where no flow occurs). In the nearly cemented fracture both
stretched and blocky crystals are present, which results from the pure trans-
granular fracturing in the host rock. When the same crystal fragments from
opposite walls touch, stretched crystals form, whereas blocky grains form where
crystals from different fragments meet in the middle of the fracture.

In addition to the previous case with an aperture of 4 Dm we also investi-
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gate the evolution of fluid flow with fracture apertures of 2-10 Dm (Fig. 5). The
transmissivity evolution over time is evaluated for each aperture and compared
to the cubic law (Eq. (10)). For the computation of the vertical aperture we
arithmetically averaged the local apertures [34, 88] to enable a direct compara-
bility to Kling et al. [34]. The transmissivity decreases continuously over time
during crystal growth (Fig. 5a). For the aperture of 2 Dm the measured trans-
missivity is comparatively close to the cubic law for early time-steps and only
shows a deviation in late sealing states when most of the fracture is closed. This
can be attributed to the relatively small aperture which closes fast and few crys-
tal peaks interact with the fluid (surface stays closer to parallel plates). This
behavior of relatively homogeneous apertures over time is also visible in the plot
of vertical apertures with their standard deviations (Fig. 5b). We also plot the
relative surface roughness ξ = σ/av in Fig. 5c which increases over time and is
used for the computation of the hydraulic aperture in Eq. (11). As expected,
for increasing initial apertures a deviation between the simulated transmissivity
and the cubic law arises since fast growing crystals cause a rougher and inho-
mogeneous surface and deflect the fluid paths more.

Furthermore, we analyze the occurrence of isolated pores in the open crack
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Figure 5: a) Transmissivity evolution of the initial fracture apertures of 2, 4, 6, 8, and 10 Dm.
The measured transmissivity from the phase-field simulations and the transmissivity calcu-
lated with the cubic law is plotted. b) Evolution of the vertical aperture with the standard
deviations for the five aperture. The color bar is the same as in a). c) Plot of the relative
fracture roughness in the simulations. d) Evolution of the number of isolated pores (right) and
the isolated pore volume (left). e) Number of grains and f) corresponding crystal size in fully
sealed fractures along the vertical (y-)direction (color bar in a). g) Resulting microstructure
in fully sealed fractures exemplary displayed for 2, 6, and 10 Dm aperture with characteristic
crystal shapes. The line on the left indicates the direction of the plot in e).
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during sealing (Fig. 5d). Isolated pores can occur when either multiple crystals
from the opposite fracture walls touch and form a pore which is not connected
to the fluid flow or due to growth competition between favorably and unfavor-
ably oriented crystals on one fracture wall. The first case occurs in later sealing
stages, whereas the second case more likely appears during early time-steps
when growth competition is dominant. The amount of isolated pores and its
volume is relatively small in the beginning and starts to rapidly increase once
the crystal bridges. For this analysis, the volume of isolated pores is measured
and then normalize to the total volume of the open fracture. A pore is con-
sidered isolated, when it has no connectivity to the fluid flowing through the
(partially) open fracture. To quantify this case, we used a flood fill algorithm to
determine if a liquid region is surrounded by grains/rock only (isolated pore) or
has connectivity to the fluid flow region (where the fluid velocity is non-zero).
In the fully sealed fracture the number of present grains decreases from the host
rock into the center of the vein due to growth competition (Fig. 5e), whereas
the size of the crystals in the sealed fracture increases accordingly (Fig. 5f).
For this, the fully sealed vein is sliced equidistantly (in y-direction with a slice
thickness of 1µm) and the occurring crystals/present phases in each slice are
counted. We observe the formation of more blocky and stretched crystals in
the 2 Dm vein and more elongated blocky grains for larger aperture due to an
increased termination of misoriented crystals at the fracture rim (Fig. 5g). This
behavior resembles microstructures in partly to fully mineral filled opening-
mode fractures and is consistent to the 2D simulations presented in Späth et al.
[62].

3.2. Precipitation in limestone
Here, we focus on the precipitation of calcite in open fractures and its influ-

ence on fluid flow. We use the same initial host rock as in the previous section,
which corresponds to monomineralic limestone with no host rock porosity. In
the first case the behavior of rhombohedral and scalenohedral calcite in an open
crack with an aperture of 8 Dm is tested. In Fig. 6a the lower fracture sur-
face with rhombohedral and scalenohedral calcite is shown in an intermediate
sealing stage (same amount of precipitated calcite) where the crystals from the
opposite wall have not touched yet. The fracture with scalenohedral calcite
shows a highly serrated and inhomogeneous growth front, whereas the rhom-
bohedral calcite shows a relatively homogeneous growth front. This difference
results from the elongated c-axis of scalenohedral calcite compared to the rhom-
bohedral shape. Due to this deviation of the growth front the resulting fluid
pathways also show a different trend for the two crystal shapes (Fig. 6b,c). The
serrated growth front of the scalenohedral shape causes a stronger deflection
of the fluid stream in earlier time-steps. Since the crystals also bridge earlier
in the scalenohedral case (compared to same amount of precipitated calcite)
fluid channels and blood vessel stream lines also occurs earlier. In the rhom-
bohedral case the growth front remains more homogeneous until later stages of
sealing and therefore the flow paths remain more homogeneous compared to the
scalenohedral case. Only when the sealing is advanced and the crack is nearly
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closed, the flow becomes heterogeneous as in the scalenohedral case. As a result
the deflection of the flow path of the scalenohedral calcite is higher compared
to the rhombohedral case until very late stages of sealing (Fig. 6d).

The corresponding permeability-porosity relationship and the comparison to
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Figure 6: Precipitation of calcite with rhombohedral and scalenohedral crystal shape. a) Lower
fracture surface of scalenohedral (left) and rhombohedral (right) calcite during intermediate
stage of sealing (same amount of precipitated volume). Fluid flow in b) scalenohedral and
c) rhombohedral case for similar amount of precipitated volume. d) Plot of the deflection
of the flow path. e) Permeability-porosity relationship for both crystal shapes for measured
permeability and calculated permeability with the cubic law (Eq. (10)). f) Minimal and mean
aperture during sealing for both crystal habits.

the cubic law is depicted in Fig. 6e. Since the growth front of the rhombohedral
case is homogeneous and relatively close to planar plates the deviation from
cubic law is low in early stages of sealing and increases once precipitation is
advanced and the fracture walls partly touch (Fig. 6f). In the scalenohedral
case a deviation from the cubic law is already visible in early sealing stages and
deviates stronger in later stages compared to the rhombohedral case. This can
be attributed to the inhomogeneous growth front and earlier formation of pillars
(and its deviation from planar plates) and the resulting stronger deflection of
the fluid (Fig. 6f).

Similarly, as in the previous section we also investigate the difference between
the two crystal habits for apertures of 2-10 Dm. The transmissivity evolution of
the different apertures with the scalenohedral habit shows a deviation between
the simulated transmissivity and the cubic law in early sealing stages and an
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Figure 7: Transmissivity evolution in calcite filled fractures for initial fracture apertures of
2-10 Dm for a) scalenohedral and b) rhombohedral crystal habit. The measured transmissivity
from the phase-field simulation (bold line) and the computed transmissivity with the cubic
law (dashed line) are plotted. c) Comparison of fracture roughness σ/av for both crystal
shapes. d) Temporal evolution of the deflection of the flow path τh. e) Number of grains and
f) crystal size diameter along the fully sealed fractures.

increasing and significant deviation in later times (Fig. 7a). In contrast, the
measured transmissivity lies closer to the value predicted by the cubic law for
the rhombohedral habit for all apertures. This difference is also visible in the
plots of the relative fracture roughness (Fig. 7c). Additionally, the behavior of
more interaction of the crystal tips with the fluid flow is illustrated in the trend
of the deflection of the flow path in Fig. 7d.
The number of grains in the fully sealed fractures (Fig. 7e) and correspondingly
the grain size of the present crystals (Fig. 7f) show a similar trend for both the
rhombohedral and scalenohedral habit. However, slightly more scalenohedral
grains are present at the same distance from the median line, which can again
be attributed to the elongated c-axis of the scalenohedral habit.

3.3. Effect of fracture surface heterogenities
In limestone different fracturing types can occur, namely intergranular, trans-

granular, and mixed type micro-cracking where grains fracture both inter- and
transgranular [60]. In the previous section we analyzed rock structures with
pure transgranular fracturing. Here, the effect of heterogeneous fracture sur-
faces (mixed type micro-cracking) on the transmissivity evolution is investi-
gated. Similar as in the previous works of Spruženiece et al. [60, 61] and Späth
et al. [62] we assume a growth rate difference between intergranular and trans-
granular fractured grains. This may be the result from clay coatings on in-
tergranularly fractured grains, where a fracture cuts through the clay coating
and leaves a partial coating on the calcite grains. This partial coating hinders
the precipitation rate compared to freshly broken transgranular fractures. The
reduced growth rate on intergranular fracture surfaces is modeled with a de-
crease in the solid/liquid interface mobility. In this section we set the ratio of
the mobilities of transgranular to intergranular fractured grains to 20 and use

16



a fracture surface with 95% intergranular and 5% transgranular fractured host
rock grains. This choice gives a good agreement of the simulations with natu-
ral micritic veins with wide-blocky crystals [60–62]. We chose these particular
values for the percentage of the intergranular fracture surface and the ratio of
the mobility since (I) they are in accordance with natural microstructures from
Lilstock, UK and (II) they result in an inhomogeneous crystal growth. The
aim of this section is the examination of the fluid flow development where an
inhomogeneous growth front occurs. For lower values of the fracture surface
composition (e.g., 50% transgranular fractured grains) or very small ratios of
the mobilities between inter- and transgranular fractured grains similar crystal
structures as in Fig. 6,7 would form (and therefore similar fluid flow character-
istics).
We compare in the first case rhombohedral crystals with a heterogeneous and
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Figure 8: Comparison of fluid flow evolution between a) heterogeneous (inter- and transgran-
ular) and b) homogeneous (pure transgranular) fractured rhombohedral calcite with an initial
aperture of 6 Dm. The temporal evolution of microstructure (top), remaining aperture in
open crack (middle) and flow paths is depicted during stages with a similar volume of precip-
itated calcite. c) Top view of fracture surface for heterogeneous case in a) with transgranular
fractured grains in black and intergranular fractured surface in yellow. d) Evolution of the
deflection of the flow path τh and e) permeability-porosity relationship for both cases.

homogeneous (pure transgranular) fracture surface for an initial crack aperture
of 6 Dm. The temporal evolution of the homogeneous and heterogeneous system
is depicted in Fig. 8a,b during three time-steps 1 - 3 where a similar amount
of calcite precipitated in both cases. The utilized fracture surface for the trans-
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granular grains is illustrated in Fig. 8c. In the heterogeneous fracture case the
transgranular fractured grains grow faster than the intergranular grains, expand
over them and form wide-blocky crystals (c.f. e.g., Spruženiece et al. [60]). This
nonuniform and heterogeneous growth front already affects the fluid flow in
early sealing stages 1 and causes blood vessel shaped fluid paths whereas the
homogeneous case shows only a slightly deflected stream 2 . In late stages of
sealing 3 the homogeneous case also shows the formation of channels (similar
as in Fig. 6c), however still a deviation is visible between the two cases in both
the fluid flow and aperture distribution. As a result the deflection of the flow
path differs for the two cases in early stages and the difference increases during
later sealing states (Fig. 8d). Additionally, the permeability-porosity relation-
ship for the two cases differs (similarly as the scalenohedral shape before) due
to the more heterogeneous growth front in the mixed-type (heterogeneous) frac-
ture case (Fig. 8e).

As in the previous sections we perform simulations for initial apertures of 2-
10 Dm. In contrast to the homogeneous fracturing case the number of grains in
the domain decreases in the heterogeneous case relatively fast due to the growth
rate difference and reaches a smaller value since only five percent of the fracture
surface contains fast-growing transgranular grains (Fig. 9a). This trend is also
in agreement with the 2D simulations in Späth et al. [62]. Furthermore, we
observe similar values for the measured transmissivity and the cubic law in the
heterogeneous simulations in the early stages (Fig. 9b), however during later
sealing states a significant deviation for all fracture apertures is visible due to
the inhomogeneous growth front. The corresponding plots for the homogeneous
fracturing case are depicted in Fig. 7b,e and show a better resemblance with
the cubic law.

Additionally, we measure the number and volume of isolated pores in the
open crack for both cases (Fig. 9c,d). For the heterogeneous fracturing case
isolated pores form once the transgranular crystal fragments bridge and merge
with other fast growing crystals. The number and volume increases until full
sealing. Note: There is a decrease of the pore space for the 8 and 10 Dm case
since we utilize a constant driving force in our modeling approach. This results
in a continuous sealing (and disappearing of pores) even if a pore is isolated. In
contrast, the amount of pores and pore volume is smaller for the homogeneous
case, since the growth front is homogeneous and pores mostly occur in later
stages when sealing is advanced.

3.4. Determination of the hydraulic apertures during precipitation
The permeability or transmissivity evolution of the fluid flow simulations

shows a more or less significant deviation from the cubic law, since it is valid
for the permeability estimation of fluid flow between two planar plates. There-
fore, when the vertical aperture is used in the computation a deviation can be
expected for rough surfaces. When the hydraulic aperture is used in the cubic
law, the permeability can be estimated accurately again. Here, we utilize the
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dral calcite for initial fracture apertures of 2-10 Dm. a) Number of grains in the simulation
domain for the heterogeneous case. b) Transmissivity evolution for the measured values from
the simulations and the computed values with cubic law. The corresponding plots for the
homogeneous case are depicted in Fig. 7b,e. Number of isolated pores and amount of isolated
pore volume for the c) heterogeneous and d) homogeneous fracturing type.

equation for the computation of the hydraulic aperture presented in Kling et al.
[34] (Eq. (11)) by calibrating the geometry factor α. Therefore, the effective
hydraulic aperture is computed based on the permeability obtained by the fluid
flow simulations (ah,sim. =

√
12k, Eq. (10)). The geometry factor α is then

calibrated to obtain a good agreement of both hydraulic apertures ah,sim. and
ah,Eq.(11). The plots of the vertical and hydraulic apertures av, ah,sim. and
ah,Eq.(11) are given in Fig. 10. We obtain for the quartz growth study from
Sec. 3.1 a geometry factor of α = 1.45 (Fig. 10a), for the growth of rhombo-
hedral calcite with a heterogeneous fracture surface form Sec. 3.3 a geometry
factor of α = 0.9 (Fig. 10b), and for the rhombohedral and scalenohedral cal-
cite growth with a pure transgranular fracture surface from Sec. 3.2 a geometry
factor of α = 1.5 and α = 2.5 respectively (Fig. 10c,d).
The hydraulic apertures in homogeneous rhombohedral calcite case (Fig. 10c)

show a sound agreement for all apertures and time-steps and advocate the
use of the hydraulic aperture estimation from Eq. (11). However, for other
cases (Fig. 10a,b,d) where the evolving crystal shapes and growth fronts are
more inhomogeneous we observe an underestimation of the hydraulic aperture
with Eq. (11) for the small initial fracture openings and an overestimation of
the larger initial fracture openings.
Since theoretical models lead to terms involving (σ/av)2 in the approximation
of the hydraulic aperture [74], we additionally tested the relationships for the
hydraulic aperture from Zimmerman et al. [89], Renshaw [90], and a modified
version from Kling et al. [34]. However, we observed a larger deviation of the
approximated to simulated hydraulic apertures compared to the results shown
in Fig. 10 with the original approach of Kling et al. [34] (see Eq. (11)).
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Figure 10: Evolution of vertical and hydraulic apertures for the precipitation of a)
quartz (Sec. 3.1), b) rhombohedral calcite with a heterogeneous fracture surface (Sec. 3.3), c)
rhombohedral and d) scalenohedral calcite with pure transgranular fracturing (Sec. 3.2). The
resulting hydraulic apertures are computed based on the performed fluid flow simulations and
with Eq. (11).

3.5. Dissolution of quartz in a partial open fracture
The previous sections discussed the effects of precipitation of different min-

erals in open fractures on the fluid flow evolution. However, depending on the
physical properties of the fluid (e.g., p,c,T) crystal dissolution can also occur in
natural subsurface environments. Therefore, we shift the focus of this section
to the process of quartz dissolution in a partly open crack. The generation of
the host rock and the simulation process is described in Sec. 2.4 and the initial
host rock is depicted in Fig. 11a. The numerical host rock is (similarly as in
the previous sections) monomineralic, whereas an undersaturated fluid (w.r.t
quartz) is assumed to be in contact with the quartz microstructure. We utilize
the modeling approach with the corresponding phase-field parameters of Pra-
japati et al. [67] for faceted quartz dissolution in this section.
The temporal evolution of the polycrystalline quartz microstructure and the
fluid flow is given in Fig. 11a during four time-steps 1 - 4 . In the initial stages
the fracture walls are partly in contact and result in a deflection of the fluid flow
similarly as in the late sealing stage in the previous sections. The quartz crystals
in contact with the fluid phase dissolve and cause an increase of the aperture.
Fracture walls which are in contact with parts of the opposite fracture wall and
have no direct connection to the fluid do not dissolve directly since no remaining
fluid channels or pressure solution are considered. Therefore, bridge structures
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remain in the open crack and affect the fluid paths (time-step 2 ). The remain-
ing bridges disappear continuously during the dissolution process. The fracture
aperture and fluid flow evolve to a more homogeneous shape over time (time-
step 3 - 4 ). Nonetheless, remnants of the previously present bridges can still
be observed in these later stages and a small influence on the streamlines is still
visible.
The mean aperture in the open crack (and therefore also the porosity) increases
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Figure 11: Dissolution of quartz in an open fracture. a) Temporal evolution during four time-
steps 1-4. The microstructure (top), the vertical aperture (left) and the fluid flow (right) is
given for each step. b) Evolution of vertical av and hydraulic apertures ah and ah,Eq.(11)
with α=0.5 and relative surface roughness σ/av . Temporal evolution of c) porosity and grains
present in the domain, d) deflection of the flow path τh, and e) transmissivity.

over time in a nearly linear trend. Similarly, the number of grains present in the
system decreases over time (Fig. 11b,c). As expected, the evolution of the rela-
tive surface roughness and the deflection of the flow path decrease over time and
show an opposite trend as during the crystal growth simulations in the previous
sections (Fig. 11b,d). The applied dissolution model results in crystal facets
which dissolve with different velocities (Fig. 2d). However, an enhanced disso-
lution direction or increased dissolution velocity due to the crystal anisotropy
is not observed (Fig. 11c) since the crystals are randomly distributed in the
host rock and have a similar size. For the transmissivity we observe a relatively
small deviation from the cubic law in the beginning and nearly no deviation in
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late dissolution stages since close to parallel walls are present during these time
steps (Fig. 11e), whereas in intermediate stages where the crystal bridges are
present a deviation between the computed cubic law and measured transmissiv-
ity is visible.
Here, the hydraulic aperture is also computed with the simulated permeability
and the geometry factor α in Eq. (11) is calibrated as in section 3.4. A visi-
bly good agreement of both hydraulic apertures is obtained when α = 0.5 is
chosen (Fig. 11b).

4. Discussion

The presented work shows the capability of phase-field method in model-
ing the evolution of microstructures in open fractures during dissolution and
precipitation. The evolving crystal structures during precipitation show many
similarities to natural microstructures in partly or fully filled fractures (e.g.,
blocky, stretched, elongated-blocky, wide-blocky grains) which form (e.g. as
veins, joints, barren opening-mode fracture) in different subsurface environ-
ments, for example in metamorphic rocks and mineral deposits or at low tem-
perature diagenetic settings (e.g., fine scale filling in otherwise open fractures as
in [19]). These microstructures are in general agreement with previous studies
performed in 2D [17, 42, 59, 60] and 3D [57, 62] and therefore advocate the
applicability and validity of phase-field approach in providing accurate insights
in crystal evolution processes on microscale.

In this work, we solve the Stokes equations (Eq. (7)) in intermediate crystal
growth and dissolution stages and evaluate the permeability evolution. In natu-
ral environments both regions with low and high fluid velocities can occur (e.g.
in geoscience applications, where fluids are extracted or injected). The Stokes
equations loose their validity in regions where turbulent flow occurs, since in-
ertial terms are neglected. Therefore, the results from the permeability calcu-
lations cannot directly be applied to regimes with high Re numbers. However,
the obtained fluid pathways and evolution of isolated regions should still be ap-
plicable in turbulent flow regions. The generated microstructures could be used
in later studies by evaluating full Navier-Stokes equations (as in Egert et al.
[37]) with the modeling of turbulent flows or by incorporating two/multi-phase
flow [91], which then might give further insights into the permeability evolution.

The fluid flow results are used to calibrate the hydraulic aperture from Eq. (11)
for the different mineral types during precipitation and dissolution. We observe
that this calibrated geometry factor can overestimate the hydraulic aperture for
larger and underestimate it for smaller initial apertures (Fig. 10). Therefore, the
geometry factor α seems to also have a dependence on other parameters (e.g.
initial conditions) and might not be estimated as a constant value. Moreover, in
cases of chemically and mechanically active fractures with small aperture incre-
ments (e.g., multi-crack-sealing with spanning bridges [17]) the geometry factor
might differ again and could also be time-dependent. We computed a different
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value for the geometry factor α = 1.45 for the needle quartz as Kling et al.
[34] (α = 2.5). This difference could be attributed to the pure intergranular
fractured specimen in Kling et al. [34] and the pure transgranular fractures host
rock in this work. In the case of pure transgranular fracturing quartz bridges
form faster, since two well oriented crystal fragments grow at the opposite frac-
ture walls into the middle and merge (e.g. [17, 18, 62]), whereas in the pure
intergranular case one favorably oriented crystal has to bridge nearly the whole
open crack to form a crystal pillar. Additionally, the difference might be caused
by the domain size difference in this work (e.g., 1000x1000x140µm) and in Kling
et al. [34] (150x150x80µm).

In the presented studies a constant over- or undersaturation is assumed in the
fluid at all times and we therefore apply a constant driving force for crystal
growth or dissolution. However, at some point isolated pores evolve, which do
not have a connection to the in-flowing fluid, and further seal until they disap-
pear (which is a limitation of the model). In nature fully sealed fractures are
widely observed and therefore, the simulations imply that additional factors con-
trol the precipitation at later sealing stages once pores evolve. Different explana-
tions for the (comparatively slower) sealing of pores were discussed in literature,
for example diffusion of minerals from the host rock into the open pores [92],
remaining fluid flow along nanoscale channels at grain boundaries [93], or full
sealing during uplifting (e.g., when partly open fractures are reactivated or new
fractures form at weak spots). The modeling could be extended to incorporate
some of these factors, by incorporating a reactive flow with a supersaturation
dependent driving force.
Moreover, the remaining pores are weaker than the host and could act as nu-
cleation points for new fractures during a renewed loading (e.g., natural or
stimulated fluid pulses) or through uplifting. Isolated pores might remain in
the rock longer (no connection to fresh fluid) and we speculate that the pres-
ence of accessory minerals (Sec. 3.3) or elongated crystal shapes (Sec. 3.2) could
be more favorable for re-cracking of partially sealed fractures (due to more iso-
lated pores) and result in multi-crack-sealing. More compact crystal habits (e.g.
rhombohedral) with fewer isolated pores, however, might tend to show more de-
localized re-fracturing (crack-jump veins [94]).

For the study of quartz dissolution we utilize the phase-field model of Pra-
japati et al. [67]. This model was set up to depict the process of faceted quartz
dissolution. However, since the process of dissolution is highly dependent on
the chemical conditions of the fluid and can results in faceted or anhedral bulk
dissolution, the present modeling approach could be extended for example by
incorporating reactive flow modeling, where the evolving microstructure is di-
rectly coupled with the chemical composition of the fluid.
Furthermore, we focus on microstructures with strong grain boundaries in the
present work. In natural system the dissolution along grain boundaries might
be increased due to weaker bonds, defects, or impurities/accessory minerals.
This could also result in detachment of loose grains [95, 96] and influence the
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overall permeability evolution. Also, since the quartz microstructure is assumed
monomineralic, the effects of faster dissolving accessory minerals and their in-
fluence on fluid pathways are not considered, as well as pressure solution in
contact areas or fluid channels in regions where fracture surfaces touch.

The presented simulations are performed on microscale where the crystal struc-
ture evolution is resolved. The microstructure simulations enable a better un-
derstanding of the precipitation and dissolution process at grain scale and how
fluid flow interacts in chemically active cracks. In order to obtain insights to
length scales which are relevant for geoscience applications (e.g. reservoir scale)
an upscaling of the microstructural findings could be approached in later works
to explicitly obtain insight on effects of crystal growth on larger length scales.
Therein, our modeling approach can be used in combination with upscaling
methods (e.g. homogenization techniques or asymptotic expansion as in Ray
et al. [47], Bringedal et al. [66], Li et al. [97], Mikelić et al. [98], Choquet and
Mikelić [99], Le Borgne et al. [100], Redeker et al. [101]) to improve the un-
derstanding of the behavior of fractured or porous rocks on macroscopic length
scales over geologic time scales.

5. Concluding Remarks

The present work showcases the versatility and capability of the multiphase-
field method in modeling fracture sealing and dissolution processes at microscale.
We expand previous phase-field works [34, 60] by utilizing the obtained mi-
crostructures to quantify the permeability evolution in chemically active frac-
tures. The systematic phase-field studies on the precipitation and dissolution
in single open fractures show the effects of different factors on the fluid flow
evaluation as aperture, fracture surface heterogeneities, and crystal habits. Our
obtained crystal structures show similarities with microstructures in partly to
fully mineral filled opening-mode fractures and can therefore provide insight on
how the microstructure evolves and interacts with fluid flow.
Our results reveal that

• the interaction of the fluid and the evolving microstructure depends highly
on the crystal habit (Sec. 3.2). An elongated shape results in a more
inhomogeneous growth front and therefore stronger deflection of the fluid
paths, whereas more compact shapes show less serrated flow paths in early
crystallization stages due to the homogeneous growth front.

• during the crystallization different characteristic stages of the fluid flow
form. The first stage could be characterized as open region, where fluid
flow is not undisturbed, followed by the forest shaped region, where elon-
gated crystals reach in the fluid, and finally a labyrinth shaped region,
where sealing is advanced and where the fracture surfaces partly touch
and strongly deflect the fluid.
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• fluid regions can become isolated from the in-flowing fluid. This depends
on parameters as crystal habit and fracture surface. Since natural open
fractures can fully seal, additional factors might contribute in these iso-
lated pore regions.

• the dissolution process shows mostly an opposite trend of the precipita-
tion on macroscopic properties (e.g., permeability/transmissivity). Even
though a relatively homogeneous surface forms after a while, regions where
bridges were present influence the fluid flow until later stages of dissolu-
tion.
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