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Abstract: With the increasing adoption of smart factories in manufacturing sites, a large amount
of raw data is being generated from manufacturers” sensors and Internet of Things devices. In
the manufacturing environment, the collection of reliable data has become an important issue.
When utilizing the collected data or establishing production plans based on user-defined data, the
actual performance may differ from the established plan. This is particularly so when there are
modifications in the physical production line, such as manual processes, newly developed processes,
or the addition of new equipment. Hence, the reliability of the current data cannot be ensured. The
complex characteristics of manufacturers hinder the prediction of future data based on existing
data. To minimize this reliability problem, the M5P algorithm, is used to predict dynamic data using
baseline information that can be predicted. It combines linear regression and decision-tree-supervised
machine learning algorithms. The algorithm recommends the means to reflect the predicted data in
the production plan and provides results that can be compared with the existing baseline information.
By comparing the existing production plan with the planning results based on the changed master
data, it provides data results that help production management determine the impact of work
time and quantity and confirm production plans. This means that forecasting data directly affects
production capacity and resources, as well as production times and schedules, to help ensure efficient
production planning.

Keywords: production planning; predictive modeling; master data; machine learning; M5P Algorithm

1. Introduction

Supply chain management (SCM) is being studied and rapidly applied to manufactur-
ing floors, where artificial intelligence (Al) can provide visibility and transparency for rapid
and responsive decision making. This research helps improve quality control, reduce de-
fects, and increase customer satisfaction [1]. Many studies have been conducted to identify
the contribution of Al to SCM through systematic reviews of manufacturing systems [2].
Production planning and scheduling are at the core of SCM. These are important problems
in various industries and require efficient scheduling methods to improve productivity and
reduce costs [3]. Researchers have been working on solving workshop scheduling problems
using machine learning algorithms, and their contributions can be seen. These studies show
that there is a need for research to improve the production planning process by applying
new algorithms in various fields. This research aims to investigate how technology can be
applied to production planning in the field of supply chain management.

Modern manufacturing systems are increasingly complex, dynamic, and connected.
Recent advances in Al, particularly machine learning, have shown great potential to trans-
form the manufacturing sector, as the myriad of uncertainties and interdependencies make
factory operations highly non-linear and stochastic [4]. It is contended that that Al can
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be used to improve the quality of data, optimize processes, and make better decisions [5].
Since the Industrial Revolution, the mass production system has been discarded completely
in favor of multi-product, low-volume production to satisfy the complex and diverse needs
of customers. Moreover, the life-cycle of products has been shortened. The complexity of
the manufacturing process from demand to production to shipment has increased exponen-
tially with technological advances. Manufacturers have factories in multiple locations that
provide products through multiple supply chains. In this increasingly complex manufac-
turing environment with multiple tradeoffs, production planning within a given capacity
should be performed appropriately to satisfy various constraints and demands. In the
current competitive and dynamic business environment, reliable data has become even
more important with the advancement of Internet of Things (IoT) and cloud technology.
Furthermore, predicting and utilizing data from numerous sources remains a key challenge
in the current situation.

Production planning has a wide range of influences on SCM. The objective of SCM is
to improve efficiency, quality, productivity, and customer satisfaction. It plays an impor-
tant role in achieving these objectives [6]. Production planning optimizes the use of raw
materials and resources, coordinates production volumes and schedules, and efficiently
manages the production process. It can help identify and improve problems in areas such
as inventory management, production line efficiency, and productivity. Thereby, it provides
factors that can have a positive impact [7].

It learns baseline information data (which form the basis of production planning
according to performance data) and makes predictions using machine learning, compares
with and reflects on existing master data, establishes plans through the production planning
system, and provides indicators to help manage production.

Section 1 presents the background and purpose of the study, as well as the method-
ology and organization of the study. Section 2 describes the importance of master data
from the perspective of the manufacturing industry before outlining the contents of the
study. Section 3 describes the algorithms applied from a technical point of view and dis-
cusses previous research. Section 4 describes the design of the process. Section 5 provides
the experimental results and discussion. Section 6 summarizes the results, presents the
limitations, and considers directions for future research.

2. Related Work
2.1. The Importance of Managing Manufacturer Master Data

With the development of technology and the application of the industrial IoT, a
large amount of data is being generated in research and development processes in the
manufacturing domain. These include manufacturing procedures, enterprise management,
and product transactions [8]. Data directly related to production efficiency are managed
closely and respond to change. Among the master data in production, the yield and tact time
are the two key metrics used by manufacturers to measure the production efficiency. Low
yields indicate that manufacturers are producing defective products. This can cause low
customer satisfaction, lost revenue, and increased production costs. Accurately estimating
and managing tact time also enables the forecasting and planning of production volumes
and production schedules. This, in turn, enables production to be planned efficiently and
maintains the production line running smoothly. This also implies a reduction in the
process lead time and thereby, a faster production and more rapid dispatch of products
to customers [9]. An improvement in the efficiency of the production process can be an
important indicator of customer satisfaction. This is because it enables producers to respond
better to the diverse needs of their customers.

In this respect, both the datasets contribute to increased productivity and improved
quality. As variable baseline information is critical for manufacturers to improve the pro-
duction efficiency, reduce costs, and enhance customer satisfaction, manufacturers can
monitor these data and undertake action to improve the overall business performance [10].
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2.2. How to Estimate Manufacturer Master Data

Forecasting the data values of the two master datasets (yield and tact time) can help
manufacturers optimize their production processes and ensure that they manufacture the
products they require to satisfy the demand in a timely manner [11]. Several methods can
be used to forecast data. One of these is to use historical data (where past performance
data can be used to identify factors that can affect the yield and tact time) and predict the
future values of these factors. Another method to predict the baseline information is to
use a simulation. Simulations can be used to model the manufacturing process in a virtual
environment. Moreover, the model can be used to test different operating conditions and
determine their effect on the measured data [12].

This is a simplified way of saying that master data that must to be predicted are
analyzed and applied to the manufacturing floor. Figure 1 shows the conventional methods
of processing data by analyzing these using a structured system implementation logic
based on past performance data. The processed data are ultimately applied based on the
user’s assessment, which is dependent on the user input.

Data collector Data analyzer
0'00 ’—h
e N N - R
Data Decision
A

£

Closing the loop of data-driven manufacturing

Figure 1. Traditional Method for Advanced Data Collection and Analysis in Data-Driven Manufac-
turing Processes [13].

2.3. Highly Advanced Methods to Manage Manufacturer Master Data

In a manufacturer’s smart factory, the IoT enables sensors and other devices to collect
and transmit data to monitor and control baseline information in real time. With rapid
advances in Al technology and hardware performance, machine learning has attained a
level of sophistication that manufacturers can use to identify patterns in historical data
and predict baseline information [14]. This indicates that preprocessed master data can
be analyzed using machine-learning algorithms to predict and reflect the results in real
time [15]. Real-time data are limited by the fact that it does not fully account for the inter-
actions and uncertainties between different variables. This can be overcome by utilizing
various machine-learning algorithms. It is challenging for existing job-planning techniques
to obtain effective optimal solutions using an individual numerical analysis method for
complex distributed resource-planning problems. The effectiveness of the proposed hybrid
methodology is demonstrated through a comprehensive case study of manufacturers [16].
To address uncertainty, many methods to predict data are being researched actively. These
include the use of fuzzy logic to model ambiguous input variables and environmental
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factors and the use of nonlinear programming techniques to identify optimal decision
variables [17]. Research and demonstrations are being conducted at present to construct
machine-learning models based on real-time data collected from various sensors for identi-
fying normal and abnormal conditions [18].

Taken together, these studies show that manufacturing master data management is
evolving to focus on leveraging data, analytics, and automation. Adopting Al technology
can optimize production processes, improve quality, manage reference information more
efficiently and effectively, and improve the overall performance of the production pro-
cess [19]. As shown in Figure 2, Al can help manufacturers collect and analyze data from
sensors, machines, and other devices. This enables manufacturers to track the performance
of their production processes and identify areas for improvement [20]. It can also be used
to predict future data. It can help predict the future output, quality, and costs. This, in turn,
can help manufacturers manage inventory levels and produce the products required to
satisfy the demand. Overall, it can help manage the master’s data more efficiently and

effectively.

Experience Manufacturing
system

Data-driven
manufacturing

Model-based
manufacturing

Human intelligence Machine intelligence

Al
LLLI

Smart
decision

Physical
model

Model-based manufacturing and data-driven manufacturing

Figure 2. Advanced Data Collection and Analysis in Data-Driven Manufacturing Processes [13].

3. M5P Algorithms and Master Data in Production Planning System

In this study, the process of estimating the master data used by manufacturers and
applying it to production planning is discussed. It describes how the master data are
collected, preprocessed into a data form suitable for the process, and then measured using
an algorithm to be applied. The study also describes the behavior of the machine-learning
algorithm M5P applied in this study and proposes a data application process. The purpose
is to apply the predicted values to a production planning system and compare these with
existing results to provide effective indicators for production planning.
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3.1. Forecasting Variable Master Data

Research has revealed that most manufacturers have experienced consequences related
to additional production resources, extended lead times, reduced product quality, and
low performance owing to data management issues. This indicates that data errors are
common in business processes [21]. Master data management plays a highly important
role in production planning. In the production process, baseline information such as the
production volume and production time comprise the core information required to establish
production plans and operate efficiently. Among the master data, tact time and yield mostly
have constant values. However, these display inconsistent and unstable characteristics in an
altered manufacturing environment, such as manual processes, newly developed processes,
or the addition of new facilities [22]. Rather than manage the master data as user-managed
baseline information, machine-learning algorithms are used to make predictions based on
process data such as performance, to establish production plans [23]. Accurate forecast
data can optimize the production schedule guidance to obtain the optimization of the total
production time. Therefore, ensuring the proper use of existing resources to meet the basic
requirements of the production schedule has important theoretical significance for the
actual production of the enterprise [24]. The target master data to be predicted are defined
as follows.

1.  Tact Time: The time required to produce one product. In the production process, tact
time is an important factor that determines the production speed of the production
line. For efficient production, it is necessary to optimize the tact time of the production
line and establish a production plan based on it. Keeping accurate and up-to-date
information about tact time through master data management ensures that production
plans are well-aligned with actual production.

2. Yield: Indicates how many of the products produced during the production process
meet the quality standards. Yield directly affects product quality and production
performance, so it is an important factor to consider when planning production.

Figure 3 shows that the existing IT system is implemented such that users master
data information through the UI , whereas the new IT system collects and analyzes data
through sensors located in resources other than the users. It predicts the current data as
well as the future data to be used for planning. Manufacturing processes require flexibility
and the capability to reconfigure themselves to address critical challenges. To achieve
this, it is important to obtain relevant information in real time to make strategic decisions,
optimally utilize available resources, and remain competitive in the market. A method
to achieve this is to use machine-learning to predict and provide effective data. Machine-
learning algorithms are utilized to improve production planning and address scheduling
challenges [25]. It is challenging for conventional job-planning techniques to obtain effective
optimal solutions to complex distributed resource-planning problems using individual
numerical analysis methods [26]. Thus, machine-learning algorithms have been used to
develop methods to improve production planning. In this study, the M5P algorithm is used
in the API to predict the values of the two types of master data. The objective is to establish
a production plan and compare it with the existing master data plan, and thereby help
users finalize the production plan.
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Figure 3. Traditional IT compared to Analytics IT.

Artificial Intelligence (Al) is an emerging branch of data analysis, widely used when
trying to obtain intrinsic relationships between data [27]. This is a new way of analyzing
data to understand relationships. It utilizes machine learning algorithms as a prediction
method. Machine learning algorithms can be broadly categorized into supervised learning,
unsupervised learning, and reinforcement learning [19]. Supervised learning is a method
that uses input data and data with correct answers (labels) to train a model. Using the
training data, a predictive model is generated that could predict the correct output for a new
input. The predictive model learns the relationship between a given input and output to
generate a decision boundary [28]. A typical flowchart of a supervised learning algorithm
in machine learning is shown in Figure 4. Based on this flowchart, here is how the study
was conducted.

1.  Data collection: The input data required for training and the correct answers (labels)
are collected. The data required for training for both yield and tact times are the
master data consisting of existing baseline information. The correct answer data are
calculated based on the performance.

2. Data preprocessing: The collected data are processed into an analyzable form, and the
necessary preprocessing tasks are performed. These methods include data cleaning,
attribute scaling, and outlier handling. The statistical program R is used to organize
the horizontal database data into vertical data. This is the means by which the features
are represented as columns in a model, wherein each row represents a data point.
When converted into vertical data, the features are placed in columns corresponding
to the model input matrix. This makes it suitable for the model to process the data. The
obtained yield and tact-time training data are organized into vertical data by type. In
machine learning, the processing of vertical data has the advantage of standardizing
the data structure. This facilitates their application to various models and libraries.

3. Select/extract attributes: The attributes required for training are selected or extracted.
In this step, one can analyze the characteristics of the data and select important features
or extract new features. In this study, information such as ITEM and RESOURCE is
extracted from the machine learning calculation because these are not directly related
to the target data calculation. Moreover, the data to be included in the calculation can
be selected.

4.  Select a model: The best model for the given problem is selected. The M5P algorithm
provided by Weka (a Java machine learning library) is used in this study.
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5. Train the model: The selected model is trained using the training data. During the
training phase, the model learns the relationship between the input data and correct
answers (labels) for that data so that it can make predictions.

6.  Evaluate the model: The performance of the trained model is evaluated. This is accom-
plished by examining the model’s prediction results using test data and calculating
the evaluation metrics. The main evaluation metrics are the accuracy, precision.

7. Apply the model: The trained model is applied to new data to make predictions. The
results of the predictions for new data are applied to accomplish the objective. In this
study, the data predicted by machine learning are incorporated into the master data
to generate a new production plan.

Figure 4. Machine Learning Supervise Process [29].
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This study calculates two target master datasets by analyzing the performance infor-
mation and predicting their values using a supervised learning algorithm, in conjunction
with their corresponding target values.

3.2. M5P Algorithm

The M5P algorithm has the following features and benefits. It has advantages in
handling categorical features (categorical variables). The algorithm includes a way to
handle categorical variables internally, so they can be directly included in the predictive
model without the need to preprocess the data. This simplifies the model development
process and saves time. It also allows the user to automatically determine appropriate
bifurcation points to account for different levels of categorical variables to achieve optimal
predictive performance. The M5P algorithm typically has a faster execution speed than
other complex regression algorithms. It is useful for small-sized datasets or in situations
with time constraints. Applying the M5P algorithm also allows the relationship between
data and rules to be described and analyzed, to predict the numerical characteristics of the
target variable [30]. One of the main advantages of model trees is that these can efficiently
handle a large number of datasets with many attributes and dimensions. These are also
known to be robust when addressing missing data [31]. These two features are the main
reasons that this algorithm was selected for this study. The capability to rapidly process
large amounts of data with missing and volatile information, and achieve predictability is
important in daily production planning. As shown in Figure 5, there are three major steps
in developing an M5P tree: tree construction, tree pruning, and tree smoothing. The M5
tree construction process attempts.

1.  Tree Construction: The M5P algorithm constructs a regression tree by recursively
partitioning the training dataset based on the attribute values. The splitting process
aims to find the attribute that provides the best split, often based on criteria such
as information gain or variance reduction. The algorithm continues splitting until a
stopping criterion is met, such as reaching a minimum number of instances per leaf
or a maximum tree depth. The constructing process attempts to maximize a measure
called the standard deviation reduction (SDR) [32].

Equation (1) of SDR is shown as follows, where H is the instances dataset that stretch
the node, H; is the set that is received from a divided node according to a given
attribute, and sd is the standard deviation of H [33].

|Hi| x sd(H;),

|H

SDR = sd(H) — Z

)

2. Model Pruning: Pruning is an optional step that aims to simplify the tree and reduce
overfitting. Pruning techniques, such as subtree replacement or subtree raising, can be
applied to remove unnecessary branches or nodes from the tree without significantly
affecting the performance. Pruning helps to generalize the model and improve its
predictive capabilities on unseen data.

3.  Tree Smoothing: The M5P algorithm trains a linear regression model on the leaf nodes
during the process of constructing the model tree. The predicted value at each leaf
node is calculated based on the conditions at that leaf node. However, the model tree
may be too complex or tend to overfit the data. To address these issues, tree smoothing
is used. Tree smoothing is a way to increase the smoothness of predictions, and it
involves combining the predictions of a leaf node with the predictions of its parent
node, with some adjustments. This reduces the volatility of the predictions and allows
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the complexity of the model tree to be controlled. By regression, the final value is
smoothed by combining the current value with the predicted value from the linear
regression as the following Equation (2).

Nt + KA
T=—— 2
N +K @)
where T is the predicted value shift to the higher level of the next node, N is the total
number of training instances that shift to the next lower node, Nt is the predicted
value shifted from the lower node to the present node, A is the predicted value by the
node at this node, and K is a constant value [33].

In Figure 6, the M5P algorithm can perform both regression and decision trees. Pruning
allows nodes to include linear models instead of constant values. The M5P algorithm is an
algorithm for solving regression problems which is used to predict a continuous output
value from given data [34]. Create a decision tree to make a classification, and then create a
linear model for the nodes. The tree is constructed based on the features of the data, and
prediction is performed by dividing the data according to the conditions. The leaf contains
a linear model, which can express the linear relationship between the features of the data
and the target [35].

The “Unpruned” option is set to false, which means that pruning is enabled. In general,
pruning allows the model to be more concise and provide more generalized results. Pruning
is a technique for reducing the complexity of a model by removing unnecessary branches
from a tree model.

Maximize SDR

Overcome Data
Overfitting

Compensate for
Discontinuities

Figure 5. M5P Algorithm Training Process Flowchart.
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Figure 6. M5P tree algorithm.

3.2.1. Linear Regression

A linear regression algorithm is a regression analysis technique that models the linear
correlation between a dependent variable (y) and at least one independent variable (x). It can
be a simple linear regression based on an explanatory variable or a multiple linear regression
based on more than one explanatory variable [36]. It is called simple linear regression when
based on a single explanatory variable, and multiple linear regression when based on
more than one explanatory variable. Linear regression uses a linear prediction function
to model the regression equation, and the unknown parameters are estimated from the
data. Equation (3) a formula is a way to model a linear relationship, and a method is a
formula expressed in vector form. The formula for the linear regression algorithm, where y
is the predicted value, x are the input variables, § are the weights for each variable, and
b is the bias [37]. This form of a linear equation models a linear relationship between the
input variables, where the weights represent the importance of each variable. The linear
model uses the data to adjust the weights and bias as it is trained. Typically, methods such
as Ordinary Least Squares or Maximum Likelihood Estimation are used to estimate the
parameters of the model. Linear models are less affected by the scale of the attributes, so
data preprocessing is relatively simple.

In this study, while generating a linear regression formula with tact time as the result
of the M5P algorithm, the metadata included the RESOURCE ID and ITEM ID. Meanwhile,
the feature was unspecified. Operation tact time, minimum tact time, etc. The target value
was the real tact time. Based on these data, a linear regression formula was generated in
the form of (3) to obtain the predicted value.

y=PBo+B1x1+Baxa+ -+ Buxnt+e (3)

In this study, the results of the data applied to the production planning system were
implemented through machine learning using a formula model (3) to predict the resulting
data.
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3.2.2. Decision Tree

When a decision tree is constructed, several branches may introduce variances in the
training dataset owing to noise or outliers. This problem has been addressed as an overfit-
ting in tree pruning, which uses statistical procedures to eliminate less accurate branches. It
generally includes pre- and post-pruning [18]. Decision trees are among the most popular
supervised learning algorithms used in machine learning. It learns decision rules based
on the values of the attributes in the data and represents these in a tree structure [38]. The
MS5P algorithm is a type of decision-tree algorithm. It is a part of an algorithm called model
trees, which works in a manner that is moderately different from that of decision trees.
Unlike decision trees, the M5P algorithm trains and uses linear models at the leaf nodes.
The hyperparameters of the M5P algorithm tree used by Weka are as follows:

1.  Unpruned: This is a Boolean value that prevents pruning. The default value is false,
indicating that pruning would be performed.

2. UseUnsmoothed: This is a Boolean value that prevents smoothing. The default value
is false, which implies that smoothing is disabled.

3. MinimumNumberInstances: An integer value that specifies the minimum number of
instances required on each node. The default value is 6. Setting it to a smaller value
can increase the complexity of the model. In the M5P algorithm, “Minimum Number
of Instances” is important hyperparameters used to control the complexity of the
model [39]. These can be adjusted to improve the performance of the model.

4. BuildRegressionTree: This parameter is used when generating the regression tree and
is set to a boolean value. The default value is true.

5. Max savelnstanceData: This parameter is a boolean value that determines whether to
save the training data. The default value is false, and if set to true, training data are
saved.

Decision Tree is used as a classifier for the M5P algorithm used in this study. The
decision tree provides a structure for pruning unnecessary data and resolving overfitting
based on the characteristics of metadata, such as ITEM ID and RESOURCE ID.

3.3. Production Plan System

Prior to the concept of SCM, companies connected various processes such as pro-
duction, logistics, and accounting. Production, logistics, finance, accounting, and so on
share information and resources through ERP systems [40]. However, as the supply chain
complexity increases, a new system for managing the planning process becomes necessary.
As a system to manage production planning, it was introduced with the characteristics
of an advanced planning and scheduling (APS) hierarchy. The APS system is used to
develop a production plan based on these two characteristics and existing data. The supply
chain can function as a solution to multiple planning problems by optimizing goals and
constraints through a model definition of the plan [41]. The master data (which contain
basic information related to products, inventory, production facilities, supply chains, etc.)
play a highly important role in production planning and management. This directly affects
the accuracy and efficiency of production planning. Maintaining accurate and updated data
and formulating production plans based on these improves the accuracy and flexibility of
production schedules and enables effective inventory management and efficient supply
chain operations.

In this study, a production plan was established using the APS system by reflecting the
master data predicted by machine-learning results. A comparison of the established plan
with the existing plan provided indicators that can be used as a reference for comparing
results that affect the availability of facilities, such as the input quantity.
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3.4. Process Implementation Tools

The data for this study were obtained in the CSV format and preprocessed using the
statistical program R. The machine-learning models were generated using Weka.

3.4.1. Weka

In this study, Weka was used to apply the machine-learning algorithms. This is an
open-source platform for machine learning and data mining. It is used to develop and
test machine-learning algorithms. It can perform various machine-learning tasks such
as data preprocessing, classification, regression, and clustering [42]. Weka is written in
Java and provides libraries that implement various machine-learning algorithms. It can
be used to analyze data and construct predictive models. The M5P algorithm described
was implemented in the library. The library allows for the application of machine-learning
algorithms.

342.R

R is the programming language used for data analysis and statistical modeling. It
is open-source software that provides users with the flexibility to perform a variety of
sophisticated analyses. The statistical program R provides several advantages in machine
learning. It provides a wide range of statistical techniques and functions. R is highly active
in the machine learning and data science communities. Moreover, there is a community of
users who share knowledge, information, and support for problem solving [43].

Given these advantages, R was used to preprocess the collected horizontal data.
Additionally, a new data attribute was generated. It enabled us to exclude unnecessary
data and group these. It can be plugged into Weka to use most features of R for data
preprocessing.

3.5. Advanced Production Planning Methods for Manufacturing Processes

Production planning is an important step in planning and coordinating the process by

which an organization produces a product or service. To increase the predictive power of
the master data, we experimented with new technologies and approaches to produce more
accurate and efficient results.
This study utilized a data-driven predictive model to forecast production requirements.
Yield and tact-time data were used to generate predictions using machine-learning-based
algorithms. Data were collected and analyzed. Predictive models can be used to forecast
data, which can then be used to plan production. Based on the data collected, an APS
system was used to establish a production plan. Various scenarios can be simulated during
production planning, and an optimal production plan can be derived.

4. Experimental Settings up
4.1. Design and Implement Production Planning Changes

Production planning is the process of determining the resources and work schedules
required to produce a product or service. In this study, production planning followed the
flow shown in Figure 7. A production plan was established based on the data required
for planning. This plan was based on the results of the existing interval planning method
and the change dataset predicted by machine learning. This study proposed a process that
provides an indicator for comparing two planning results and specifies a more reasonable
plan. The master data, based on the flowchart in Figure 7 are obtained through PL/SQL
and changed into a CSV file. Before applying the machine learning algorithm, the data
were preprocessed using R. This involved classifying metadata, features, attributes, targets,
etc., and separating the data into training and test sets. Planning through machine learning
predictions was established by utilizing a production planning solution. Create a production
plan that results in the database and compare the plans using PL/SQL.
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Figure 7. Machine Learning Reflection Comparison Production Planning Process.

4.2. Development Environment

The machine learning model implementation environment works on a laptop. The
hardware environment for machine learning is shown in the table below (Table 1).

Table 1. Hardware Environment.

Hardware Performance
CPU 13th Gen Intel(R) Core(TM) i7-1360P 2.20 GHz
RAM 16 GB
GPU Intel® Iris® Xe Graphics

The environment in which the machine learning model was developed is shown in
the table below (Table 2).

Table 2. Development Environment.

Type
(OF] Windows 11 Home 22H2
DBMS Oracle 21¢c XE
Development Languages Java 1.8
Development Tools R 4.3.0, Weka 3.8.6

The programs implemented in Master Data Machine Learning Predictions were imple-
mented in Weka.
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4.3. Implementing a Machine Learning Model

Figure 8 is a flow chart of a machine learning application implemented using Weka.
In the flow chart, check the order of preprocessing, training data, test data, classification,
applying machine learning algorithms, and applying classifiers.
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Figure 8. Machine-learning Model Flow by Weka.

The input data consist of master data required for production planning. Among the
many master data, yield and tact time data are specified in this study. We extract the
corresponding data from the manufacturer’s database using PL/SQL. The input data were
received as a CSV file and preprocessed using the R program. Raw data are horizontal data
like Figure 9. The data are preprocessed to categorize each data and remove unnecessary
data. The character data are categorized as metadata, and the variables that affect the
prediction value are set as features. Based on the table data, the tact time series data
are configured as a feature. We specify the prediction target variable and change it to a
new dataset that is easier to apply to the machine learning algorithm. The pre-processed
data were subjected to cross-validation fold maker. Cross-validation is used to evaluate
the performance of a model by dividing a given dataset into multiple subsets, or folds.
K-Fold Cross Validation was used, and the value of K was arbitrarily set to a constant.
K means the number of folds to be divided. An experimental approach was needed to
determine the value of K in our environment. The maximum K value is set to 10, and
after experimenting with different values, we settled on 10 as the optimal value. After this
process, the preprocessed data were divided into a test set and a training Set and used as
input data. We set the training set ratio to 80% and the test data ratio to 20%.

In the WEKA environment, the M5P algorithm hyperparameters were tested based on
the following four parameters. -N: Unpruned, -U: UseUnsmoothed, -R: BuildRegression-
Tree, -M: MinimumNumberInstances.

The performance of the model can be controlled and optimized by adjusting these
hyperparameters. The optimal values of the hyperparameters were tested based on the
performance metric relative absolute error (RAE). It can be interpreted as follows: the
smaller RAE is, the closer is the prediction to the true value. Table 3 shows the results,
and the hyperparameter settings of Unpruned, UseUnsmoothed, and MinimumNumberIn-
stances 6 show the best predictive metrics. Testing the hyperparameter settings defined the
parameter values for this experiment.
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Table 3. RAE metrics by Hyperparameter.
RAE (%) -M 4.0 -M 5.0 -M 6.0 -M 7.0 -M 8.0
NONE 10.042 10.0494 10.1141 10.5581 10.7338
NONE 16.855 16.7616 16.764 16.7879 16.7879
-R -N 16.3638 16.3637 16.3632 16.3665 16.3676
-U 10.8224 10.7141 10.733 10.9508 10.9508
-N NONE 9.5442 9.5456 9.5935 9.8459 9.9783
-U 8.8193 8.7659 8.7515 9.0278 9.1206
-U NONE 9.2306 9.2141 9.2728 9.9319 10.1855
DATE __[RESOURCE ID [ITEM_ID [OPERATION TIME [TOTAL WORKING TIME |OPERATION QTY [COMPLETE QTY |REAL TACT _|OPERATION_TIME_TACT |MIN_TACT_TIME |AVG_TACT_TIME |MAX TACT_TIME
2021-06-08RMAIO17D A11568 12,680 9,800 3,000 1,000 9.8 12.68 9.8 10.09 9.8
2021-06-08RMAIO17D A11568 10,400 9,800 | 3,000 1,000 9.8 104 98| 10.09 9.8
2021-06-08|RMAIO17D A11568 16,700 9,800 3,000 1,000 9.8 16.7 9.8 10.09 9.8
2021-06-08RMAIO17D A11568 13,280 9,800 3,000 1,000 9.8 13.28 9.8 10.09 9.8
2021-06-09|RMAIO17D A11568 10,400 9,800 3,000 1,000 9.8 104 9.8 10.09 9.8
2021-06-09|RMAIO17D A11568 3136 3,136 960 320 9.8 9.8 9.8 10.09 9.8
2021-06-09|RMAIO17D A11569 1372 1372 420 140 9.8 9.8 9.8 10.09 9.8
2021-06-09|RMAI017D A09649 19,160 15,680 4,800 1,600 9.8, 11.975 9.8 10.06 9.8
2021-06-09RMAI017D A09649 16,280 15,680 4,800 1,600 9.8 10.175 9.8 10.06 9.8
2021-06-09|RMAIO17D A09649 26,060 15,680 4,800 1,600 9.8 16.2875 9.8 10.06 9.8
2021-06-10RMAIO17D A09649 16,280 15,680 | 4,800 1,600 9.8 10175 98 10.06 9.8
2021-06-10RMAIO17D A09655 8,168 1,568 480 160 9.8 51.05 9.8 10.09 9.8
2021-06-10RMAIO17D A09634 980 980 300 100 9.8 9.8 9.8 10.09 9.8
2021-06-10RMAIO17D A11292 725 725 150 50 145 145 145 14.59 145
2021-06-10RMAIO17D A11298 870 870 180 60 145 145 145 14.59 145
2021-06-10RMAIO17D A11342 725 725 150 50 145 145 145 145 145
2021-06-10RMAIO17D A11282 1,015 1,015 210 70 145 145 145 14.59 145
2021-06-10RMAIO17D A09516 19,160 15,680 4,800 1,600 9.8 11.975 9.8 10.09 9.8
2021-06-10RMAIO17D A09516 23,180 15,680 | 4,800 1,600 9.8 144875 98| 10.09 9.8
2021-06-10RMAIO17D A09516 19,160 15,680 4,800 1,600 9.8 11.975 9.8 10.09 9.8

Figure 9. Example of Tact time Data Preprocessed with PL/SQL.

When the data are trained with the M5P machine learning model, they are classified
through a decision tree, and a linear regression formula is generated at the node.

The pseudocode for the M5P algorithm in the Weka Library is shown below (Algorithm 1).

The M5P algorithm is a decision-tree-based classifier. A decision tree is an algorithm
that uses a tree structure to classify data. The M5P algorithm is a variation of a decision
tree, which is a good model for regression problems. The M5P algorithm establishes criteria
for partitioning the data and then performs another partition in each partitioned region to
form a tree. This process means generating rules for classifying and predicting data. The
result of the algorithm for deriving production plan results becomes the forecast input data
to be applied to the production plan.

4.4. Configure Machine Learning Model Training Input Data

Data form the foundation for all machine-learning models. For a machine-learning
model to learn, clean data samples should be fed continuously into the system during
training. The desired task may not be achievable if the collected data are highly imbalanced
or inadequate. To overcome this problem, performance-based data (excluding human-
predicted data) were collected. The tact time and yield were calculated based on the
production line, work start time, end time, input quantity, finished quantity, and so on for
each standard production model as the input data.

In Figure 9, the yield and tact-time information data are preprocessed in PL/SQL and
generated as a CSV file to be set as the default input data. The training dataset comprised
over 10,000 cases. The data show that the average tact time, minimum tact time, maximum
tact time, and actual performance-based tact time differed. The problem is to select the most
appropriate value from the data to be applied to the plan. It is necessary to experiment
with the data to generate predictions.
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Algorithm 1 M5P Algorithm.

function BUILDM5P(dataset)
Create a new node
if all samples in the dataset have the same output value then
return the node with the corresponding output value
end if
if there are no more features left to split on or stopping criteria are met then
return the node with the average output value in the dataset
end if
Select the best attribute to split the dataset
Assign the selected attribute to the current node
for each possible value of the selected attribute do
Partition the dataset into subsets based on the value of the selected attribute
if a subset is empty then
Create a leaf node with the average output value in the parent dataset
Assign the leaf node as the child of the current node
else
Recursively call BUILDM5P on the subset
Assign the returned subtree as the child of the current node
end if
end for
return the constructed M5P tree
end function
procedure MAIN
Load training dataset X and target values y
Call LINEARREGRESSION function with X and y as input
Get the trained weights w and bias b
Use the trained model to predict target values for new instances
end procedure

Two results were obtained after the machine-learning model was trained using the
MBS5P algorithm. A decision tree divides input data into features, determines the best
decision rule for each partition, and represents it as a tree-like structure. This enables data
classification or prediction. Decision trees are intuitive and convenient-to-interpret models.
Techniques such as pruning have been used to prevent overfitting. The result of a Decision
Tree model is a structure like the one shown in Figure 10.

Each node in the Decision Tree sorts through the metadata and prunes unnecessary
outliers to create the linear model at the last node.

4.5. Production Planning Process with M5P Algorithm

The pruned tree shows that the decision-tree algorithm was applied and that the nodes
were organized in a linear model. A linear model is generated as many times as there are
nodes in the decision tree and generates multiple formulas. In the above formula, the final
value is the vertical set of data from the preprocessed input data in Figure 11.
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>9.35
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Figure 10. M5 unpruned model tree generated by the M5P algorithm using Weka.
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(using smoothed linear models)

REAL TACT <= 11.4

OPERATION TIME TACT <= 14.494 :
variable=MAX TACT TIME <= 0.5 : IM1 (21/0.557%)
variable=MAX TACT TIME > 0.5 : LM2 (22/0%)
OPERATION TIME TACT > 14.494 :

REAL_TACT <= 4.9 : LM3 (4/6.104%)

REAL TACT > 4.9 :

variable=MBX TACT TIME <= 0.5 : L4 (5/0.637%)
variable-MAX TACT TIME > 0.5 : LM5 (5/0%)

REAL_TACT > 11.4
MIN TACT TIME <= 9.35
variable=MAY TACT TIME <= 0.5 :

MIN_TACT TIME <= 7.24 : LM6 (8/0%)
MIN TACT TIME > 7.24 : LM7 (21/0.467%)

variable=MAX TACT TIME > 0.5 : LM8 (31/0%)
MIN TACT TIME > 9.35
MIN TACT TIME <= 12.15

variable=MAX TACT TIME <= 0.5

REAL TACT <= 14 : LM9 (4/0%)

REAL TACT > 14

1 OPERATION TIME TACT <= 16 : LM10 (4/0%)

1 OPERATION TIME TACT > 16

1 1 OPERATION TIME_TACT <= 20.561 : LM11 (3/0%)

1 1 OPERATION TIME_TACT > 20.561

| | | OPERATION TIME TACT <= 21.807 : LM12 (3/8.507%)
| | | OPERATION TIME TACT > 21.807 : LM13 (3/8.507%)
variable=MAX TACT TIME > 0.5 : LM14 (16/0%)

MIN TACT_TIME > 12.15

LM num: 1

value =

i..ITEM_TD-A09506 09858 ,A10091,A10142 811617811620 ,A11614 811611 ,A10143 ,A10139 811613 <= 0.5
i..ITEM ID-A09506,A0D9858,A10091,A10142,A11617,A11620,A11614,A11611,A10143 ,A10139,A11613 > 0.5
| variable-MAX TACT TIME <- 0.5 : LM16 (4/0%)
|  variable=MAX TACT TIME > 0.5 : LM17 (3/0%)

-3855 * i, ITEM ID=A09506,A09858,A10091,A10142,A11617,A11620,A11614,A11611,A10143,A10139,A11613

0.0183 * REAL_TACT

0.0662 * MIN TACT TIME

0.0446 * variable=MAX TACT TIME
9.681

Figure 11. Linear model created with the M5P algorithm using Weka.
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Through the GUI of the Weka Library, you can check the graphs and metrics of the M5P
algorithm results for each equipment and model. Objects with the prefix “predicted” have a
Y-value, indicating that they are the result of that machine learning. An example of one of the
resulting values can be seen in the Figure 12. A model performance chart is used to evaluate
the prediction accuracy and performance of the model by visualizing the relationship
between predicted and actual values. The predicted value is called “predictedREAL TACT”
and the actual value is called “REAL TACT”. The chart shows how well the predicted and
actual values match. The difference between the predicted and actual values is visualized.

&

Plot : MSP -N -U -M £.0
Instance: 257
RESOURCE_ID : BMAIOLTD
ITEM_ID : A09584
predictedREAL TACT : §.8971428572
REAL_TACT : 9.8
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value : 5.8

Plot : MSF -N -U -M 6.0
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Figure 12. M5P algorithm Results predicted by Machine learning.

In this study, the target data for prediction were Real tact time and the Y value is
Predicted real tact time as a result of the algorithm. All metadata are composed of different
colors and can be classified in the graph, the composition data of the result value can be
checked.

Various metrics have been used to evaluate the performance of machine-learning
regression models, including the mean squared error (MSE), mean absolute error (MAE),
and coefficient of determination (R-squared). MSE is a metric that squares the difference
between the predicted value and the actual value, then calculates the average. The smaller
the MSE, the smaller the model’s prediction error. MAE is a metric that calculates the
average of the absolute differences between predicted and actual values. The smaller the
MAE, the smaller the model’s prediction error. R-squared is a measure of how well a model
explains the given data. It represents the percentage of the total variability in the given data
that can be explained by the model. The coefficient of determination has a value from 0 to
1, with values closer to 1 indicating that the model explains the data well. These metrics are
used to evaluate and compare the performance of the regression model in various aspects.
In Figure 13, the evaluation metrics for the performance of the regression model can be
seen. Shows the results of machine learning performance metrics with the optimal values
of hyperparameter settings -N, -U, and -M 6.0 applied to the test.
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=== Evaluation result ===

Scheme: MLHP

Options: -N -U -M €.0

Relation:

R-data-frame-weka.filters.unsupervised.attribute.Remove-R1

Correlation coefficient 0.9598
Mean absolute error 0.2791
Root mean squared error 1.26
Relative absolute error B:=Tals %
Root relative squared error 28.0905 3

Figure 13. M5P Algorithm Machine Learning Results.

Like tact time, yield can also be predicted using the M5P algorithm, and the resulting
value, M5P Linear Regression, is reflected as new master data. Input the results of machine
learning predictions into a database so that they can be used as supplementary indicators
for existing planning results.

5. Results and Discussion
5.1. Experiment Results

This study aimed to (1) predict master data that can potentially fluctuate (rather than
being constants) using machine-learning algorithms and (2) present the results of applying
those predictions. The M5P machine-learning algorithm predicts the yield and tact time
data that may fluctuate among the master data, and establishes a production plan that
reflects these values. This provides auxiliary indicators for production management. Tact
time and yield are absolute indicators of work time and quantity. These may not have exact
values depending on the process characteristics.

Figure 14 shows that an error exists between the actual plan and the tact time predicted
using the M5P algorithm.

A production plan with a large error in the actual production entity can adversely
affect many production-related indicators such as staffing and equipment utilization. An
increase of the number of inputs requires additional raw materials, labor, and equipment.
An increase in the number of inputs increases the inventory of produced products. This
can increase the unit cost of production, decrease competitiveness, and reduce the flex-
ibility of the production process. Therefore, it is important to consider these issues and
plan production when inputs increase. Determining the appropriate input amount and
balancing productivity gains with cost efficiency are critical issues. Figure 15 shows that
the input quantity has increased significantly compared to the original plan due to the
predicted yield, due to the increase in input quantity, changes in inventory management,
and facility utilization rate, etc. This results in large differences when comparing detailed
planning results. Similarly, Figure 16 shows that the working time per parking lot increased.
When planning for a modified baseline production, the differences in yield and tact time
can indicate a difference in the overall manufacturing plan. Fluctuations are important
indicators that should be assessed during production management. Even a small difference
in yield or tact time can have a significant impact on the line balance as the production
volumes increase. It can also generate a series of supply chain issues such as inventory
management and due dates. Therefore, a new plan should be formulated to reflect the
erroneous results.
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WORK ORDER_ID  |RESOURCE_ID |ITEM_ID |[RESOURCE_ID |START_TIME |END_TIME |ML_MODEL TACT WORKING_TIME_DIFF
011001511630~1  |RMAIO164 A09576 |RMAIO164 2021-05-25| 2021-05-25 9.8 g
0110015116381  |RMAIO164 AQ09576 |RMAIO164 2021-05-25| 2021-05-25 9.8 -600

0110015119061  |RMAIO164 A09576 |RMAIO164 2021-05-25| 2021-05-25 9.8 g%
011001518442~1  |RMAIO164 A09507 |RMAIO164 2021-05-25| 2021-05-25 9.8 -2880

011001513132~1  |RMAIO164 A09507 |RMAIO164 2021-05-25| 2021-05-25 9.8 2%
011001511735~1  |RMAIO164 AQ09507 |RMAIO164 2021-05-25| 2021-05-25 9.8 g3
011001518450~1  |RMAIO164 AQ09507 |RMAIO164 2021-05-25| 2021-05-25 9.799043062 3
011001513074~1  |RMAIO164 A09507 |RMAIO164 2021-05-25| 2021-05-25 9.8 -600

011001513242~1  |RMAIO164 A09507 |RMAIO164 2021-05-25| 2021-05-25 9.8 8%
011001513391~1  |RMAIO164 A09507 |RMAIO164 2021-05-25| 2021-05-25 9.827586207 0
01100151355941  |RMAIO164 A09507 |RMAIO164 2021-05-25| 2021-05-25 9.778761062 3%
011001513827~1  |RMAIO164 A09507 |RMAIO164 2021-05-25| 2021-05-25 9.804878049 0
0110015185791  |RMAIO164 A09507 |RMAIO164 2021-05-25| 2021-05-25 9.8 8%
011001518923~1  |RMAIO164 A09507 |RMAIO164 2021-05-25| 2021-05-25 9.795811518 -600

01100151458941  |RMAIO164 A09507 |RMAIO164 2021-05-25| 2021-05-25 9.803827751 -6
011001511777~1  |RMAIO164 A09508 |RMAIO164 2021-05-25| 2021-05-25 9.8 g%
011001511548~1  |RMAIO164 A09508 |RMAIO164 2021-05-25| 2021-05-26 9.8 -2880

011001507031~1  |RMAIO164 A09508 |RMAIO164 2021-05-26| 2021-05-26 9.8 g
011001511198~1  |RMAIO164 A09508 |RMAIO164 2021-05-26| 2021-05-26 9.8 -600

011001511440~1  |RMAIO164 A09508 |RMAIO164 2021-05-26| 2021-05-26 9.8 g%
011001512042~1  |RMAIO164 A09508 |RMAIO164 2021-05-26| 2021-05-26 9.8 0
011001558747~1  |RMAIO16F A11042 |RMAIO16F 2021-05-27| 2021-05-27 9.8 g%
011001559063~1  |RMAIO16F A11042 |RMAIO16F 2021-05-27| 2021-05-27 9.8 g3

Figure 14. M5P Algorithm in Learning reduces learning Tact time Compared to Original Data.

Production plan Operation Qty per Week
8x10°
7x10°
6x10°
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OPERATION QTY 4x10°
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21 pl 23 74 PLAN WEEK

Figure 15. Compare the Quantities of the Existing Plan and The Machine Learning predictive Model
Plan.
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Production plan Operation Time per Week
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OPERATION TIME
(Second) L PLAN
10x10°%
s OR G_PLAN
5x10°
21 22 23 24 PLAN WEEK

Figure 16. Compare the Operation times of Traditional Planning and Machine Learning Predictive
Model Planning.

Increasing the input quantities and working hours are important issues in production
management. If these fluctuations can be predicted and considered in an actual production
plan, the accuracy of the schedule, efficiency of the production line, and management
of resources can be better controlled. This would, in turn, enable production process
optimization at an unprecedented level. Even when data is managed with existing baseline
information, it would be feasible to predict the future and plan more flexibly if the baseline
data can be predicted based on the existing performance, and to use it as a supplementary
indicator.

5.2. Experiment Discussion

The M5P algorithm was applied in the experiment. It has the advantage of handling
continuous variables, making it suitable for numerical data analysis. M5P has excellent
model transparency by generating a model tree that can be easily interpreted and under-
stood. On the other hand, the existing Decision Tree algorithm lacks the Hyperparameters
available in traditional decision tree algorithms. M5P is primarily designed for continu-
ous variables and may not handle categorical variables effectively. Also, without proper
pruning or regularization techniques, M5P can be prone to overfitting, especially when the
model tree becomes overly complex. If, as in this experiment, there are many features in
the ITEM ID and RESOURCE ID, the size of the tree may increase, making the model less
interpretable.

In addition, the limitation of this experiment is that the result of reflecting the two data
in the production plan shows that the difference between operation time and operation
quality has been affected, but it is unclear whether the efficiency of the production plan
has improved, and only the change is known. In order for the results of this experiment to
be meaningful, it is very important to involve the manufacturer’s production managers in
order to understand the results, even if we provide quantitative metrics of workload and
time. The result of the production plan is a trade-off between all factors. Fluctuations in these
values affect the overall production line balance and capacity. To overcome and adapt to
this problem, it is important to involve the manufacturer’s production management experts.
To overcome the limitations of data forecasting in production planning, manufacturers can
consider the following methods. Utilizing multiple data sources and applying machine
learning and predictive models is the basis of this experiment. Establish a production
plan based on the predicted data and simulate the production plan according to changes
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through scenario analysis so that you can make optimal decisions. It is also necessary
to actively utilize the knowledge and experience of experts to overcome the limitations
of data forecasting. While it is difficult to completely overcome the limitations of data
forecasting, forecast accuracy can be improved by combining the above methods. Expert
input can improve the reliability and relevance of forecast data by incorporating valuable
domain-specific knowledge.

6. Conclusions

The focus is shifting from mass production to low-volume, high-variety production.
Moreover, consumer needs are diversifying further. In addition, the recent COVID-19
pandemic has affected the supply chain and production planning, thereby requiring more
complex demand and resource management. Therefore, it is necessary to conduct research
on forecasting the fluctuating data to satisfy these changing conditions. Machine learning
for predicting and reflecting the volatile baseline information during planning can be an in-
dicator for effective manufacturing production planning. When the physical manufacturing
environment changes, such as through manual processes, new development processes, new
facilities, and new product development, the existing master data may become less reliable
and need to be updated. Inaccurate data can result in sales losses and high production
costs.

Based on the experiments in this study, we predicted two master data points using a
machine-learning model. It was observed that when production is planned based on the
predicted values, the work time and production volume could differ significantly from
those in the plan formulated with the original master data. Experiments have revealed that
the two datasets studied (yield and tact time) are important master datasets for production
planning. Yield is a measure of the quantity of products manufactured to the desired quality
standard in a production run. The tact time is a metric that indicates the frequency at which
a product should be produced during the production process. The difference between
operation quality and time is a factor that has an absolute impact on the utilization rate
and output of the entire process, and through this experiment, it was confirmed that the
predicted data show a difference in results and can be improved in terms of production
management. If the difference can be applied as a reference for production management, it
can be used to help predict and manage the master data.

The previously selected master data information predicts only two-attribute data and
does not reflect time-series trends. This limits the scope of the data and prediction results.
To overcome these limitations, research is needed to utilize the raw data that is generated
at manufacturing sites but not being utilized. In the development of current technology,
a lot of raw data is generated from sensors at manufacturing sites. Of course, this data is
useful in many areas, but there is also a significant amount of data that is lost. There are
studies that have applied machine-learning algorithms to monitor sensor data in order to
improve acidity, reduce costs, and enhance safety [38].

As further research, we plan to test other algorithms, compare results, and apply Al
models that improve performance or results. It is expected that by aggregating multiple
data and managing a lot of master data using Al models, users will be able to utilize more
pure data with less intervention. By learning from multiple data sources and analyzing
time-series, it will be able to predict future data for the entire planning horizon, rather
than just a cutoff point, and generate data that more accurately reflects trends. It is hoped
that this deeper research will result in manufacturing process systems that can proactively
respond to the ever-increasing complexity of the supply chain.
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