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ABSTRACT

Although finite element model based process simulations for the laser powder bed fusion additive
manufacturing process have become more common in the recent years, the proposed approaches
are often only viable for materials without complex phase transformations. Process simulations for
materials such as the quench and tempering steel AlSI 4140 typically lead to higher computational
cost due to the finer mesh and time steps needed for more complex material models. This study
proposes a novel multiscale approach to combine the advantages of the macroscale and
mesoscale models into one framework, in order to reduce computational cost while retaining
the high accuracy. The implementation of these multiscale methods was validated by
experimentally analyzing multiple parameter combinations regarding bulk hardness and local
microstructure differences. The results show an accurate prediction of bulk hardness and
localised tempering effects while reducing the computational cost in order to simulate the
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component scale.

1. Introduction

Laser-based powder bed fusion (PBF-LB) has become
one of the standard processes for metal additive manu-
facturing (AM), especially for steels. Due to the freedom
of design, relatively new approaches such as topology
optimisation can be used to their full potential. While
most of the commercially available steel powders
contain only low amounts of carbon, steels with higher
carbon content such as AISI 4140 have become more
common in recent years. These steels are more challen-
ging to print due to the martensitic transformation
during cooling, which leads to high local stresses and
increases the risk of cold cracking associated with the
respective volume change during transformation. The
negative effects of a higher carbon content regarding
the cold cracking risk were analysed by Hearn and
Eduard [1]. Most research on additively manufactured
carbon steels is focused on defect-free AM reducing
the porosity [2-5] and cracks [1,3,4], as well as static
mechanical properties [3,5,6].

In conventional manufacturing, the quench and tem-
pering (Q&T) steel AlSI 4140 is often used because of its
wide range of mechanical properties, adjustable through

different heat treatment methods. The most common
processes for surface hardening of Q&T steels include
laser- and induction-hardening [7-10]. With the PBF-LB
process, the variation of process parameters can lead
to significant changes in microstructure and hardness
[3]. Thus, a functionally graded material state, similar
to the one after induction hardening, could be created
directly within the printing process. The understanding
of the effects of process parameter variation is therefore
of great interest in current research. Damon et al. [3]
reported a decrease in resulting bulk hardness of 100
HV1 for printing AISI 4140 while increasing the energy
density from 70Jmm~—3 to 225) mm™3. Further studies
on intrinsic heat treatment effects were conducted
during the PBF-LB printing process for martensitic stain-
less steel [11] and maraging steel [12-14]. Hearn et al.
[15] studied the intrinsic heat treatment effect for a Fe-
0.45C martensitic steel similar to the AISI 4140 used in
this study. They analysed the tempering states after
the process by scanning electron microscopy, trans-
mission electron microscopy and atom probe tomogra-
phy. Their findings indicate that tempering during the
PBF-LB process induces the precipitation of nanosized
cementite at previously carbon-enriched boundaries,
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which noticeably reduces the hardness of martensite.
They also observed a decrease in hardness by increasing
the volume energy density (VED), which is equivalent to
increasing tempering temperature in the conventional
process by about 100 K. As these studies prove the
theoretical viability of creating a functionally graded
part during the printing process, the optimisation and
interaction of multiple process parameter combinations
in one part can be arduous to do by trial-and-error. Mul-
tiple studies on simulating the temperature profile
during PBF-LB printing were conducted on the macro-
scale [16-18], the mesoscale [19-23], or on the micro-
scale of the melt pool, including fluid dynamic
simulations [24,25]. Due to the high computational
cost, mesoscale and microscale simulations are only
possible for small fractions of AM parts. While macro-
scale simulations can reduce the problem of compu-
tational cost, the simplifications applied in these
studies, such as combining multiple lines and layers
into one approximated energy input, may work for
materials like 316L or aluminium alloys. However,
these methods lack the thermal accuracy needed for
the phase transformations that occur during the pro-
cessing of martensitic steels. Gh Ghanbari et al. [26]
used a multiscale model to simulate the PBF-LB
process in 2D. While this method is suitable for the
thin walled structures they used, a 3D model is
needed in order to simulate the complex thermal
history while printing more complex parts. Bresson
et al. [27] used a sequential multiscale approach,
increasing the accuracy for each simulation level.
While this approach can significantly save compu-
tational cost with the used Ti-6Al-4V, the differen-
tiation of specific levels will be challenging for
materials with more complex phase transformations
and tempering behaviour. All these studies confirm
the possibility of multiscale simulation models to effec-
tively reduce the computational cost with only a
minimal reduction in simulation accuracy.

The objective of this research is to develop a compre-
hensive simulation framework for martensitic steels,
integrating macroscale models with mesoscale models
into a unified simulation model. By merging the superior
accuracy of the mesoscale with the reduced compu-
tational cost of the macroscale, this approach enables
the simulation of complex materials at the component
level. The multiscale simulation framework will be exper-
imentally validated for single parameter prints, by
directly comparing the simulation results for the bulk
hardness and localised microstructure predictions with
the experimental results. The outcomes of this investi-
gation will enhance the characterisation of martensite
tempering in the context of PBF-LB, aiming to enhance

Table 1. Chemical composition of the powder and the as-built
parts in wt.%.

C Si Mn Cr Mo Fe
Powder 0.39 0.25 0.67 1.1 0.24 bal.
As-built 0.39 0.29 0.69 1.06 0.24 bal.

the efficiency of single and multi-parameter printing
strategies and elucidate the correlation between tem-
pering states and various combinations of process
parameters.

2. Material and methods
2.1. Material

Pre-alloyed, inert gas atomised, spherical AISI 4140
(german grade 42CrMo4) powder supplied by Rosswag
Engineering GmbH was used for this study. The particle
size distribution of the powder, measured by Rosswag
Engineering GmbH, had a median of 34 m, as well as
d10 and d90 values of respectively 21 m and 56 m. The
chemical composition of the powder and the as-built
parts is listed in Table 1.

2.2, Samples and process development

Simple cubes with an edge length of 5 mm were manu-
factured on an SLM280 machine (SLM Solutions Group
AG, Germany) by Rosswag Engineering GmbH. The
state of the art bidirectional hatching scan strategy
was used with an Yb:YAG fiber laser featuring a
maximum beam power of 400 W and a focus diameter
of 80 m at a wave length of 1030 nm. An Ar atmosphere
was used to reduce oxidation effects. A fixed layer height
t of 0.03 mm was used for this study. In order to find a
stable process window, the hatch distance d was
varied from 0.1 mm to 0.14 mm, the laser power P
from 100 W to 300 W, and the scan speed v from
400mms~' to 1100 mms~'. The VED was used for the
characterisation of both the experiment and simulation.

P

VED =
v-d-t

(M

For the modelling of the material properties 10 mm long
cylindrical specimens with an outer diameter of 4 mm
and an inner diameter of 3 mm were machined out of
printed cylinders.

2.3. Experimental methods

For porosity measurements, nine polished micrograph
images parallel to the build direction were captured
with a light microscope (Aristomet, Leica Microsystems



GmbH), binarised and evaluated using the analyse par-
ticles feature included in the image analysis software
ImagelJ/Fiji [28]. Microstructural analysis has been
carried out using a scanning electron microscopy SEM
(Leo 50, Carl Zeiss AG) with an acceleration voltage of
10 kV and an inlens detector to investigate the etched
cross sections. The samples were therefore etched with
a 1% nital etchant (1% nitric acid with 99% ethanol)
for 3 s. To investigate the bulk hardness, Vickers hard-
ness tests with a force of 1 kg were carried out (Qness
Q30a+, ATM Qness GmbH). A dilatometer (DIL 805, TA
Instruments) was used for the heat treatment process,
in order to determine the necessary material properties.
The FEM simulations were conducted on a workstation
with two server type AMD EPYC 7402 24-core processors
and 256 GB of RAM. The commercial FEM solver Abaqus/
Standard (implicit) was used in combination with Python
to automate the workflow for the numerical simulation.

2.4. Numerical simulation

In order to utilise the full potential of the proposed mul-
tiscale simulation approach an automated simulation
workflow was created to combine the pre-processing,
the model creation and FEM calculation steps into one
process Figure 1. The simulation is fully automated and
starts with the G-Code, which is also used for the print-
ing of the actual parts. The pre-processing workflow con-
sists of the G-Code creation as well as the Python based
G-Code analyzer and interpreter (GCAI, See Section
2.4.2). The timing, position and power settings gained
from the GCAIl module is forwarded to the Abaqus
based simulation module. In order to reduce the
length of a single simulation, each layer is divided into
multiple sub-simulations which include approximately
10 laser lines each. These simulations are restarted
with the same model geometry and only need small
modifications to the input file (Figure 1, first red decision
point). Due to the limitations of the Abaqus software, the
simulation module is based on a step-wise approach in
order to accommodate the growing geometry of the
printed parts. Therefore the current simulation is
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stopped and a new model geometry is automatically
created. The results of the old simulation are then interp-
olated to the new mesh, the added material is initialised
and the next Abaqus simulation is started (Figure 1,
second red decision point). This step is needed every
time the recoater adds new material to the system.
Both decision points were controlled by the current
and future positioning of the laser, analysed by the
GCAl module from the G-Code file.

2.4.1. Multiscale simulation approach

For this study a unique multiscale approach is used to
combine the state of the art macroscale and mesoscale
approaches in one continuous simulation model
Figure 2. The aim of this new approach is to minimise
unnecessary computational cost while providing a
high quality thermal simulation of a full scale part
during printing. For a high quality prediction of the
temperature profile and consequently the material prop-
erties in the region of interest (ROI), the near- and far-
field accuracy of the Goldak heat source (mesoscale,
see Section 2.4.9) is combined with the far-field accuracy
of the line equivalent heat source model (macroscale,
see Section 2.4.9). This approach sacrifices the near-
field accuracy in areas that are far enough outside of
the ROl In order to verify the improvements in
efficiency and accuracy, a full macroscale model and a
quasi-mesoscale model (multiscale model with an ROI
doubled in size) were used as well. It can be noted
that a mesoscale approach could not be computed for
multiple layers due to the extensive computational
cost, even for a relatively small sample like the cubes
used for this study. In order to compare the multiscale
approach used for this study with a theoretically more
accurate simulation, a multiscale model with an exten-
sively large ROl was created (quasi-mesoscale model).
This quasi-mesoscale model reduces the computational
cost compared to a complete mesoscale model, while
increasing the accuracy compared to the smaller size
ROI used for the other simulations. The simulation
workflow and all the material models used for this
study will be further explained in the following sections.

3D-Printing

" No = !

G-Code

Evaluation
—
Yes Yes

Pre-Pr ing Model g y
(GCAI)

Input file

Abaqus/Standard

New Layer? Last Layer?

Figure 1. Flowchart for the proposed numerical FEM simulation including the experimental route (top) and the simulation route

(bottom).
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Macroscale

Multiscale
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Printed part

Printed part
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Powder Powder

Powder

Figure 2. Visualisation of the macroscale (left), combined multiscale (middle) and combined quasi-mesoscale (right) simulation
approaches. The macroscale (line equivalent heat source) and mesoscale (Goldak heat source) scan paths are represented by
arrows. The powder bed is shown in light grey, the macroscale zone in grey and the mesoscale zone in dark grey.

2.4.2. Pre-processing: G-Code analyzer and
interpreter GCAI

The G-Code analyzer is a Python based script which
takes the G-Code file as an input and converts it into a
usable format for the Abaqus FEM simulation. Therefore,
the script extracts the laser position, laser spot diameter
and laser power in dependency of the current simulation
time and layer. This data is used in the thermal simu-
lation to create the laser movement and the actual
energy input with the two optic models.

2.4.3. Simulation module: model geometry

The creation of the model geometry including the
meshing and input file generation is automated by a
Python script using the Abaqus Python Scripting inter-
face for Abaqus/CAE. Following assumptions were inte-
grated into this model geometry in order to simplify
the simulation:

e Assumption 1: Since the print job includes over 160
equally spaced cubes, only one cube in the centre
(including the surrounding build plate and powder)
is considered for the simulation with an adiabatic
boundary condition to all four sides. This assumption
is possible because of the similar energy input for all
of the printed cubes. The simulation considers the
cube, the surrounding powder bed and the build
plate underneath the cube and powder bed. The
simulation and the experiment was started at the
build plate level.

e Assumption 2: The pause between the end of the pro-
cessing of this single simulated cube and the start of
the next layer is calculated by the process time of the
rest of the cubes on the build plate, as well as the
recoating time for the build plate with a new
powder layer.

* Assumption 3: A varying number of additional layers
were added on top of the ROI. The number of layers
is selected accordingly for every parameter combi-
nation in order to simulate the whole tempering
process, but stop the simulation if no further temper-
ing effect is noted for the ROI. This assumption is
possible for a simple geometry like the cubes used
for this study, because no significant heat buildup is
expected (no thermal bottleneck and the volume of
the build plate is about 100 times larger than the
samples, effectively acting as a heat sink).

e Assumption 4: The heat transfer from the bottom of
the build plate to the machine is neglected. Due to
the large volume of the section of the build plate
(11000mm3) compared to the printed cube
(125 mm?3), no significant temperature rise is expected
at this boundary.

e Assumption 5: Due to limitations of the finite element
model, the powder bed for this simulation is approxi-
mated as one homogeneous layer instead of single
powder particles.

25mm

Figure 3. Schematic cut-view representation of the model geo-
metry, split into three regions: combined volume for build plate
and powder bed (outside), printed sample and ROI (center).



The model geometry is split into three main regions
according to the level of detail that is needed for this
simulation Figure 3. The first region includes the build
plate as well as the surrounding powder bed (Figure 3,
grey colour). Since no direct energy input is expected
in this region, the conduction of heat only causes rela-
tively low temperature gradients. Therefore a gradually
coarsening mesh (min. 200 x 200 x 30 m3, max. 700 x
700 x 500m3) is used in this region. A medium sized
mesh (50 x 50 x 10m?3) is used in the areas where the
coarser macroscale energy input model is used
(Figure 3, green colour). The mesh size in this region is
optimised for an accurate modelling of the energy
input and heat conduction, but is not optimised for
the analysis of tempering effects. In order to accurately
model the mesoscale energy input as well as the
phase transformations and localised tempering effects
a third region is added for the cube (Figure 3, orange
colour). This ROI has the finest mesh (20 x 20 x 3m?3) in
order to to fully use the potential of the mesoscale simu-
lation models. The ROl is located in the centre of the
cube for this study, but could be freely moved in order
to simulate other regions of interest such as overhan-
ging areas or bottlenecks. Therefore, more complex geo-
metries such as helical springs could be simulated. The
only limitation is the resolution of the used element
size, since a few elements are needed in order to
resolve the geometric features and the resulting temp-
erature profile efficiently. The ROI consisted of 5 lines
for the multiscale approach and 9 lines for the quasi-
mesoscale approach for this study. The geometry was
meshed with first-order hexahedral elements of the
Abaqus type DC3D8 and the regions were connected
by the *TIE boundary condition in Abaqus.

A sensitivity analysis (variation of plus and minus one
magnitude) regarding the heat losses was conducted as
part of this study, with no significant differences noted
for the temperature profile during the process.

Material state

Finite element -
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Consequently, the constant heat transfer coefficient h
equal to 20Wm~2K~" [29] was employed. This coeffi-
cient was coupled with the surface temperature T in
Kelvin and the ambient air temperature T,;, which corre-
sponds to room temperature, specifically 293.16 K. The
dissipation of heat through convection was delineated
utilising the *SFILM keyword within the Abaqus soft-
ware. Similarly, the heat losses through radiation were
modelled with the *SRADIATE keyword in Abaqus
Equation (3). An emissivity of ¢ = 0.5 [29], the Stefan-
Boltzmann constant o, the surface temperature T in
Kelvin and the air temperature T,;, were used.

Gconv. = h(T - Tair) (2)

Qrad. = SO'(T4 - Tg,-,) (3)

2.4.4. Simulation module: phase dependent

thermal material model

In this section, the material properties and the models
used for this FE simulation are presented. A three-level
hierarchical structure was used to represent the material
states (solid, liquid, powder), the solid phases (ferrite,
pearlite, austenite, bainite, martensite, applied to the
solid and powder material states) and the tempering
states of martensite (untempered martensite TSO,
epsilon carbide precipitation TS1 and cementite precipi-
tation TS3). The Lever rule is used to interpolate the
material properties in cases where more than one
material state, solid state or tempering state is present
at a given time. Figure 4 visualises the hierarchical
structure.

2.4.5. Solid-liquid transformations

In order to simulate the change of the material state
during melting and solidification of the powder or
solid material, a linear equation was used to interpolate
the current phase fraction between the solidus and

Solid phases Tempering states

[
I

—

Figure 4. Hierarchical structure used for the material model. Inc

—

—

luding the material states, solid state phases and tempering states.



6 P. Schissler et al.

liquidus temperature. The melting process is reversible
for the solid material state, but irreversible for the
powder material state, leading to the change from the
powder to the liquid to the solid material state while
printing. Due to the highly non linear nature, the heat
of fusion was neglected for this study. In order to esti-
mate the irreversible loss of energy in the system, a
new simplified function was introduced, limiting the
maximum temperature to about 3300 K (slightly above
the boiling point of pure iron or stainless steel [30,31]).
The constant ¢ = 3 x 108 kJkg™' s~ K~" was optimised
to limit the function to the same maximum process
temperature during printing for all used parameter com-
binations Equation (4).

AH(t, T) = cAH(T — 3200K) with

. (4)
T > 3200 K and At(in s)

This equation is used in order to minimise the effect of
the highly non-linear latent heat of evaporation, as
well as qualitatively estimating the loss of energy due
to splatter formation during the process. This approach
was used because spattering is a complex effect that
cannot be directly considered in an FEM-based
simulation.

2.4.6. Solid-state phase transformations

The main goal of the simulation was to include tempera-
ture-dependent phase transformation models that cover
relevant phases of AISI 4140. As suggested by Miokovic¢
et al. [32,33], the austenite transformation kinetics
were described using the Johnson-Mehl-Avrami-
Kolmogorov (JMAK) equation (Equation (5)). The temp-
erature dependent factor b(T) was determined using
the parameter C=2.84 x 10®°s~", the activation
energy AH=6.7 x 107'°J, the growth exponent
n = 1.525 and the Boltzmann constant kg.

f=1—exp(—(bM" (5)
AH
b(T) = Cexp(— kBT> (6)

The martensite transformation kinetics were modelled
utilising the Koistinen-Marburger equation [34] Equation
(7), with the parameter o, = 0.0176 K~' adapted from
van Bohemen and Sietsma [35] based on the specific
chemical composition of the material under consider-
ation. The temperature for martensitic transformation
Tkm was determined to 363°C through quenching and
tempering experiments conducted in a dilatometer.

f=1—exp(—an(Tim—T)) (7)

A model developed by Kaiser et al. [36] was utilised for
the short-time tempering kinetics. Their model was
used for this study Equation (8). Equation (8) employed

Table 2. The temperature dependence of the variable I is
characterised by a polynomial function of the form
| = Zfzo a;T', with the coefficients a; and the temperature T,
measured in Kelvin (K) taken from Kaiser et al. [36].

Quantity Unit do a a,
looe, - 1.0 0 0
T - 15 0 0
Ay o J 1.75 x 107"° 0 0
AHy o, J 2.74 x 107" 147 x 1072 1.5x107¢
N e, - 042 0 0
Net - 153 -1.9x1073 1.5x107¢
Coar 57! 8.79 x 10'° 0 0
Coa s~ 5.40 x 10" —6.78 x 10° 3.56 x 10’

Note: The units of the coefficients are not explicitly written.

the parameters relevant to tempering states TS1 and
TS3, as outlined in Table 2.

f=(1—Hnt"bm"! (8)

Given the rapid quenching inherent in the PBF-LB
process, only martensite formed during the cooling.
Although the implementation of transformations into
ferrite, pearlite, or bainite was included, these phases
were not invoked during the simulations.

2.4.7. Thermal material properties

The thermal properties were modelled with experimen-
tal data from literature. The experimental data available
for the face centred cubic (fcc) austenite phase and the
body centred cubic (bcc) phases, including ferrite, pear-
lite, bainite, martensite and the tempered phases by
Schwenk et al. [37] were combined into a single continu-
ous fit-function for the heat capacity. Equation (9) was
used with the fit parameters shown in Table 3. The
thermal conductivity was fitted separately for both fcc
and bcc solid states, due to the opposing trend Table 3.
(Amax - Amin)

+ (3

The heat capacity for the powder was set to 60% of the
solid state, according to the powder packing density
[38]. The thermal conductivity for the powder was
fitted to Equation (9) with only 3.5% of the thermal con-
ductivity of the solid state material at room temperature
and 100% at temperatures just beneath the solidus
temperature. This fit-function was used in order to
reduce the strong non-linearities due to the powder-
liquid transformation Table 3. A constant heat capacity
of 787 kg_1 K~! was used for the liquid state [39]. The
experimental data from Wilthan et al. [39] was used for
the thermal conductivity of the liquid state Table 3.

f(T) = Amin + )

2.4.8. Hardness calculation
The correlation between hardness and tempering state
is measured using the Hollomon-Jaffe parameter,
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Table 3. Thermal input parameters fitted with data from Wilthan et al. [39] and Schwenk et al. [37].

Quantity Unit Amin

Amax To ap

csolid Jkg7TK™! 378.82

ABoid fec Wmm—' K™ 1.28 x 1072
\Solid bec Wmm=TK™! 1.77 x 1072
Wmm~' K™ 452 x 107
\Liquid Wmm-1K™! 2.43 x 1072

)\Powder

787.00 589.42 3.75
333 x 1072 1122.62 3.36
4.16 x 1072 964.47 —4.80
4.64 x 1072 1509.66 5.90
5.50 x 1072 2400.00 4.07

Note: The units of the coefficients are not explicitly written.

referred to as Py,. This parameter shows a linear relation-
ship with the observed hardness of AlISI 4140, even
under conditions of high heating rates, as demonstrated
by Kaiser et al. [36]. This parameter is extensively appli-
cable to processes characterised by rapid heating and
cooling, including induction hardening [8,9,36], laser
surface hardening [7] and PBF-LB [3]. To specifically cali-
brate this parameter for the precise chemical compo-
sition of the alloy investigated in this study, samples
produced through the as-built process underwent
quenching and tempering within a dilatometer. After
the quenching phase, the samples were tempered at
various constant heating rates between 1°Cs™' to
1000°Cs~', culminating at final tempering temperatures
of 200°C to 600°C. The obtained temperature profiles
were used to compute the Py, parameter, according to
Equation (10). In this equation, Py is equal to CTy,
with Ty representing 293.16 K. The constant C depends
on the carbon content and was calculated to C=19.04
[40]. Using Equation (11), the hardness values resulting
from these tempering experiments are calculated and
represented graphically against the Py, parameter in
Figure 5.

T
Pryi = Pryj1 + IP . - At (10)
HJ,i—1 —c
2.303-10 Ti
() = 976.1 HV1 — 0.0324 HV1 - Pyy;  Pry; > 7600
Hi7 =1 731.0 HV1 Py < 7600

(1

To assess the bulk hardness in the simulated com-
ponents, the ROl was examined. This examination
extended to at least four layers beneath the surface.
For the highest VED scenarios, the analysis was
extended to up to six layers to ensure that equili-
brium hardness levels were achieved for each simu-
lated VED configuration. Afterwards, the mean
hardness, along with its standard deviation, was com-
puted based on the hardness values attributed to
individual finite elements present within this desig-
nated area.

The proposed FE simulation approach for the PBF-
LB process was adeptly harnessed by incorporating

= Exp. hardness ---- Linear approximation
800 T T T
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700+ “at ]
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Figure 5. Hardness values of quenched and tempered samples
with different heating rates and maximum tempering tempera-
tures plotted over the calculated tempering parameter for each
experiment. The linear approximation used for this study is visu-
alised with a dashed line.

temperature and phase-dependent tempering effects
into the simulation model. This strategic approach
facilitated a thorough exploration of the hardness
profile throughout the process and allowed for a
detailed  investigation  of  various  parameter
combinations.

2.4.9. Optics modelling

In order to combine the two scales (macro- and meso-
scale) into one simulation model, two different optic
models were used for the energy input, both visualised
in Figure 6 (the differences in normalised power
density should be noted).

2.4.10. Goldak type optic

The Goldak type optic uses a double-ellipsoid as the
heat source which was originally created for welding
process simulations [41], but was adapted for the
laser based additive manufacturing process like PBF-
LB [23,42,43]. This optic is then moved across the
part according to the trajectory created by the G-
Code. It shows a high accuracy in the high and low
temperature regions [23]. The volume heat flux is
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(2)
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(b)

Figure 6. Visualisation of the two optic models used for this study. With the Goldak type optic (a) and the line equivalent optic (b).

calculated in the Abaqus subroutine DFLUX according
to the modified Goldak equation [23,42], shown in
Equation (12).

2qP
ooy 2t =
2
x—wt)? (y—wit)" 22
" EXp <_ a2 - b2 T2

(12)

The laser power P is directly taken from the exper-
iment, with the parameters a and b equal to the
laser spot diameter [23]. Since the parameter ¢,
and the laser absorption coefficient n are depen-
dent on the laser power P, the laser speed in
x-direction v, and the laser speed in y-direction
vy, they were fitted to the experimental results
Section 3.1.

2.4.11. Line equivalent optic

The line equivalent optic is based on the Goldak
optic, but is simplified in order to optimise the com-
putation cost for macroscale simulations. This type of
optic averages the energy input over a longer time
period (@ complete scan path in this case), while
maintaining the same energy input for each finite
element compared to the Goldak model. A Python
script is used to calculate the equivalent optic for
each line with the actual line length, laser speed
and laser power by moving the Goldak model over
a 3D mesh. The volume heat flux is integrated for
each finite element and is then divided by the total
time to process this scan path in order to get the
average volume heat flux. The results are then fitted
with three dimensional rectangular Gaussian function
in order to be used in the Abaqus DFLUX subroutine

Equation (13).
f(x,y.z)=a

2\ y? Py 2\
P T\ 202 207 202
(13)

Similar approaches for equivalent optics were already
successfully used for the laser surface hardening
process [7,44]. This simplification reduces the compu-
tational cost by allowing the usage of larger time and
spacial increments during the simulation, while redu-
cing the accuracy in near field temperature prediction.
Due to the exact same energy input as the Goldak
model, the far field temperature can be calculated
with high accuracy.

3. Results and discussion

3.1. Dimensions of the hardened zone of single
beads

In order to validate the proposed simulation models for
the PBF-LB process, the single beads printed on top of
the samples without additional powder were used.
Due to the microstructure of the single beads and the
surrounding area, a direct measurement of the melt
pool sizes is unreliable. Since both the hardened zone
(HZ) and the previously melted zone show a martensitic
microstructure after cooling to room temperature, the
boundary between both is not easily visible. Therefore,
the size of the hardened zone is used for the comparison
of the simulation and the experiment, due to the visual
difference between the newly hardened zone and the
surrounding highly tempered martensitic microstructure
Figure 7. The width and depth of the HZ were exper-
imentally measured on the cut surface of the samples.



Depth of HZ

Figure 7. Light microscopic image of a exemplary etched cross
section of a single bead printed on top of the sample without
additional powder. The effective top surface, the boundary of
the hardened zone and the width and depth measurements
are highlighted in this image.

All samples used for the validation were excluded from
the parametrisation data set and were only used for
the purpose of this validation. The simulations used
the same process parameters as their experimental
counterparts and the Goldak type energy input as pro-
posed in Section 2.4.9. Both the absorption coefficient
n and the ¢ parameter of the Goldak function were
fitted to a logistic function Equation (14).

Amax - Amin

f(P, v) = Amin + (14)

For the absorption coefficient, the limits Amin and Amax
were set to 0.3 and 0.9, respectively [45-47]. The func-
tion was then fitted to the experimental data with
Xo =0.214Jmm~" and a, =6.9. Likewise, for the
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Goldak parameter ¢ the limits Anin and Anax were set
to the layer height as the minimal absorption depth
and three times the layer height as the maximum
absorption depth in the stable process window, respect-
ively. The function was then fitted to the experimental
data with xo = 0.282Jmm~" and a, = 9. The proposed
FEM simulation generally predicts the width and depth
of the HZ with only small deviations for the heat conduc-
tion welding regime Figure 8. Due to bigger scattering of
the experimentally measured sizes of the HZ near the
keyhole welding regime (melt pool instability), the
quality of the fit also decreases while still predicting an
accurate mean size of the width and depth of the HZ.

3.2. Global thermal history of printed cubes

The temperature profile of the multiscale approach were
compared to the macroscale and quasi-mesoscale
approach for a VED of 65Wmm™3 Figure 9 (a) and a
VED of 115Wmm™— Figure 9(b) in order to validate the
temperature profile. With the workstation used for this
study (See Section 2.3), simulation times of about 7 h
per layer for the macroscale, 16 h per layer for the multi-
scale and 32 h per layer for the quasi-mesoscale simu-
lation were achieved Table 4.

The temperature profile starts at layer zero, where the
finite element is added to the simulation as part of
the new powder layer. The temperature rises slowly at
the start of the laser process of every layer, as the per-
imeter and hatch lines further away from the finite
element are printed (far-field energy input). There is no
significant difference noted for all three models during
this time period. As the laser gets closer to the finite
element, the temperature rises significantly faster. The
maximum temperature of every layer is reached when

100 pm

Depth of HZ

Hardness [HV1]
750.0

Depth of HZ 63500

550.0

450.0

350.0

(b)

Figure 8. Visualisation of the (a) measured experimental width and depth of HZ of the single beads on top of the printed parts and
prediction of width and depth of the HZ of the proposed FEM simulation and (b) direct comparison of experiment and simulation for a

LED of 0.225Jmm~".
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Figure 9. Predicted temperature profile of all three simulation models for a VED of 65Jmm~3 (a) and a VED of 115Jmm~3 (b).

the laser directly moves over the finite element, resulting
in the shortest distance to the energy input. Depending
on the used model, VED and analysed layer the
maximum temperature of every layer varies significantly.
Notably, an increase in the number of layers above the
finite element leads to a reduction in the maximum
temperature. While the multiscale and quasi-mesoscale
models reach the same maximum temperature for all
additional layers and both VEDs, the full macroscale
simulation significantly underestimates the maximum
temperature in this near-field region. Since this error
wasn’t noted for the multiscale simulation, a two scan
line wide distance from the macroscale zone to the
temperature measurement point was sufficient to
neglect errors in heat dissipation of the macroscale
models. Due to the conduction to the baseplate and
already printed regions, the part cools down rapidly,
even if the laser still melts the powder further away
from the finite element. During this cooling process
the temperature profile of all three models are

approaching the same equilibrium temperature.
Besides the differences of the temperature profile
regarding the simulation models with a constant VED,
a significant difference in the resulting temperature
profile is noted for the variation of the VED itself. A
lower VED, and therefore lower energy input, reduces
the maximum temperatures, the size of the heat
affected zone (HAZ) and significantly increases the
heating and cooling rates during the process Figure 9
(a). The tempering effects occurring during the process
can be categorised into an in-layer tempering effect
caused by the printing of adjacent lines and a layer-
wise tempering effect caused by the additional layers
printed on top. In case of the lowest analysed VED, the
temperature falls below the austenitisation temperature
during the hatching process, allowing for an in-layer
hardening, tempering and re-austenitisation process
when the adjacent line is printed. This effect is not
noted for the highest analysed VED in this study. Since
the cooling rates are lower due to the higher energy



Table 4. Simulation runtime and relative runtime compared to
the quasi-mesoscale for all three used simulation approaches.

Simulation approach Runtime [h] Relative runtime [%]
Macroscale 7 22
Multiscale 16 50
Quasi-Mesoscale 32 100

input, a more uniform heat distribution is formed. This
leads to an austenitic region that spans multiple
printed lines, with a martensitic transformation outside
the tempering zone of the laser, preventing the in-
layer tempering effects. In both cases the main temper-
ing effect is caused by the addition of the next layers
printed on top, leading to a cyclic re-austenitisation,
melting, hardening and tempering process.

The large difference in the near-field temperature
curve can be explained by the coarser approximation
of the energy distribution of the line-equivalent optic
type compared to the Goldak optic type used in the
ROl of the multi- and quasi-mesoscale optic. The
further away the energy input is located from the finite
element under investigation, the smaller the error of
this coarser approximation gets. This temperature differ-
ence is also more noticeable for lower VEDs compared to
the higher VEDs, due to the lower equilibrium tempera-
ture and higher heating and cooling rates. Since both
optic models use the same energy input, the tempera-
ture profile converges in the far-field, because small
differences in the timing and distribution of the energy
density over time are smoothed by the thermal conduc-
tivity of the printed part.

3.3. Bulk hardness of printed cubes

The calculated temperature profiles of the three simu-
lation models enable the calculation of multiple material
properties. This section focuses on the resulting bulk
hardness calculated by the incremental Hollomon-Jaffe
approach compared to the experimental bulk hardness
measurements. The minimum and maximum VED were
selected according to the results of the experimental
parameter study, in order to only simulate VEDs of the
stable process window. Figure 10 shows the resulting
hardness of the three simulation models compared to
the experimental measurements of the conducted par-
ameter study. While the predicted hardness of the
multi- and quasi-mesoscale simulations are within the
scatter band of the experimental results, the results of
the macroscale simulation are lower than the exper-
imental measurements. No austenitisation and therefore
no tempering effect was noted for the macroscale simu-
lations of a VED lower than 90Jmm™3, showing the
unchanged initialisation hardness of the powder layer,
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Figure 10. Predicted mean bulk hardness for different VEDs by
the three simulation models compared to experimental data.

which was set to 350 HV1. Only small differences
within the standard deviation of both simulations are
noted while comparing the multiscale and quasi-mesos-
cale simulations.

Due to the tempering mechanisms of the Q&T steels,
the resulting hardness after cooling is strongly depen-
dent on the local thermal history. Furthermore, the
most important time interval of the simulation is the
time between the final austenitisation of the finite
element and the subsequent layers, since it is character-
ising the tempering process. The resulting hardness of a
finite element after each printed layer with a VED of
115Jmm~3 is visualised in Figure 11, with the significant
time interval for the hardness prediction highlighted in
light green. The martensitic hardening and tempering
in the layers before the final austenitisation is nullified
by the following high temperature peaks reaching
above the austenitisation or even the melting tempera-
ture of the finite element. For all additional layers simu-
lated after the crucial time interval (highlighted in light
green in Figure 11), the maximum temperature
reached is not enough to further temper the finite
element. Since the tempering process is strongly depen-
dent on time and temperature, the low accumulated
time at temperatures lower than the maximum temper-
ing temperature is not sufficient to further reduce the
predicted bulk hardness. The equilibrium bulk hardness
is reached two layers after the final austenitisation. The
difference in the resulting bulk hardness can be
explained by the temporal shift of the final austenitisa-
tion between the macroscale and the multi- and quasi-
mesoscale models. The final austenitisation occurs one
layer earlier in the macroscale simulation, leading to
slightly higher temperatures during the tempering
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Figure 11. Predicted hardness of a finite element after each
layer is printed with a constant VED of 115 Jmm-3. The
marked region highlights the crucial time interval for the hard-
ness prediction.

interval, therefore reducing the bulk hardness compared
the multi- and quasi-mesoscale simulation models.
Another factor reducing the bulk hardness of the macro-
scale simulation is the difference in temperature during
the near-field cooling phase (See Figure 9(b) in layer +6),
effectively increasing the tempering effect due to a
longer time interval at higher temperatures. The small

(c)

deviations of the temperature profile during the near-
field cooling of the multi- and quasi-mesoscale simu-
lations result in negligible differences of the bulk hard-
ness, effectively validating the multiscale approach
with its significantly smaller ROI size.

3.4. Local microstructure of printed cubes

In this section the effect of different VEDs on local micro-
structure and hardness gradients is evaluated. Two
samples of the experimental parameter study with a
VED of 65Jmm~—3 (minimum) and a VED of 115Jmm™3
(maximum) were analysed. The SEM recordings of the
cut sections reveal the differences in microstructure for
both VEDs (See Figure 12). The sample with the lowest
VED of 65Jmm~3 shows a more pronounced graded
microstructure with previous boundaries of the har-
dened zone still visible Figure 12(a-b). The former
boundaries of the HZ are highlighted with a yellow
line. Two distinct regions are recognised in this
sample. The region with a high tempering state just
beneath a former boundary of the hardened zone is
characterised by a network of cementite precipitations
at lath boundaries Figure 12(b). The region on top of
the former boundary of the hardened zone is character-
ised by a lower tempering state just inside a former melt
pool boundary with less cementite precipitations. Fur-
thermore, the perceived effective layer height (ELH),
measured from one boundary of the hardened zone to

10 pm

(d)

Figure 12. SEM images of the microstructure of the sample with a VED of 65Jmm~3 (a-b) and a VED of 115 Jmm™3 (c-d).
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Figure 13. Calculated relative cementite fraction by all three simulation models for the minimum and maximum VED in the printed
part. Visualizing local microstructure gradients predicted by the simulation.

the next, varies from 30 m to 60 m in this sample Figure
12(a). This variation of effective layer height is likely
caused by melt pool instability, as well as defects on
the surface such as splatter, humping or balling, due
to the low VED used for this sample. In contrary, the
sample with the highest VED of 115Jmm™ shows a
rather uniform microstructure of tempered martensite
and precipitated cementite. Previous boundaries of the
hardened zone are barely visible in the SEM images
Figure 12(c-d). No significant localised differences of
the microstructure are visible for the sample with a
VED of 115Jmm™3. The microstructure appears to be
more homogeneous, showing coarser cementite precipi-
tate. Due to the orientation of the martensite laths
visible in Figure 12(d), prior austenite grains and there-
fore former melt pool boundaries could be recon-
structed in future work. Since it was out of scope for
this work to compare the quantitative difference in
cementite shapes and sizes in detail, just the qualitative
differences in estimated tempering states between the
two VEDs were used to compare to the microstructure
prediction of the proposed multiscale FEM simulation.
In order to validate the simulation models for the
qualitative microstructure prediction, simulations with
the same parameter combinations were conducted. As
a result of the approximations taken for the simulation
models, it is not possible to simulate separate carbides
in the matrix, but to show localised differences in the
tempering. Therefore, the model by Kaiser et al. [36] esti-
mates the current tempering state by calculating the
relative cementite fraction (current cementite fraction
divided by max. possible cementite fraction) for each
integration point of the FEM simulation. Figure 13 visu-
alises the simulated depth profile of relative cementite
fraction after the printing process for all three simulation

models and therefore the local microstructure gradients.
An almost fully tempered, homogeneous microstructure
throughout the sample is predicted for the high VED of
115Jmm~3, with no difference between all three simu-
lation models (Figure 13, red line). These predicted
results are qualitatively comparable with the lack of
microstructure gradients observed by the experiment
for the same VED Figure 12(c). A difference for the pre-
dicted microstructure is noted for the lower VED of
65Jmm~3 (Figure 13, blue line). While a graded micro-
structure is predicted by the multiscale and quasi-
mesoscale simulation models (Figure 13, blue line,
center and right), a homogeneous tempering state is
predicted by the fully macroscale model (Figure 13,
blue line, left). Figure 13 additionally reveals a cyclic
pattern of lower and higher tempered areas for the
lower VED sample, also observed in the experiment.
The maxima and minima of the relative cementite frac-
tion are approximately 30 m apart, which is consistent
with the nominal powder layer height. Given the ideal-
ised layer height and melt pool geometry for the simu-
lation, a direct comparison of the cyclic pattern with
experimental results is not possible.

The identified differences in local microstructure are
caused by the temperature gradient, and therefore
directly influencing the size of the HAZ. Since the
highest tempering temperatures are reached here, this
zone is the most important area for tempering (See
Section 3.3). The thermal gradients in this zone will be
decisive for the resulting microstructure. The higher
VED leads to lower thermal gradients inside the 30 m
zone, which directly corresponds to the more homo-
geneous microstructure in the experiment, as well as
the FEM simulation. Due to the higher thermal gradients
inside the 30m zone, a graded microstructure is
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predicted by the simulation and shown in the exper-
iment for the lower VED sample. The considerable differ-
ence of thermal gradients is shown in Figure 9. While the
temperature of samples manufactured with a VED of
65 Jmm~3 almost instantly falls below 200°C due to con-
duction, the samples manufactured with the higher VED
are cooling down more slowly. Overall, these results indi-
cate that the multiscale and quasi-mesoscale simulations
are able to qualitatively predict the tempering states
caused by different process parameter combinations.

4, Conclusion

A new multiscale simulation model for the PBF-LB
process of martensitic steels was introduced. Combining
macro- and mesoscale models into one simulation
reduced the computational cost, while retaining a high
accuracy. This new approach therefore offers several
advantages over other simulation methods, as well as
the experimental trial-and-error method, in order to
further optimise the process parameter selection for
functionally graded parts through intrinsic heat treat-
ment. Therefore, the simulation model offers a systema-
tic approach to process optimisation. By comparing and
linking the results of the parameter study, the following
conclusions can be drawn:

¢ An FEM simulation model for conventional heat treat-
ment processes (laser surface hardening, induction
hardening) was successfully adapted and extended
for the process simulation of the PBF-LB process. A
multiscale FEM simulation model was introduced to
combine methods from the macroscale and mesos-
cale into one simulation model in order to maintain
the accuracy of the mesoscale and significantly
reduce the computational cost (which enables the
simulation on the full part scale). The Goldak and
line equivalent optic models of the two scales were
adapted for the experimental results of printed
single beads.

¢ A hardness prediction model based on the Hollomon-
Jaffe parameter was introduced for the PBF-LB
process, considering the actual chemical composition
of the printed parts. The predicted bulk hardness of
the simulations was compared to the experimental
measurements in order to validate the simulation
models. While the multiscale and quasi-mesoscale
simulation models were able to predict the hardness
values for all analysed volume energy densities (VED),
the macroscale was not able to accurately predict the
hardness for all VEDs. The macroscale simulations
slightly underestimate the hardness for the higher
VEDs, but is not able to predict the hardness of

sample processed with a VED lower than 90J mm™3

due to the approximation of the energy input model.

o Additional microstructure analysis was conducted to
compare the simulation with the experiment. While
the multiscale and quasi-mesoscale simulation
models were able to predict the graded microstruc-
ture for higher VED samples, the macroscale was
not able to accurately predict the localised tempering
state.

¢ Since both the localised microstructure and the bulk
hardness are directly related to the calculated temp-
erature profile, the thermal simulation could be vali-
dated for the whole stable process parameter range
of the AISI 4140 Q&T steel.

The findings of this study can be further used to
improve the parameter combinations during the PBF-
LB process, especially for manufacturing functionally
graded parts with a localised adaption of process par-
ameter sets, as well as for more detailed simulations.
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