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A B S T R A C T

A novel phase-field model is developed to investigate the domain structure in ferroelectric materials subjected
to an external field. Differing from the time-dependent Ginzburg–Landau (TDGL) theory that describes domain
structures based on the spatial and temporal evolution of polarization, our model utilizes the multiphase-
field approach to calculate domain structures by minimizing the total energy functional with respect to the
multiphase-field order parameter 𝝓. The energy functional in the proposed model comprises the general
multiphase interfacial energy and the phase-dependent bulk energy, accounting for the contributions from
domain walls, and mechanical as well as electric fields. By considering the interplay between the different
energy components, the model provides insights into the complex domain structure of ferroelectric materials
and their response to external stimuli. This comprehensive approach is validated through simulations of both
single-crystal and polycrystalline structures. The approach presented in this study simplifies the computational
coefficients required to analyze the domain structure in ferroelectric materials, compared to the TDGL
approach, by disregarding the Landau potential. This makes it possible to analyze the domain structure of
materials without Landau coefficients. Furthermore, the proposed model serves as a reference for applying the
multiphase-field concept to ferroelectric materials.
1. Introduction

The phase-field method is a highly effective mesoscale compu-
tational approach used to model and predict the spatial and tem-
poral evolution of material microstructures, along with their corre-
sponding responses and properties under external stimuli. The phase-
field approach was initially introduced for solidification [1–4] and has
been widely applied to various phenomena until now. This includes
solid-state phase transformations [5–8], particle coarsening [9–11],
multiphase flow [12–14], mechanical deformation [15–19], etc. In
the context of time-dependent Ginzburg–Landau (TDGL) theories, the
phase-field method has also been successfully employed to predict
the domain structure and the phase transformation for ferroelectric
materials [20–26]. The research on ferroelectric materials, using the
phase-field method, has extended to various types of materials, in-
cluding single crystal/polycrystal bulk materials [24,27–29], epitaxial
thin-film materials [25], ferroelectric semiconductor materials [30–32],
superlattices [33,34], and ferroelectric nanostructures, such as nano
islands [35], nanodots as well as nanowires [36,37]. The multiphase-
field model, which is an extension of the phase-field method to account
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for any number of phases and components, has been the subject of
extensive study and development within the research community (see,
e.g., Refs. [4,38–41]). Recently, there has been a growing interest in
using the multiphase-field method to analyze ferroelectric materials
[42–49].

Thus, Torres et al. developed a multiphase-field model to explain
the mechanisms responsible for the coexisting ferroelectric phases
and enhanced electromechanical properties found in experiments per-
formed near the polymorphic phase boundary (PPB) in barium zir-
conate titanate-barium calcium titanate (BZT-BCT) [42–45]. Their
model couples four Allen–Cahn equations to study the domain struc-
tures and transformation kinetics for the coexisting ferroelectric phases.
The homogeneous free energy density of the individual ferroelectric
phases is taken into account with phase-dependent Landau coefficients,
allowing a thermodynamically correct and more accurate analysis near
the interferroelectric phase transitions. However, the model neglects
the mechanical field that directs the formation of the ferroelastic
domain wall (non-180° domain wall), and the simple coupling of the
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Allen–Cahn equations limits the calculations to a single crystal in
one or two spatial dimensions [43]. Fanet al. [46] also proposed a
phase-field model for polycrystal ferroelectric materials with multiple
erroelectric phases. Instead of combining the Allen–Cahn equations,
heir model combined the TDGL theory with the general multiphase-
ield functional [40], together with a model for the thermodynamically

consistent mapping of mechanical balance conditions at grain and
phase boundaries [50–52]. This extends the numerical calculations
to polycrystalline ferroelectrics with multiple ferroelectric phases in
arbitrary dimensions and allows the accurate description as well as 
the quantitative analysis of the influence of the mechanical field on
the domain structure. Relying on the new model, they investigated the
phase transformation between ferroelectric tetragonal and ferroelectric
rhombohedral phases and the corresponding domain structures with or 
without the external stimuli in the polycrystal PIC 151 material.

Additionally, the multiphase-field method has found application
outside of perovskite ferroelectric materials, as recent studies have
shown. For example, Sugathan et al. [53] used the multiphase-field
approach proposed by Steinbach et al. [54] to develop a model for
simulating the switching behavior of polycrystalline Hf1−𝑥Zr𝑥O2 thin
films. Other researchers, such as Zhu et al. [55] and Li et al. [56], and
more recently, Chen et al. [47] and Li et al. [48], have also employed 
the multiphase-field method to study the domain structures in Hf-based
ferroelectric materials.

Although the primary motivation of these works [42–48] is to 
distinguish different ferroelectric phases or paraelectric/ferroelectric
phases, the evolution of polarization is still described by the TDGL
model. In the context of the TDGL model, the polarization vector
serves as the order parameter. The model effectively captures the in-
terface properties through a comprehensive six-order Landau potential,
alongside the domain wall gradient energy [27]. Consequently, the
accurate characterization of domain walls necessitates the availability
of Landau coefficients and gradient coefficients. Nevertheless, the ex-
erimental determination or theoretical calculation of these parameters
oses significant challenges in the field of materials science. As of the
resent time, the number of materials with available Landau poten-
ials is notably limited and includes BaTiO3, PbTiO3, PbZr1−𝑥Ti𝑥O3, 
iFeO3, CaTiO3, SrTiO3, KNa1−𝑥Nb𝑥O3, LiNbO3, LiTaO3, SrBi2Nb2O9,
nd Sr0.8Bi2.2Ta2O9 [57]. However, the ferroelectrics discovered go far 

beyond these. In light of the mentioned constraints, a comprehensive 
investigation of domain structures in materials lacking the required co-
efficients, such as the aforementioned Hf-based ferroelectric materials
that are not perovskites, is impeded. Interestingly, Guin et al. [49]
proposed a new approach based on the multiphase-field approach
to describe the nonlinear domain dynamics, by treating the possible
polarization state as the phase-field order parameter, instead of using
polarization directly. They suggest that the formation of the domain
structure depends on the phase transformation between different states
of the order parameter. Building on this idea, we have developed a 
novel phase-field model in our current work to investigate the domain 
structures and material properties of ferroelectric materials.

The multiphase-field approach is based on the method proposed by
Nestler et al. [40] and the mechanical solution is performed using the
jump condition technique described in the Refs. [50–52]. In contrast
to Ref. [49], our study uses a multi-obstacle potential in conjunc-
tion with a distinct gradient energy formulation to characterize the
interfacial energy and thereby capture the domain wall properties. Fur-
thermore, the multiphase and multicomponent approach [40] enables
the simulation of both single crystal and polycrystalline structures that
include different ferroelectric phases. Importantly, compared to the 
lack of a mechanical field analysis in Ref. [49], the use of the jump 
condition methodology enables a straightforward calculation of the 
mechanical field across grain boundaries, ferroelectric phase interfaces, 
and domain walls. In particular, by replacing the Landau potential 
with a multi-obstacle potential and the domain wall energy density

with a phase-field gradient energy density, the new model enables
the numerical simulation of ferroelectric materials with insufficient
Landau coefficients and gradient coefficients. Moreover, in the pro-
posed approach, the interfacial energy parameter used to capture the
interfacial properties within the multiphase framework could be inde-
pendently and physically tailored for each interface. It can denote the
interfacial energy between different domain variants or between grains
with different orientations, or even cross interfaces separating distinct
ferroelectric phases. The paper begins with a presentation of the novel
model, followed by computational analyses of the domain structures
in both single-crystal and polycrystalline systems with/without the
application of an external field. In addition, the properties of the
polarization hysteresis and the strain hysteresis loop are calculated.

2. Methodology

2.1. Multiphase-field energy model of polycrystalline ferroelectric materials

The polycrystalline ferroelectric materials comprise grains with dif-
ferent orientations, each of which may contain a single ferroelectric
phase with distinct polarization variants (such as the tetragonal phase
in BaTiO3), or multiple ferroelectric phases with different domain
variants (such as the coexisting tetragonal and rhombohedral phases
in Pb(Ti, Zr)O3), as shown in Figs. 1(a)–(b). Accordingly, the study
proposes a method to define the polarization variants in each ferroelec-
tric phase with identical amplitude but different polar orientations as
‘‘phases (𝜙𝛼)’’. The formation of the domain structure in the ferroelec-
tric material depends on the transformation between these phases, as
shown in Fig. 1(c). The number of polarization variants, also referred to
as physical region (𝜙𝛼) in this work, is determined by the crystal struc-
ture of the ferroelectric material. The ferroelectric tetragonal phase,
for example, has six polarization variants oriented along the < 100>-
irections, which can form both in-plane and out-of-plane 180° or 90°

domain walls, as shown in Figs. 1(c) and (d).
Based on the general multiphase-field approach formulated by

Nestler et al. [40], together with a model for the thermodynamically
consistent mapping of mechanical balance conditions at the grain and
phase boundaries [50–52], the total energy functional of the novel
model describing the above concept can thus be expressed as:

 = ∫𝑉

[

𝑓grad(𝛁𝝓) +
1
𝜖
𝜔ob(𝝓)

+
𝑁
∑

𝛼=1

(

𝑓 𝛼elast (𝜺
𝛼 , 𝑷 𝛼) + 𝑓 𝛼elec(𝑷

𝛼 ,𝑬ext )
)

ℎ𝛼(𝝓)
]

d𝑉 .
(1)

Here, 𝝓 is the order parameter of the phase field that symbolizes dis-
tinct physical regions such as domain variants, ferroelectric phases, or
grains. The variable 𝑁 quantifies the total number of these regions de-
lineated by the diffuse interface. For a single crystal with a ferroelectric
phase, for example, 𝑁 represents the number of polarization variants of
the ferroelectric phase. Such an interface refers to a domain wall and
the single region corresponds to a single domain, i.e., a ferroelectric
polarization variant. In this case, as shown in Fig. 1(c), the order pa-
rameter thus is 𝜙𝛼(𝒙, 𝑡) = 1 within the single domain 𝛼, while outside of
𝛼, it is 𝜙𝛼(𝒙, 𝑡) = 0. In the domain wall region, 𝜙𝛼(𝒙, 𝑡) smoothly changes
from 0 to 1. In a polycrystalline system comprising a single ferroelectric
phase (Fig. 1(a)), the diffuse interface can also be the grain boundary
and the additional 𝝓grain =

∑𝐾
𝛼=1 𝜙𝛼 is introduced to describe grains

with varying orientations. Here, 𝐾 denotes the number of polarization
variants in the ferroelectric phase, resulting in 𝑁 = 𝑀𝐾, where 𝑀
is the grain count. For the polycrystalline system, which consists of
ferroelectric phases (Fig. 1(b)), the interface can also represent the
interphase boundaries separating domains of different phases. In this
scenario, each grain is defined as 𝝓grain =

∑𝐿
FP=1

∑𝐾
𝛼=1 𝜙FP,𝛼(𝒙, 𝑡), with

∑𝐾
𝛼=1 𝜙FP,𝛼(𝒙, 𝑡), the polarization variants in each ferroelectric phase. FP

denotes the ferroelectric phase and 𝐿 signifies the total number of these
phases. Hence the total number of polarization variants across all grains

∑𝐿
is given by 𝑁 =𝑀 FP=1 𝐾𝐹𝑃 , where 𝐾𝐹𝑃 corresponds to the count of
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Fig. 1. The scheme used in the current model to calculate domain structures in ferroelectric materials. (a) A polycrystalline structure with a single ferroelectric phase, where
𝐺𝑚 (𝑚 = 1, 2…𝑚) represents the grain 𝑚, while the 𝑘th variant of the ferroelectric phase is denoted by 𝑉𝑘 (𝑘 = 1, 2… 𝑘); (b) A polycrystalline structure with multiple ferroelectric
phases, in which 𝐹𝑃1 to 𝐹𝑃𝐿 represent the ferroelectric phase from 1 to 𝐿; (c) A description of the in-plane ferroelectric tetragonal variants over the diffusion region, where 𝜖
relates to the interfacial thickness. (d) The in-plane (T1–T4) and out-of-plane (T5 and T6) polarization variants in the tetragonal phase.
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polarization variants in the ferroelectric phase FP. In addition, the local
constraint ∑𝑁

𝛼 𝜙𝛼(𝒙, 𝑡) = 1 is always fulfilled, regardless of whether the
system under consideration is a monocrystalline or a polycrystalline
structure.

In Eq. (1), the interfacial energy density between polarization vari-
ants, phases, or grains is given by the first two terms on the right-hand
side, where 𝑓grad(𝛁𝝓) denotes the gradient energy density and 1

𝜖𝜔ob(𝝓)
is the multi-obstacle-type potential energy density, with 𝜖 scaling the
interface thickness, which in this case is given by 𝜋2∕4 𝜖. Apart from
this, the summation part in Eq. (1) represents the phase-dependent bulk
nergy consisting of the elastic energy 𝑓 𝛼elast (𝜺

𝛼 ,𝑷 𝛼) and the electric
nergy density 𝑓elec(𝑷 𝛼 ,𝑬ext ), in which 𝜺𝛼 denotes the strain tensor
nd 𝑬ext represents the external electric field. 𝑷 𝛼 is the cross-phase
olarization, where the orientation is determined by its material crystal
tructure, while the amplitude is fixed at the absolute value of the
pontaneous polarization. In addition, the use of an interpolation func-
ion ℎ𝛼(𝝓) = 𝜙𝛼 , which satisfies the condition ∑

𝛼 ℎ
𝛼(𝝓) = 1, allows

s to capture the transformation of the polarization state across the
nterface, which facilitates the calculation of the bulk energy in the
iffusion region. Different choices for the interpolation functions are
lso applicable. An overview and a deeper discussion can be found
n [58].

Based on Ref. [54], the gradient energy density in Eq. (1) can be
formulated as:

𝑓grad(𝛁𝝓) = 𝜖
∑

𝛼,𝛽>𝛼
𝛾𝛼𝛽𝛁𝜙𝛼𝛁𝜙𝛽 , (2)

by using 𝛾𝛼𝛽 as the isotropic interfacial energy density. The adoption
of a multi-obstacle potential allows the phase-field variables to attain
values of 0 and 1 within the intended interface width. This property
facilitates the storage of interface information and conserves memory
in numerical computations [41]. Furthermore, the double obstacle po-
tential effectively prevents the expansion of multiple junctions into the
interface region [41]. Hence the multi-obstacle potential is considered
in this work, which can be expressed as:

1
𝜖
𝜔ob(𝝓) =

16
𝜖𝜋2

𝑁,𝑁
∑

𝛼<𝛽
𝛾𝛼𝛽𝜙𝛼𝜙𝛽 (3)

In the event that the 𝑁−tuple 𝝓 does not reside on the Gibbs simplex
𝒢 = {𝝓|

∑

𝛼 𝜙𝛼 = 1, and𝜙𝛼 ≥ 0}, the value of 𝜔ob(𝝓) is assigned to
infinity. We note that a multiwell potential can also be considered,
although this is not the focus of the current study.

The polarization orientation automatically rotates with the grain
orientation, as the polarization is interpolated based on the phase-field
order parameter 𝝓. As a result, the elastic energy density for each phase
in the polycrystalline ferroelectric material is defined as follows:

𝑓 𝛼 (𝜺𝛼 ,𝑷 𝛼) = 1 [[𝜺𝛼 − �̃�𝛼(𝑷 𝛼)] ⋅ 𝑪𝛼 ⋅ [𝜺𝛼 − �̃�𝛼(𝑷 𝛼)]
]

. (4)
elast 2
𝑪𝛼 denotes the elastic stiffness of the material, which is dependent on
the ferroelectric phase, but independent of the variant. The symbols
𝜺𝛼 and �̃�𝛼(𝑷 𝛼) respectively represent the total strain and the inelastic
strain. Using the Einstein summation convention, �̃�𝛼𝑖𝑗 (𝑷

𝛼) is defined as:

̃𝛼𝑖𝑗 (𝑷
𝛼) = 𝑄𝑖𝑗𝑘𝑙𝑃

𝛼
𝑘 𝑃

𝛼
𝑙 , (5)

n which 𝑸𝛼 is the ferroelectric phase-dependent electrostrictive coef-
icient. The total strain resulting from the gradient of the displacement
is defined as:

= 1
2

[

𝛁𝒖 + (𝛁𝒖)T
]

. (6)

can be decomposed into phase components, using 𝜺 =
∑

𝛼 𝜺𝛼ℎ𝛼(𝝓),
s explained in Refs. [50–52,59,60]. Similarly, 𝝈 follows a similar
olumetric decomposition approach. As mentioned earlier, we apply
he jump condition approach to deal with the mechanical field. This
ethod uses normal stress components and tangential strain compo-
ents to define a consistent potential type, which in turn helps in
ormulating the driving force. Further details can be found in Ap-
endix A.

When an external electric field 𝑬ext is present, the electrostatic en-
rgy 𝑓 𝛼elec(𝑷

𝛼) in polycrystalline ferroelectric materials results from both
he energy density of the long-range multiple dipole–dipole electric
nteractions and the external electric energy. This energy density can
e obtained by:

elec(𝑷 𝛼) = −1
2
𝛁𝜓 ⋅ 𝑷 𝛼 − 𝑬ext𝑷 𝛼 . (7)

𝜓 is the electrostatic potential for the long-range dipoles and 𝛁𝜓
represents the depolarization electric field in the global coordinate.
Depending on the electrostatic equilibrium equation of the electric
displacement 𝐷𝑖,𝑖 = 0, with 𝐷𝑖 = 𝜅0𝜅𝑟𝛁𝜓 + 𝑃𝑖, 𝜓 can be solved by:

𝜅0𝜅𝑟𝜟𝜓 = 𝛁 ⋅ 𝑷 𝛼 . (8)

𝜅0 = 8.85 × 10−12 F∕m denotes the absolute dielectric permittivity, while
𝜅𝑟 = 50 is known as the background dielectric permittivity.

2.2. Governing equation

Based on the work of Refs. [6,41,54], the minimization of the energy
functional Eq. (1) leads to the computation of the domain structure,
performed according to the order parameter 𝜙𝛼 :

𝜕𝜙𝛼(𝒙, 𝑡)
𝜕𝑡

= − 1
�̃�𝜖

�̃�
∑

𝛽≠𝛼

[

𝑀𝛼𝛽
(

𝛿
𝛿𝜙𝛼

+ 𝜖�̂�(𝜙𝛼 ,𝛁𝜙𝛼)

− 𝛿 − 𝜖�̂�(𝜙𝛽 ,𝛁𝜙𝛽 )
)]

+ 𝜕£ ,

(9)
𝛿𝜙𝛽 𝜕𝜙𝛼
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where 𝑀𝛼𝛽 is known as the phase-field mobility for the phases 𝛼 and 𝛽
nd denotes the number of the locally active phases. 𝛿∕𝛿𝜙𝛼 is the
ariational derivative of the total energy, with respect to 𝜙𝛼 , defined
y
𝛿 = 

𝜕𝑓 
− 𝛁 ⋅ 

𝜕𝑓 
. (10) 𝛿𝜙𝛼 𝜕𝜙𝛼 𝜕∇𝜙𝛼

ccording to Ref. [6,16,52], the resulting bulk driving force arising
rom the elastic energy density with the jump condition approach can
e characterized as:

𝜟𝛼𝛽elast (𝝓, 𝜺, 𝑷 ) = 𝜕𝑊
𝜕𝜙𝛽

− 𝜕𝑊
𝜕𝜙𝛼

, (11)

here 𝑊 is the overall elastic potential based on continuous variables.
he detailed expression can be found in Appendix A.

The driving force resulting from the electrostatic energy can be
ritten as:

𝛼𝛽
elec(𝑷 , 𝑬) = 𝑓 𝛽elec

𝜕ℎ𝛽 (𝝓)
𝜕𝜙𝛽

− 𝑓 𝛼elec
𝜕ℎ𝛼(𝝓)
𝜕𝜙𝛼

. (12)

To describe the polarization variations that can form at the interface
characterized by potential energy with multiple obstacles, including
domain boundaries, phase boundaries, or grain boundaries, as shown
in Eq. (1), we introduce a noise term £ to account for the thermal
fluctuations described as follows:

£ =
𝑁,𝑁,𝑁
∑

𝛼<𝛽<𝛿
𝜙𝛼𝜙𝛽𝜙𝛿 ⋅𝐷 ⋅ 𝐴. (13)

The variable 𝐷 characterizes the type of noise distribution, which
can take various forms, such as uniform, Gaussian, and others, while
A determines the magnitude of the fluctuations. It should be noted
that the inclusion of the noise term £ to model the nucleation of
polarization variations is not essential if the simulation includes a
multiwell potential. This is attributed to the isotropic of the interface
in the multiwell potential, which induces thermodynamic fluctuations
that occur naturally at the interface, in the presence of external stimuli.
To ensure both a reasonable interface quality and highly effective
simulation efficiency, an isotropic gradient energy density

𝜖�̂�(𝜙𝛼 ,∇𝜙𝛼) = 𝜖𝛾𝑐𝛼

(

𝛥𝜙𝛼 − |∇𝜙𝛼|∇ ⋅
(

∇𝜙𝛼
|∇𝜙𝛼|

))

(14)

s integrated into the multiphase content and included in the phase-
ield evolution Eq. (9). This helps to strike a balance between low
nterfacial energy, high bulk driving forces, and an appropriate grid
esolution. Note that the second term in Eq. (14) compensates for the
urvature-minimizing property of the Laplace operator, thus preserving
he equilibrium profile of the phase field, while preventing changes in
ts shape [6,61]. Regarding the nucleation mechanism of Eq. (13) and
he physical meaning behind Eq. (14), the reader is recommended to
ef. [6].

The mechanical equilibrium can be expressed by the static momen-
um balance equation:

⋅ 𝝈 = 0, (15)

in which 𝝈 represents the elastic stress that is solved based on a
mechanical jump condition approach [50,52].

2.3. Numerical simulations

To validate the new multiphase-field model in the ferroelectric ma-
erial, we performed simulations using our in-house software package,
ace3D (Parallel Algorithms for Crystal Evolution in 3D) [62]. Specif-
cally, we used a finite difference algorithm with an explicit forward
uler scheme to solve the phase-field evolution equation (Eq. (9)) and

determine the domain structure at room temperature (T = 300K).

After solving the phase-field evolution equation (Eq. (9)), we have
Table 1
The phase-field parameters and material coefficients used in the current simulation.

Material coefficients Symbol Value Unit

Dielectric stiffness 𝛼1 (T-381)*3.34a 105 ⋅ [m∕F]

Interfacial length parameter 𝜖∕𝛥𝑥 4 –
Interfacial energy 𝛾𝛼𝛽 0.01 J∕m2

Phase-field mobility 𝑀𝛼𝛽 1 –
Elastic tensor 𝑪 𝐶11 27.50 1010⋅[N∕m2]

𝐶12 17.90 1010⋅[N∕m2]
𝐶44 4.80 1010⋅[N∕m2]

Electrostrictive tensor 𝑸 𝑄11 11.00 10−2⋅[m4∕C2]
𝑄12 4.50 10−2⋅[m4∕C2]
𝑄44 7.75 10−2⋅[m4∕C2]

Gradient coefficient 𝐺11 51 10−11⋅[Nm4/C−2 ]

a Values of 𝛼1 ,𝑪 and 𝑸 are taken from Ref. [31]

implicitly solved the mechanical equilibrium condition (Eq. (15)) in
every time step. For details on this procedure, we refer the reader
to Refs. [15,17,50]. Additionally, we solved the electrostatic equilib-
rium condition (Eq. (8)) using the conjugate gradient approach. To
reduce simulation time, the domain was decomposed in both 𝑥- and
𝑦-directions using the message passing interface (MPI) standard. The
computational structures for both monocrystalline and polycrystalline
systems were created using the Voronoi tessellation. The domain was
discretized into cells with uniform dimensions of 𝛥𝑥 = 𝛥𝑦 = 𝛥𝑧 =
0.5 nm, regardless of the system size.

BaTiO3 (BTO) was selected as the model material for this investiga-
ion, and the simulation was limited to one ferroelectric phase, namely
he tetragonal phase. To ensure numerical stability, we set the diffuse
nterface width parameter 𝜖 to 4𝛥𝑥, resulting in an interface width of
bout 6.5𝛥𝑥= 3.25 nm, since a multi-obstacle-type potential is used. As
utlined in Ref. [63], the thickness of the 90° domain wall in BTO

spans from 2 nm to 25 nm. Therefore, it could be concluded that the
interface width in the simulation also has a physical significance. To
convey a physical implication and not just a numerical value, we set the
interfacial energy 𝛾𝛼𝛽 for each variant to the 180° domain wall energy
in 1 nm, which can be written as:

𝛾𝛼𝛽 = 1.26|𝛼1|𝑙0𝑃 2
0 , (16)

based on Ref. [27]. 𝛼1 is the dielectric stiffness at room temperature.
𝑙0 is defined as

√

𝐺11∕(0.6|𝛼1|), where 𝐺11 represents the gradient
coefficient. Additionally, 𝑃0 = 26 μC∕cm2 [64] is the spontaneous
polarization. The mobility coefficient 𝑀𝛼𝛽 of the tetragonal variants,
which also represents the domain wall mobility in the current model,
was set to one. At room temperature, the grains are immobilized in the
BTO material, so we fixed the grain boundaries in our simulations by
setting the grain interfacial mobility 𝑀𝛼𝛽 to zero. The elastic stiffness
tensors were treated as isotropic and taken from Ref. [31]. To increase
accuracy, the input data is transformed into a dimensionless form. The
corresponding transformation method is explained in more detail in
Appendix B. For clarity, we listed the simulated parameters in Table 1.

3. Simulation results and discussion

3.1. Phase-field simulation in the single-crystal structure

3.1.1. Formulation of a ferroelectric domain structure
At the beginning of the numerical modeling, the domain structure of

the tetragonal phase within a single grain was calculated in the absence
of an external field. For computational convenience, quasi-2D simula-
tions (see Fig. 2) are performed on a 100 × 100 × 1 cell in the following
subsections to illustrate the formation of the domain structure and its
response to an external field. To validate the dimensional extension of
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Fig. 2. The initial configuration (a) and temporal evolution (b–e) of the 2D single crystal in the simulation. (f) illustrates the distribution of the electric potential 𝜓 and the von
Mises stress (black lines) at 2100𝛥t. The orientation of the polarization for each respective variant can be seen in Fig. 1(d).
the model, we also performed a 3D calculation of a single crystal with
00 × 100 × 100 voxels (see Fig. 3). Periodic boundary conditions are
mployed for all fields. Fig. 2(a) shows the initialization of the quasi-
D simulation, where four tetragonal polarization variants randomly
ccupy the computational area of a single grain. The corresponding
olarization orientation of each tetragonal variant is shown in Fig. 1(d).

The dark color in Fig. 2 represents the variant whose polarization di-
rection is aligned with the positive direction of the axis, and vice versa.
It should be mentioned that in this case, the governing equation of the
phase-field model, Eq. (9), is solved without the nucleation mechanism,
ince all variants are already present in the initial state. The main
ransformation of the four polarization states is shown in Figs. 2(b)–(e).
o eliminate the effect of the depolarization field, the system can be ob-
erved to naturally form a head-to-tail domain structure by consuming
2 and T3 variants, thus avoiding the initially assigned head-to-head
r tail-to-tail polarization states. The equilibrium state of the single-
rain simulation is demonstrated in Fig. 2(e), in which 90° domain
alls form with {110} twin planes, indicating the contribution of the

train energy during the domain formation process. The simulated 90°
omain walls of the tetragonal phase with the head-to-tail arrangement
re consistent with the calculated result of Wang et al. [24] as well as
ith our previous work [46], using the conventional TDGL method,
roviding the first validation of the reliability of our current model. In
ddition, Fig. 2(f) shows the distribution of 𝜓 , where the black lines on
he plot indicate the contours of the von Mises stresses. The uniformity
f the electrostatic energy and elastic strains is evident throughout the
omain, while variations are observed at the domain walls. It should be
oted that in addition to the lamellar polarization configuration, more
omplex but reasonable domain structures can also be obtained with
he current simulation parameters, depending on the original setup
r the computed geometry. The equilibrium domain structure of a
00 × 500 grain, for instance, can be found in Appendix C (Fig. 13).

The initial state and the simulated results of the 3D single crystal are
shown in the first row of Fig. 3. Again, the polarization configuration of
each variant refers to Fig. 1(d). The dark-colored regions represent the
tetragonal variants with the polarization direction aligned along with
the positive 𝑥, 𝑦, or 𝑧-axis, while the corresponding light-colored re-
gions represent the variants with polarization in the opposite direction.
The computed result shows the head-to-tail 90° domain wall, con-
structed by the tetragonal variants T2 and T6. The total strains 𝜀11 and
𝜀33 at equilibrium are also shown in the first row of Fig. 3. The domain
structure and the distribution of the total strain in the 3D tetragonal
single crystal indicate that the formation of the domain structure is
also primarily influenced by the strain energy. Fig. 3 also shows the
temporal evolution of the morphologies across three sectional planes
(𝑥𝑦, 𝑥𝑧, and 𝑦𝑧), providing insight into the formation mechanism of
the domain structure. The sections in the 𝑥𝑦, 𝑥𝑧, and 𝑦𝑧 planes are
centered at the middle section of the axis perpendicular to the plane
and provide a consistent central point for comparison. Simulations from
0 to 100 steps indicate that the depolarization field dismisses the tail-to-
tail and head-to-head domain structure. The appearance of the unfilled
T6 variant at the boundary in the 𝑥𝑧 plane is a remarkable observation,
suggesting that the formation of the domain structure in one plane

is influenced by interactions with other domains. Over time, the 90°
domain structure in each plane stabilizes, culminating in the formation
of 90° ferroelastic domain structures in the 3D single crystal. One could
find that a curved interface emerges during the simulation, exemplified
by the curvature domain wall connecting the T4 and T6 variants in the
𝑥𝑦-plane at 𝑡 = 100𝛥𝑡, positioned between the highlighted red circles.
Notably, such a curved interface may be due to a reduced resolution
in the 3D simulation, especially near the triple junction. At the triple
junction, the phase interfaces intersect at a 120° angle and advance due
to the associated driving force. Consequently, a phase interface bridging
two triple junctions can be affected by two directions. Reducing the
resolution in the 3D simulation makes significant changes to the phase
interface difficult and leads to the manifestation of curvature in the
phase interface.

The simulation results demonstrate that the proposed phase-field
model is capable of describing the formation of domain structure
in ferroelectric materials without an external field. In the following
subsection, we provide insight into the behavior of domain switching
exposed to an external field.

3.1.2. Domain switching induced by an electric field
To further demonstrate the practical applicability of the current

model in capturing the behavior of ferroelectric materials, we first
simulated polarization switching under an external electric field. The
process of such a domain switching can be divided into three main
steps: (1) nucleation of a domain with reversed polarization, usually
at interfaces or defects due to locally high free energy, (2) fast-forward
propagation of domains in the direction of the electric field, due to the
high energy of the forward charged domain edge, and (3) lateral do-
main growth perpendicular to the electric field, enabled by a sidewise
motion of the nominal charge-neutral domain wall [65]. In order to
model this process in our numerical simulations, the noise £ in Eq. (9)
is applied at every fiftieth-time step, with a uniform distribution during
the first 1000 iteration steps. Similarly, we enforced periodic boundary
conditions on the phase field, the electric field, and the mechanical field
to ensure consistency in our simulation.

Fig. 4 shows the simulated results of applying an electric field,
𝐸∗
ext = 1 (𝐸ext = 𝐸∗

ext |𝛼1|𝑃0 × 106 kV∕mm), to the equilibrium domain
structure depicted in Fig. 2(e), along different tetragonal crystal orien-
tations. Notably, the arrows in (f), (j), (k), and (l) indicate the direction
of the induced electric field. To illustrate how the new model can
achieve domain switching, we present an example where the simulation
of 𝐸∗

ext is aligned with the T2 direction, as shown in Figs. 4(a)–(f).
Initially, the phase-field values of the T2 and T3 variants appear
temporarily in small quantities at the binary T1–T4 interface, since
noise is applied to the phase field, which can be observed in Fig. 4(a).
The energetics of the system determines whether the new phase will
grow or not. If the growth of the new phase is energetically favorable,
it overcomes the nucleation barrier. However, if it is not favorable,
the introduced disturbances disappear within a few time steps. This
phenomenon explains why the T2 variant grows, while the T3 variant
disappears in Figs. 4(b) and (c). It should be mentioned that this
approach enhances the numerical efficiency of the simulation and
enables the exact computation of all interpolated quantities. However,
the decisive factor is the choice of the interval between two noise
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Fig. 3. The simulation of a single crystal in 3D. The first row shows the initial state, the simulated results, and the total strain in 3D. The temporal evolution of the 𝑥𝑦-plane at
position 𝑧 = 50, of the 𝑥𝑧-plane at 𝑦 = 50, and of the 𝑦𝑧-plane at 𝑥 = 50 are shown from the second to the fourth row, respectively. The orientation of the polarization for each
respective variant can be seen in Fig. 1(d).
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steps. It should be large enough to enable the system to eliminate
ndesired variations at energetically unfavorable nucleation sites, and
lso small enough to avoid significant effects on the resulting mi-
rostructure. Since the applied electric field is along the [1̄00] direction,
he formation of T4 variants is energetically more favorable compared
o T1 variants. As a result, the T4 variants grow while consuming
he T1 phase, which can be observed in Fig. 4(d). Simultaneously, as
hown in Figs. 4(d) and (e), the most favorable T2 variants nucleate
uccessfully and grow from the phase boundary, consuming both the
1 and T4 variants. In Fig. 4(f), the system eventually reaches a stable
tate, characterized by a 90° domain structure composed of T2 and T4
ariants.

In contrast, when the same external electric field 𝐸∗
ext is applied

o the 𝑥-positive axis, as shown in Fig. 4(g)–(j), it can be observed
hat even when thermodynamic perturbations are repeatedly caused
y the noise £ , the T2 and T3 variants do not nucleate. This is due
o the fact that the energetically more favorable T1 variant remains
table in the system. In this case, the domain switching was achieved
y widening or narrowing the corresponding variants. We also applied
he external electric field with the same amplitude along the positive
nd negative 𝑦 axes, as shown in Figs. 4(k) and (l). A comparison of
igs. 4 (f) and (k) shows that after switching from the initial structure of
he domain (Fig. 2(e)), not only the orientation of the domain changes,
ut also its size and configuration. This indicates that both 180° and 90°
omain switching occurs when the external electric field is aligned with
he direction of the absent variants, whereas polarization switching of
0° is observed only when the induced field is parallel to the existing
ariants (Figs. 4 (j) and (l)). The results calculated with the current
odel are in agreement with the previous simulations described in
ef. [24], confirming the suitability of our novel phase-field model for

he calculation of single crystals under an external electric field.
.1.3. Polarization and strain hysteresis
The phase-field model for ferroelectric materials should not only

llow a qualitative analysis of domain structures, but also a quantitative
alculation using an external field. Ferroelectric materials exhibit non-
inear electric and mechanical characteristics with polarization switch-
ng. Therefore, in this section, we simulated the polarization and strain
ysteresis of the BTO material under the external electric field. Setting
ig. 2(e) as the original state, the induced electric field is parallel
antiparallel) to the positive 𝑥-axis, when 𝐸ext has a positive (negative)
agnitude. Using increments or decrements of 0.24 in strength, the
imensionless 𝐸∗

ext firstly increased from 0 to 1.2, then decreased from
.2 to −1.2, followed by another increase from −1.2 to 1.2. To ensure
hat the calculated structure reaches an equilibrium state, an iteration
ith a number of 4000 steps was performed at each loading point of the
lectric field. During the first 1000 steps, the same nucleation mecha-
ism is used at each point. The average polarization 𝑃 ∗

1 (𝑷 ∗ = 𝑷 ∕|𝑃0|)
nd the average strain �̄�11 in the positive 𝑥-axis were considered as
he microscopical response of the simulated ferroelectric to the applied
lectric field. In this simulation, we did not consider the variation of
he polarization magnitude under the external field. The calculated PE
oop and butterfly are shown in Fig. 5, and the domain configuration
f the corresponding points A–G is shown in Fig. 6.

As shown in Figs. 5(a) and (b), starting from the initial state
(Fig. 2(e)), the application of an electric field along the positive 𝑥-axis
results in an increase of both the average polarization and the average
strain. The presence of the energy-favorable T1 domains explains the
absence of domain nucleation, when comparing Figs. (a) and (e). The
change in the domain structure is due to the movement of the domain
walls, which leads to the expansion of the T1 variant, at the expense
of the T4 variant. Furthermore, the presence of multiple domains



r

i
o
a
(
r
i
c
s
d
s
t
i

a
s
o
t
j
i
o
s
s
a
f
a
f

Fig. 4. The simulated results of the domain switching in the application of an external electric field. (a)–(f) shows the temporal evolution of 𝐸∗
ext applied along the negative

𝑥-axis; (g)–(j) shows the temporal evolution of 𝐸∗
ext applied along the positive 𝑥-axis; (k) and (l) show the simulated results of applying 𝐸ext along the positive and negative 𝑦-axes,

espectively. The blue arrows in (f), (j), (k), and (l) represent the direction of the induced electric field.
Fig. 5. The simulated polarization and strain hysteresis under the external electric fields.
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ndicates that point A has not yet reached the saturation state with
nly one domain configuration. As 𝐸∗

ext decreases from A to C, both the
verage polarization and the average strain exhibit a linear decrease
Figs. 5(a)–(c)). Increasing the negative external electric field caused a
eversal of the average polarization direction and a significant change
n the domain structure, resulting in a jump from point C to D in the
omparison between polarization and electric field loop (Fig. 5(a)) and
train and electric field (Fig. 5(b)). Thus, the coercive field can be
etermined by such a jump. When the negative external electric field
trength is increased to point E, the volume fraction of variant T2 in
he domain structure increases (as shown in Fig. 6(e)), additionally
ncreasing 𝑃 ∗

1 and �̄�11, as shown in Fig. 5.
As the applied electric field increases from −1.2 to 1.2, the aver-

ge polarization increases steadily, while the average strain decreases
moothly from point E to G, as expected. This corresponds to the growth
f variant T4 in the domain structure, as shown in Figs. 6(e)–(g). When
he electric field reaches the coercive field, the average polarization
umps from negative to positive, while the average strain also jumps, as
ndicated by points G and H in Fig. 5. This is consistent with the reversal
f the polarization direction and the associated change in the domain
tructure (Figs. 6(g) and (h)). At this stage, we have completed the
imulation of the hysteresis loop of the average polarization versus the
pplied electric field and the average strain versus the applied electric
ield. It is worth noting that in the current single-crystal simulation,
linear change in the average polarization and average strain results

rom the assumption of a constant magnitude of polarization (|𝑃 | =
26 μC∕cm2), with an increase or decrease in 𝐸ext as well as variations

in the external electric field. T
3.1.4. Domain switching induced by a mechanical field
In addition to electric fields, external stress or strain can also induce

domain switching, which is another important property of ferroelectric
materials. Therefore, in this study, we also calculated the variational
transformations induced by an applied strain along the positive 𝑥-axis.
ig. 7 shows its temporal evolution of the variants transformation,
amely the domain switching, as well as the elastic strain, when a
ompressive strain 𝜺ext11 = 0.01 is applied to Fig. 2(e). It is worth noting
hat the same approach to nucleation was used in the simulation for
xternal stress- or strain-induced domain switching. However, since
he energetically favorable variants were already present in the initial
onfiguration, variants T2 and T3 did not nucleate. This means that
he polarization switching induced by a mechanical field is achieved
y the movement of the variants already present. Due to this motion,
he original tetragonal T1 variant shrinks, while the T4 variant in
ig. 7(a) grows. After 1200 simulation steps, the T4 variant occupies the
ntire region, resulting in the formation of a single-domain structure.
comparison between the equilibrium structure at 300 steps and the

nitial structure (0 steps) indicates that only a 90-degree polarization
witching occurs under the external strain. Figs. 7(b) and (c) show the
emporal evolution of the strain components 𝜀11 and 𝜀22, respectively.
hese plots demonstrate that the 90° polarization switching results in
change in the strain distribution, which in turn reduces the strain

nergy and minimizes the free energy of the system. Because the 180°
olarization switching primarily results from depolarization energy
enalties rather than strain energy penalties, there is no nucleation of
2 and T3 variants, which are required for such a domain switching.

he simulation results are consistent with those of Wang et al. [24], in



t

w
e
c
e
i

p
s
e
p
s

Fig. 6. The domain structures correspond to each point in Fig. 5.
Fig. 7. The temporal evolution of the domain switching (a) and the strains 𝜀11 (%) (b) as well as 𝜀22 (%) (c) are shown when the system is subjected to a compressive strain in
he 𝑥-direction.
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hich it was found that only 90° polarization switching occurs under
xternal mechanical loading. Meanwhile, the simulation results are
onsistent with the predictions of continuum theory, which suggest that
xternal mechanical loading can only cause 90° polarization switching
n ferroelectric materials.

The results presented above confirm the effectiveness of our pro-
osed model in effectively characterizing the domain formation and
witching mechanisms in ferroelectric materials, when exposed to both
lectric and mechanical fields. In the following section, we explain the
ractical use of this model for simulating polycrystalline ferroelectric
tructures.
 w
.2. Phase-field simulation in polycrystalline systems

.2.1. Domain formation in bicrystalline structures
To explore the underlying mechanisms of domain formation and

omain switching in polycrystalline ferroelectric materials with dif-
erent orientations, we first performed simulations with four different
icrystalline systems, denoted as B0, B1, B2, and B3. The preliminary
onfiguration of these bicrystalline structures is shown in Fig. 8(a) and

shows a quasi-2D structure consisting of 300 × 300 × 1 voxels. Grain
orientation within each bicrystalline system is restricted to rotations in
the 𝑥𝑦-plane. In this context, Grain 2 exhibits no orientation (𝜑2 = 0),

hile Grain 1 shows unique orientations that correspond to the specific
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Fig. 8. Simulations of bicrystalline systems, in the absence of an external field. (a) Schematic representation of the bicrystals with specified orientations (B0: 𝜑1 = 0, 𝜑2 = 0; B1:
𝜑1 = 5°, 𝜑2 = 0; B2: 𝜑1 = 25°, 𝜑2 = 0; B3: 𝜑1 = 45°, 𝜑2 = 0). (b)–(e) show the temporal evolution and distribution of the electric potential (𝜓) and the von Mises stress (represented
as contour plots with thin black lines) at the stable state for each bicrystalline system. The white arrows in equilibrium represent the direction of the polarization.
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bicrystalline system under investigation. Moreover, the grains in each
bicrystalline system are composed of four randomly assigned tetragonal
variants. The color series in Fig. 8(a) is used to distinguish the grains,
with colors ranging from dark to light, indicating the variants T1 to

4. For such a bicrystalline system, we introduced a periodic boundary
ondition for the phase, electric and mechanical fields along the top
nd bottom surfaces. To model the behavior of the phase-field 𝝓 at the
eft and right surface, we applied a homogeneous Neumann boundary
ondition
𝜕𝜙
𝜕𝑖

|

|

|𝒙∈𝜕𝛺𝑖
= 0, (17)

n which 𝑖 stands for the 𝑥− or 𝑦-direction and 𝜕𝛺𝑖 is the corresponding
ield edge. With respect to the depolarization field, a short circuit
ondition was applied to both the left and right surfaces. Addition-
lly, a clamped boundary condition was employed to compute the
echanical field on the left and right surfaces, which ensured that

he displacements in the orthogonal directions were kept to zero. In
articular, the mechanical field in the polycrystalline systems, which
nclude both the bicrystalline system and the 10-grain system (which
ill be discussed in more detail later), is effectively resolved through

he application of a mechanical jump condition approach at a dif-
use interface, which represents the grain boundary. This approach
orresponds to a no-slip mechanical boundary condition, which was
lso used in Ref. [66] (Eq. (1)) to characterize domain structures in

erroelectric polycrystalline systems.
The simulation of the bicrystals was first performed in the absence
f an external field, so as to obtain a stable domain structure. The
emporal evolution of the four bicrystals is shown in Figs. 8(b)–(e),
here the white arrow in each equilibrium represents the polarization
irection of each variant. To illustrate the contribution of the bulk
nergy, the electric potential as well as a high-density isoline of the
on Mises stress (black thin line) in each equilibrium are shown in
igs. 8(b)–(e). For reference, the calculation of a particular grain named
0, with the same initial configuration as in Fig. 8(a), but without
ny grain orientation, was performed. It should be mentioned that the
0 system differs from the single crystal in that it has a dielectric
rain boundary, formed by setting the mobility of the grain boundary
o zero. As shown in Fig. 8(b), the simulation results for 200 and
200 time steps indicate that the absence of grain orientation in each
rain across the grain boundary leads to the formation of a continuous
0° domain structure. Specifically, the system initially releases electric
nergy to avoid the charged domain wall (𝑡 = 200𝛥𝑡), and subsequently
inimizes the elastic energy (𝑡 = 1200𝛥𝑡), which is in agreement
ith Section 3.1.1. Despite the formation of a 90° domain wall, the
icrystalline B0 simulation exhibits significant differences in both the
lectric potential and the von Mises stress (Fig. 8(b)), compared to the

single-grain simulation (Fig. 2(f)), which is due to the presence of a
grain boundary. Comparing the simulations of the bicrystals B1 to B3,
run for 200 iterations, with the initial state (Fig. 2), we see that the
system initially releases electrostatic energy to avoid the formation of
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tail-to-tail or head-to-head charged domain walls. In bicrystal B1, for 
xample, variant T3 tends to align parallel to variant T4, so as to form
 natural 180° domain wall.

The comparison of Figs. 8(b) and 8(c) shows that the grain structure
affects the primary simulation process of the variant transformations,
resulting in different domain structures in the equilibrium state of
B1. For instance, the 5° rotation of Grain 1 stabilized a metastable
erroelectric domain wall constructed by T1 and T2 variants, resulting 
n a different transformation process for variants in Grain 2 (500 and
1200 iterations in B1). The final equilibrium configuration of B1 reveals
hat both 180° ferroelectric domain walls and 90° ferroelastic domain 

walls could be stable in the polycrystalline system, indicating that a
° rotation in Grain 1 affects the formation of the domain structure.

Figs. 8(d) and (e) illustrate the temporal evolution of domain structures 
in the bicrystals B2 and B3, respectively. In addition to the similar
mechanisms described above, it is observed that the grain orientations 
affect not only the domain structure but also the domain size, leading
to the stabilization of different domain structures in Grain 2. This can
be seen by comparing the polarization configuration of Grain 2 in the
B2 and B3 systems. Moreover, a comparison of the contour plot of the
von Mises stress and the electrical potential in the equilibrium state in
each grain shows that an increase in the orientation difference between
Grain 1 and Grain 2 facilitates the formation of a 180° domain structure 
in Grain 1. Thus, variant B1 exhibits a dense stress distribution around
the domain wall and the numerous junctions of the domains, while the
stress in variants B2 and B3 is mainly concentrated on the junctions, 
due to the natural 180° domains. Such a domain wall plays a crucial
ole in releasing the electrostatic energy of the system.

.2.2. Domain switching under an external field in bicrystalline structures
Fig. 9 shows the temporal evolution of the B1 system with an

xternal electric field 𝐸e
∗
xt = 1, applied to the equilibrium state

f Fig. 8(c), along the negative 𝑥-direction, which demonstrates the
witching mechanism in such a bicrystalline system with the previously
entioned boundary condition in the current model. Fig. 14 of Ap-
endix C provides additional simulations of the B2 and B3 systems. To
imulate the nucleation of the missing variants, a perturbation with a
requency of 50 iterations was introduced during the first 1000 steps. In
ig. 9(a), it is observed that the energetically favorable T2 variant in 
rain 1 nucleates between the T1 and T4 variants after 120 iterations,
s indicated by the red circle. Subsequently, the nucleated T2 phase 
rows and propagates to the grain boundary, resulting in the nucleation
f another T2 variant in Grain 2, as shown by another red circle in
ig. 9(b). The T2 variant in each grain grew over time by consuming
ainly the T1 variant, as shown in Fig. 9(c). However, during the

ourse of the simulation over 800 time steps, this growth resulted
n a high energy concentration of both electric and elastic energy in 
he junction of the different variants at the grain boundary, due to
he orientation difference (red circle in Fig. 9(d)). To overcome this
nergy concentration, a T3 variant nucleated and grew in the grain 
oundary region, as marked by the right circle in Fig. 9(e). Eventually,
s shown in Fig. 9(f), the domain structure switched to two 90° domain

walls consisting of T2 and T3 variants in both grains. The polarization 
irection for each variant is indicated by the white arrows in the image. 

In addition to exploring polarization re-orientation under an exter-
al electric field, the present study also investigates its response to
n external mechanical field. Fig. 10 shows the temporal evolution 
f the B2 system (the equilibrium state of Fig. 8(d)) subjected to an
xternal strain 𝜺e22

xt = −0.005 in the 𝑦-direction, and Appendix C (Fig. 15)
rovides detailed simulation results for other bicrystalline systems. 
ith the same simulated parameters as in the above subsection, a

imulation of 150 iterations reveals the nucleation of T1 and T2 variants
rom the grain boundary, as shown in the red circle in Fig. 10(a).
s the driving force under such an external strain is the same, T1

and T2 grow equally by consuming the T4 variant (Fig. 10(b)). In

general, domain switching is driven by the growth of energetically
favorable variants, at the expense of unfavorable variants in the domain
wall region, as observed in Fig. 10. This mechanism is similar to the
single-grain case (Fig. 7). Furthermore, the domain structure analysis
indicates no domain switching in Grain 1, which has a 180° domain

all. This observation suggests that mechanical loading is unable to
nduce domain switching in the natural domain structures. This finding
s also consistent with the simulation results of the B3 system in Fig. 15,

which can be found in Appendix C.

3.2.3. Phase-field simulation in the 10-grain polycrystalline material
In this section, we present an illustrative example that demonstrates

the domain formation and the calculation of polarization and strain
hysteresis in a multigrain system with more than two grains, using
the current model. As shown in Fig. 11(a), we consider a 10-grain
system consisting of 400 × 400 × 1 voxels rotating randomly on the
𝑥𝑦 plane. Each grain is uniquely identified by a distinct set of colors.
To distinguish between the variants within each grain, we use the same
approach as for the bicrystal in Fig. 8(a), where the colors range from
dark to light and represent the variants T1 to T4. For the solution of
all fields in this simulation, we set a periodic boundary condition.

The process of forming the domain structures in the absence of an
external field is primarily illustrated in Figs. 11(b)–(f). In contrast to
the initialization of the single-crystal (Fig . 2(a)) and bicrystal systems
(Fig. 8(a)), not all variants of this simulation could be assigned to
he tetragonal phase, because of the size limitation. To obtain a self-
onsistent domain structure in equilibrium, we induced the noise £
n Eq. (9) to promote the nucleation of the unassigned variants. In
ddition, the calculation allows up to 10000 nucleation iterations with
frequency of 200 time steps, which ensures a stable calculation.

igs. 11(b)–(f) mainly show the process of domain formation in such
polycrystalline structure, in which the white arrows represent the

olarization direction of each variant. Analogously, the formation of
erroelectric domain walls can facilitate the release of depolarization
ields. This mechanism is illustrated by the typical Grains 4 and 5
n Fig. 11(b). In addition, the red circles in Figs. 11(b) and (c) il-
ustrate the nucleation and growth of polarization variants near the
rain boundary. This phenomenon occurs when neighboring grains
ttempt to align their polarization directions, resulting in the release
f the built-in depolarization field generated at the grain boundary.
he domain structures in such a polycrystalline structure are then
ormed by the continuous nucleation, growth, and disappearance of
olarization variants in each grain driven by the minimization of elastic
nd electric energy, as shown in Figs. 11(d) and (e). After reaching
he equilibrium state, a complex domain structure is formed in the
ystem, characterized by the coexistence of ferroelastic and ferroelectric
omain walls, as illustrated in Fig. 11(f). The corresponding electric
otential 𝜓 and the von Mises stress of this state are shown in the right
mage of Fig. 11(f) and represent the contributions of the depolarization
nd the mechanical field, respectively. In addition to the region of
erroelastic domain walls within each grain, a stress concentration is
lso observed at the grain boundary, especially in areas with multiple
unctions. This observation proves that elastic energy has an influence
n the formation of domains in these regions.

Figs. 12(a) and (b) show the calculated polarization and strain
ysteresis loop for such a 10-grain system based on the polarization
onfiguration in the equilibrium state (Fig. 11(f)), following the pro-
edure described in Section 3.1.3. To ensure stability at each 𝐸ext
oint in the polycrystalline system, we performed a simulation with
0000 iterations, in contrast to the single-grain simulation. During
he first 10000 time steps, we introduced a noise disturbance with a
requency of 200 time steps. The polarization shown (Fig. 12(a)) and
he strain (Fig. 12(b)) are each the average value in the 𝑥-direction.

Similarly, the average polarization generally increases or decreases
as the external electric field strength (|𝐸∗

ext |) increases or decreases.
Interestingly enough, when comparing the simulated polarization and
strain hysteresis loops of the single-crystal structure (shown in Fig. 5)
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Fig. 9. Temporal evolution of the domain switching in the B1 system upon application of an external electric field of 𝐸∗
ext = 1 to its equilibrium state shown in Fig. 8(c). The

transparent red arrow in (a) shows the direction of the applied field, while the white arrows in the equilibrium state (f) denote the direction of polarization. The right images in
(d) and (f) show the corresponding electric potential (𝜓) and the von Mises stress (represented as contour plots with thin black lines).
Fig. 10. Temporal evolution of domain switching in the B2 system under a compressive strain 𝜺ext22 = 0.005 was applied to the 𝑦-edges. The white arrow in (d) represents the
orientation of the polarization, and the right image in (d) shows the electric potential (𝜓) and the von Mises stress (shown as contour plots with thin black lines).
Fig. 11. (a) Initial setting of a polycrystalline structure, (b)–(f) computationally achieved its temporal evolution without applied electric field and mechanical loading. The right
mage of (f) additionally shows the electric potential 𝜓 and the von Mises stress (black thin line) at the stable state.
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a

Fig. 12. (a) and (b) show respectively the simulated polarization and strain hysteresis under the induced electric field in the polycrystalline system. The corresponding domain
tructures for the points A to F in (a) and (b) are shown in the grain structure image in (c)–(h).
nd the 10-grain structure (shown in Figs. 12(a)–(b)), a notable finding
is that the change in polarization, in response to changes in 𝐸∗

ext ,
exhibits nonlinear behavior. This indicates the influence of the grain
orientation of the polycrystalline structure on polarization switching.
The domain structures in the equilibrium state of the marked points
A to F are shown in Figs. 12(c) to (h), where the white arrows
represent the polarization direction. When an electric field is applied
in the reverse direction, the domain structure of point A, as shown
in Fig. 12(c), shows a tendency for the polarization in certain grains
to align with the field, especially near the grain boundaries. As the
electric field changes from A to C, there is a significant increase in the
emergence and growth of domains aligned with the external electric
field, as shown in Figs. 12(d) and (e). Notably, such a ferroelectric
domain switching results in a considerable jump in polarization and
strain, as illustrated in Figs. 12(a) and (b). Similarly, a contrasting jump
can be observed when 𝐸∗

ext is introduced in the positive 𝑥-direction
(point E), whereby the polarization direction in each grain is once again
switched to align with the positive 𝑥-direction. The domain structure
of the endpoint of the induced polarization loop (point F) is shown in
Fig. 12(h), from which it can be seen that the polarization orientation
in each grain aligns with the external electric field and the respective
crystal orientation. However, analogous to point C, the presence of
multi-domain structures within certain grains indicates that saturation
polarization has not yet been reached in the current simulation.

As a brief summary, this section provides examples to illustrate
the mechanisms of domain formation and switching under an external
field in polycrystalline ferroelectric materials, using the multiphase-
field approach. In general, the nucleation of variants at the beginning
of the simulations is necessary to achieve a self-consistent domain
structure for complex polycrystalline systems, in the absence of an
external field. However, for simple multigrain systems where all vari-
ants can be assigned within each grain, nucleation is usually omitted
to improve the efficiency of the calculation. Similar to simulations in
single crystals, the inclusion of nucleation mechanisms enables domain
switching under external fields in polycrystalline systems. Therefore,
the current model also allows the calculation of polarization and strain
hysteresis in polycrystalline systems.

4. Conclusion

We have developed a 3D phase-field model that includes a multi-
phase and multicomponent phase-field functional to calculate domain
structures and material properties in both single- and polycrystalline
ferroelectric materials, under stimulated and non-stimulated condi-
tions. Our model defines the possible polarization variation in each
ferroelectric phase as a phase 𝜙𝛼 . The movement of the diffusion inter-
face between the phases drives the formation of the domain structures.
In this paper, we have used BaTiO3 as a model material to demon-
strate the calculation of a domain structure and domain switching,
using the current model in both single and polycrystalline systems. In
general, the domain formation in a single crystal or a simple multigrain
system can be calculated without considering noise perturbations, if
no external field is present, and each polarization assignment can be
easily determined using the Voronoi approach. However, to accurately
model polarization switching under external fields, it is necessary to

introduce a noise term into the governing function (Eq. (9)) to account



g
s

 
 
 
 
 

 
 

t  
m  
n

 
w  

C

i
 

 

e

D

c  
i

D

A

t
p
o
w
i
w
(
F
C
F
g
g
B
L
c

A

t
v

 

𝜺

t
u

𝑪

S
i



w
a




c

𝑓

𝑰
g
m
R

A

i
c
u
s
𝐺
f
t

for the nucleation of missing polarization variants near domain walls or 
rain boundaries. Furthermore, in the case of a complex polycrystalline 
tructure where the dimension limits the assignment of all polariza-

tion variants of the ferroelectric phase in each grain, the nucleation
mechanism is also implemented at the beginning of the simulation
to achieve a self-consistent domain configuration during the domain
formation process. Based on this, the material properties such as the
polarization and strain hysteresis loop under the external electric fields
are calculated in both a single crystal and a 10-grain system. In the 
present study, it should be emphasized that the noise term is integrated
to represent the nucleation process since the potential was assumed
o be of the multi-obstacle type. Conversely, when using a multiwell
ethodology, the inclusion of the noise term may not be considered
ecessary. In general, our results are consistent with the existing lit-

erature, which verifies the feasibility and reliability of our model. This
ork serves as an essential reference for the further development of the

multiphase concept in ferroelectric materials.
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ppendix A. Multiphase elasticity model

The primary concept of the jump condition method is to transform
he stresses and strains to the basis 𝑩, which is defined by the local
ector 𝒏 (𝒏 = 𝛁𝐿(𝝓)

|𝛁𝐿(𝝓)| , with 𝐿(𝝓) =
∑

𝛼<𝛽 𝜙
𝛼𝜙𝛽), followed by the energy

calculation with only homogeneous variables from the jump condition
method [6,52]. Subjected to the constraints 𝒏 ⋅ 𝒕 = 𝒏 ⋅ 𝒔 = 𝒕 ⋅ 𝒔 = 0, the
basis 𝑩 takes the configuration 𝑩 = (𝒏, 𝒕, 𝒔). Using the Voigt notation,
the stress and strain within 𝑩 can be expressed as:

𝝈𝛼𝐵 ∶=
(

𝜎𝑛𝑛, 𝜎𝑛𝑡, 𝜎𝑛𝑠, 𝜎𝑡𝑡, 𝜎𝑠𝑠 𝜎𝑡𝑠
)T = (𝝈𝑛, 𝝈𝛼𝑡 )

T,
𝛼
𝐵 ∶=

(

𝜀𝑛𝑛, 2𝜀𝑛𝑡, 2𝜀𝑛𝑠, 𝜀𝑡𝑡, 2𝜀𝑠𝑠 𝜀𝑡𝑠
)T = (𝜺𝛼𝑛 , 𝜺𝑡)

T.
(A.1)

Depending on the force balance [[𝝈𝑛]] = 𝟎 and the Hadamard condition
[[𝜺𝑡]] = 𝟎 for an infinitesimal deformation at a singular plane, the
stress and strain can be reordered as continuous, 𝝈𝑛 ∶= (𝜎𝑛𝑛, 𝜎𝑛𝑡, 𝜎𝑛𝑠)T,
𝜺𝑡 ∶= (𝜀𝑡𝑡, 𝜀𝑠𝑠, 𝜀𝑡𝑠)T, and discontinuous, 𝝈𝛼𝑡 ∶= (𝜎𝑡𝑡, 𝜎𝑠𝑠 𝜎𝑡𝑠)T, 𝜺𝛼𝑛 ∶=
(𝜀𝑛𝑛, 2𝜀𝑛𝑡, 2𝜀𝑛𝑠)T, contributions. Following Refs. [50,52], the stiffness
ensor 𝑪𝛼

𝑩 corresponding to phase 𝛼 in basis 𝑩 is represented as follows,
sing the Voigt notation:

𝛼
𝑩 ∶=

[

𝑪𝛼
𝑛𝑛 𝑪𝛼

𝑛𝑡
𝑪𝛼
𝑡𝑛 𝑪𝛼

𝑡𝑡

]

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐶𝛼𝑛𝑛𝑛𝑛 𝐶𝛼𝑛𝑛𝑛𝑡 𝐶𝛼𝑛𝑛𝑛𝑠 𝐶𝛼𝑛𝑛𝑡𝑡 𝐶𝛼𝑛𝑛𝑠𝑠 𝐶𝛼𝑛𝑛𝑡𝑠
𝐶𝛼𝑛𝑡𝑛𝑛 𝐶𝛼𝑛𝑡𝑛𝑡 𝐶𝛼𝑛𝑡𝑛𝑠 𝐶𝛼𝑛𝑡𝑡𝑡 𝐶𝛼𝑛𝑡𝑠𝑠 𝐶𝛼𝑛𝑡𝑡𝑠
𝐶𝛼𝑛𝑠𝑛𝑛 𝐶𝛼𝑛𝑠𝑛𝑡 𝐶𝛼𝑛𝑠𝑛𝑠 𝐶𝛼𝑛𝑠𝑡𝑡 𝐶𝛼𝑛𝑠𝑠𝑠 𝐶𝛼𝑛𝑠𝑡𝑠
𝐶𝛼𝑡𝑡𝑛𝑛 𝐶𝛼𝑡𝑡𝑛𝑡 𝐶𝛼𝑡𝑡𝑛𝑠 𝐶𝛼𝑡𝑡𝑡𝑡 𝐶𝛼𝑡𝑡𝑠𝑠 𝐶𝛼𝑡𝑡𝑡𝑠
𝐶𝛼𝑠𝑠𝑛𝑛 𝐶𝛼𝑠𝑠𝑛𝑡 𝐶𝛼𝑠𝑠𝑛𝑠 𝐶𝛼𝑠𝑠𝑡𝑡 𝐶𝛼𝑠𝑠𝑠𝑠 𝐶𝛼𝑠𝑠𝑡𝑠
𝐶𝛼𝑡𝑠𝑛𝑛 𝐶𝛼𝑡𝑠𝑛𝑡 𝐶𝛼𝑡𝑠𝑛𝑠 𝐶𝛼𝑡𝑠𝑡𝑡 𝐶𝛼𝑡𝑠𝑠𝑠 𝐶𝛼𝑡𝑠𝑡𝑠

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.

(A.2)

In this context, 𝑪𝛼
𝑛𝑛 and 𝑪𝛼

𝑡𝑡 are symmetric 3 × 3 matrices, while 𝑪𝛼
𝑛𝑡 and

𝑪𝛼
𝑡𝑛 are 3 × 3 matrices that satisfy the requisite condition 𝑪𝛼

𝑛𝑡 = [𝑪𝛼
𝑡𝑛]

T.
imilarly, a proportionality matrix ̃ 𝛼 is introduced as follows, which
s later involved in the formation of the elastic potential:

̃ 𝛼 =

(

̃ 𝛼
𝑛𝑛 ̃ 𝛼

𝑛𝑡
̃ 𝛼
𝑡𝑛 ̃ 𝛼

𝑡𝑡

)

, (A.3)

ithin which each element of ̃ 𝛼 corresponds to an interpolated block
nd reads:
𝛼
𝑛𝑛 ∶= −(𝑪𝛼

𝑛𝑛)
−1

𝛼
𝑛𝑡 ∶= −(𝑪𝛼

𝑛𝑛)
−1𝑪𝛼

𝑛𝑡
𝛼
𝑡𝑡 ∶= −

(

𝑪𝛼
𝑡𝑡 − 𝑪𝛼

𝑡𝑛(𝑪
𝛼
𝑛𝑛)

−1𝑪𝛼
𝑛𝑡
)

.

(A.4)

The elastic free energy density of phase 𝛼, based on the strain
omponents in basis 𝑩, is given by:

𝛼(𝜺𝛼𝑩) =
1
2
[

(𝜺𝛼𝑛 − �̃�𝛼𝑛 ) ⋅ 𝑪
𝛼
𝑛𝑛(𝜺

𝛼
𝑛 − �̃�𝛼𝑛 ) + (𝜺𝛼𝑛 − �̃�𝛼𝑛 ) ⋅ 𝑪

𝛼
𝑛𝑡(𝜺

𝛼
𝑡 − �̃�𝛼𝑡 )

+ (𝜺𝛼𝑡 − �̃�𝛼𝑡 ) ⋅ 𝑪
𝛼
𝑡𝑛(𝜺

𝛼
𝑛 − �̃�𝛼𝑛 ) + (𝜺𝛼𝑡 − �̃�𝛼𝑡 ) ⋅ 𝑪

𝛼
𝑡𝑡(𝜺

𝛼
𝑡 − �̃�𝛼𝑡 )

]

.
(A.5)

Referring to [50], the elastic potential 𝑊 in Eq. (11) reads as:

𝑊 (𝜺𝑡,𝝈𝑛,𝝓) =
∑

𝛼

[ (

𝝈𝑛
𝜺𝑡

)

⋅ ̃ 𝛼
(

𝝈𝑛
𝜺𝑡

)

−
(

𝝈𝑛
𝜺𝑡

)

⋅
(

𝑰  𝛼
𝑛𝑡

𝟎  𝛼
𝑡𝑡

)(

�̃�𝛼𝑛
�̃�𝛼𝑡

)

+ 1
2
(

�̃�𝛼𝑡 ⋅ 
𝛼
𝑡𝑡�̃�

𝛼
𝑡
)

]

ℎ𝛼(𝝓).
(A.6)

and 𝟎 are second-order identity and zero tensors, respectively. To
ain a full understanding of the jump condition method used in the
ultiphase-field model, the reader is strongly encouraged to consult
efs. [6,16,52].

ppendix B. The dimensionless approach

When considering the simulation parameters for the tetragonal
nterface in BTO material, we refer to the literature [22]. Specifi-
ally, we require the values of 𝛼1 and 𝐺11, which are expressed in
nits of Nm2∕C2 and Nm4∕C2, respectively. We choose a spatial step
ize of 𝛥𝑥 = 0.5 nm, which approximates

√

𝐺110∕|𝛼1|, assuming that
110 = 𝐺11 = 3.46 × 10−10 Nm4∕C2. As no reliable data is available

or the kinetics of the tetragonal domain wall, we set the discrete
ime step width 𝛥𝑡∗=1 and determine the mobility 𝑀𝛼𝛽 between the

tetragonal variants to ensure numerical stability. In general, the main
dimensionless formulas are:

𝑄∗
𝑖𝑗𝑘𝑙 = 𝑄𝑖𝑗𝑘𝑙𝑃

2
0 , 𝐶∗

𝑖𝑗𝑘𝑙 =
𝐶𝑖𝑗𝑘𝑙

2
, 𝜅∗0 = 𝜅 ⋅ |𝛼1| (B.1)
|𝛼1𝑃0 |
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Fig. 13. Domain structure in a single-crystal structure. (a) The initial state of a 2D single crystal with 500 × 500 × 1 cells and its corresponding polarization configuration in the
quilibrium state (b). The white arrows in (b) represent the direction of the polarization. (c) The electric potential 𝜓 and the distribution of the von Mises stress (the black thin
ine) in the stable state.
Fig. 14. Temporal evolution of the domain structures in the B2 and B3 system, upon application of an external electric field of 𝐸∗
ext = 1 to their equilibrium state, shown in

Figs. 8(d) and (e). The transparent red arrows in (a) and (d) indicate the direction of the applied field, while the white arrows in the equilibrium state (c) and (f) indicate the
direction of polarization. In (c) and (f), the images on the right show the corresponding electric potential (𝜓) and the von Mises stress (shown as contour plots with thin black
lines).
Fig. 15. The temporal evolution of domain structures in B1 and B3 systems under a compressive strain 𝜺ext22 = 0.005 was applied to the 𝑦-edges. The white arrow in (c) and (d)
represents the orientation of the polarization. In (c) and (f), the images on the right illustrate the electric potential (𝜓) and the von Mises stress (shown as contour plots with thin
black lines).
Appendix C. Simulated domain structures

See Figs. 13–15.
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